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Abstract: Rolling bearings are prone to failure due to the complexity and serious operational environment of rotating equipment. Intelligent fault diagnosis based on convolutional neural networks (CNNs) has become an effective tool to ensure the reliable operation of rolling bearings. However, interference caused by environmental noise and variable working conditions can affect the data. To solve this problem, we propose an improved fault diagnosis method called deep convolutional neural network based on multi-scale features and mutual information (MMDCNN). In our approach, a multi-scale convolutional layer is placed at the front end of a 1D_CNN to maximize the retention of the multi-scale initial features. Meanwhile, the key fault features are further enhanced adaptively by introducing a self-attention mechanism. Then, the composite loss function is constructed by maximizing mutual information as an auxiliary loss based on cross-entropy loss; thus, the proposed method can extract robust fault features with high generalization performance. To demonstrate the superiority of MMDCNN, we compared the performance of our scheme with several existing deep learning models on two datasets. The results show that the proposed model successfully achieves bearing fault diagnosis with interference from noise and variable working conditions, possessing a powerful fault feature extraction capability.
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1. Introduction

Rotating machinery is an important component of industrial equipment, which is widely used in various industries of the national economy. As a key part of a rotating machine, rolling bearings play the role of supporting the load and reducing friction, and their operation directly affects the whole working process [1–3]. It is of great significance to make a more accurate fault diagnosis method for rolling bearings to ensure the safe operation of equipment.

So far, many bearing fault diagnosis techniques have been proposed and discussed. Among them, traditional diagnosis methods mainly apply signal processing methods to manually extract fault features, such as Fourier analysis [4], empirical mode decomposition [5], and wavelet analysis [6]. However, feature extraction methods based on signal processing mainly rely on expert experience, and the manually selected features are often not comprehensive when the mechanical system is complex. In addition, the parameters of the signal processing methods need to be adjusted for specific tasks, resulting in poor
generalization ability. With the development of artificial intelligence technology, researchers began to use shallow machine learning methods for fault diagnosis, such as the K-nearest neighbor algorithm [7], and support vector machine [8]. Although these intelligent diagnosis algorithms have achieved certain achievements, the lack of an automatic feature extraction capability makes them dependent on manual features, and it is thus difficult for them to achieve a high diagnostic accuracy.

In recent years, deep learning has gained a lot of attention in the field of fault diagnosis due to its powerful automatic feature extraction capability [9,10]. As the most representative algorithm of deep learning, the convolutional neural network (CNN) [11] has been widely used in the field of fault diagnosis. For example, researchers converted time-domain vibration signals into images and designed a two-dimensional CNN model to realize fault classification [12,13]. In [14], horizontal and vertical vibration signals were inputted into a parallel 1D deep convolutional network to complete feature fusion. He et al. [15] proposed an integrated CNN to classify the fault types of gearboxes using multi-sensor raw vibration signals. Yu et al. [16] designed a broad convolutional neural network with incremental learning capability for updating fault diagnosis models. All the above methods achieved good fault classification accuracy in their respective tasks. However, for many applications, such as aero-engines, high-speed trains, and precision processing centers, the working conditions of rolling bearings are very complex. Interference caused by environmental noise and variable working conditions can affect the data. Deep learning is generally based on the assumption of independent identical distribution, but the distribution of available training samples and test samples is inconsistent under the influence of such interference, which has a high potential to cause the problem of degradation of the diagnostic accuracy.

To improve the performance of convolutional fault diagnosis models under an interference environment, some methods have been proposed. The most popular current approaches are domain-adaptation-based fault diagnosis [17–20] and domain generalization methods [21–23]. For example, Wang et al. [20] proposed a domain adversarial neural network strengthened by pseudo-labels and designed a domain attention mechanism to eliminate redundant fault classes in the source domain, achieving partial cross-domain diagnosis. Ren et al. [21] constructed an adversarial generalization network and significantly enhanced the robustness and generalization ability of the model from a class-level optimization perspective based on entropy and metric learning. However, domain adaptation methods need to anticipate the distribution of unlabeled test samples during the training phase [21]. Domain generalization methods require multiple training samples from different working conditions to extract generalized knowledge that is invariant across working conditions. This limits the application of these two classes of methods in uncertain interference environments. Therefore, some other approaches have tried to achieve improvements in the model’s interference resistance by enhancing the model’s fault feature extraction capability. Zhu et al. [24] introduced inception blocks containing multi-scale convolutional structures to extract rich and diverse fault features, which improve the model’s performance under noise interference and variable-load conditions. In [25], 2D time-frequency grey-scale maps of vibration signals are fed into multiple parallel independent CNN branches with different convolutional kernel sizes to extract complementary features under variable-speed conditions. However, a large number of redundant features brought by multi-scale convolution or parallel structure inevitably exist, which limit the further improvement of the fault characterization capability. In [26], two parallel single-scale convolutional encoders are designed to extract the operating condition features and fault features, respectively, thus achieving the purification of fault information. However, a fixed receptive field at a single scale may lead to the redundant operating condition information being difficult to eliminate effectively.

To address these problems, an improved 1D convolutional fault diagnosis model (deep convolutional neural network based on multi-scale features and mutual information, MMDCNN) is proposed in this paper, aiming to enhance the diagnostic
performance of the model in uncertain disturbance environments. First, a multi-scale convolutional layer was designed and placed at the front end of a 1D_CNN to maximize the retention of the multi-scale initial features. The multi-scale features are expected to help improve the generalization performance of the model. At the same time, the addition of the self-attention mechanism can achieve the adaptive enhancement of the key fault information in the multi-scale features. Furthermore, considering that there is inevitably some environmental information in the fault features that does not contribute to the final diagnosis, mutual information loss was introduced based on the cross-entropy loss function to expand the difference between the feature vectors of different fault modes. The addition of mutual information effectively eliminates the redundant environmental information in the features so that the proportion of fault characteristics is increased. The contributions of this study are summarized as follows.

(1) An end-to-end fault diagnosis method for rolling bearings with strong feature extraction capability is proposed, which is especially suitable for the fault diagnosis of bearings that often work under an interference environment.

(2) A network design idea is proposed, in which a multi-scale convolutional layer is placed at the first layer of a 1D convolutional fault diagnosis model, thus obtaining multi-scale initial features that contain rich information. Meanwhile, the key fault features are further enhanced adaptively by introducing a self-attention mechanism.

(3) A composite loss function containing cross-entropy loss and mutual information loss is constructed. By maximizing the mutual information between the final convolutional feature vector and the original input, as well as the mutual information between the final convolutional feature vector and the intermediate convolutional feature map, redundant environmental information in the feature is eliminated, resulting in a more powerful fault feature extraction capability.

The remainder of this paper is organized as follows. The theoretical background of the proposed method is described in Section 2. The proposed intelligent diagnosis method is introduced in Section 3. In Section 4, two datasets, including a public bearing dataset and a spindle bearing simulation failure dataset, are used to verify the effectiveness of the proposed method. Finally, the conclusions are drawn in Section 5.

2. Theoretical Background

2.1. One-dimensional Convolutional Neural Network

The 1D convolutional neural network in this study includes three parts, namely, the convolutional layer for feature extraction, the pooling layer for downsampling, and the fully connected layer for final classification.

The convolutional layer is the core of building a convolutional neural network, where a dot-product operation between the convolutional kernel and the local area of the input data is performed. The depth of the convolutional kernels in the convolutional layer is consistent with the depth of the input data. The number of convolutional kernels represents the number of features expected to be extracted. The detailed operation can be described as follows:

\[
x^{l+1}(i, j) = [x^l \otimes w^{l+1}](i, j) + b^{l+1}(i)
\]

where \(x^l(i, j)\) and \(x^{l+1}(i, j)\) are the input and output of the \(l+1\)th convolutional layer, \(w^{l+1}(i, j)\) represents the \(j\)th weight of the \(i\)th convolutional kernel in the \(l+1\)th layer, and \(b^{l+1}(i)\) is the bias vector of the \(i\)th convolutional kernel.

The pooling layer is usually interspersed in the middle of the continuous convolutional layers to realize feature dimensionality reduction. The addition of pooling layers makes the model easier to optimize and reduces the risk of overfitting.
The fully connected layer is used to complete the mapping from the feature space to the label space, so it is usually located in the last layers of the convolutional model. The operation of the fully connected layer can be described as follows:

\[
\text{full}^{k+1} = \sigma \left( a^k \times \omega^{k+1} + b^{k+1} \right) \tag{2}
\]
\[
y = \text{softmax} \left( \text{full}^{k+1} \right) \tag{3}
\]

where \(a^k\) and \(\text{full}^{k+1}\) are the input and output of the fully connected layer, \(\omega^{k+1}\) and \(b^{k+1}\) represent the weight matrix and the bias of the fully connected layer, and \(\text{softmax}()\) denotes the activation function of the output layer.

2.2. Inception Module

The main idea of the inception model, introduced by Szegedy et al. [27], is to consider how an optimal local sparse structure of a convolutional vision network can be replaced by dense matrix operations. The inception module has three sizes of convolutional kernels: \(1 \times 1\), \(3 \times 3\), \(5 \times 5\), as shown in Figure 1. Convolution kernels of different sizes ensure the acquisition of multi-scale features. In addition, the addition of the pooling operation also further improves the model’s performance. Compared with the traditional convolutional model, the inception model has a stronger feature extraction capability, thus greatly improving the model’s performance.

![Figure 1. Inception module.](image)

2.3. Scaled Dot-Product Attention

The attention mechanism helps the network model to assign different weights to each part of the input so that more critical information can be extracted, thus improving the performance of the model. As a variant of the attention mechanism, the self-attention mechanism reduces the reliance on external information and is better at capturing the internal relevance of data or features. Scaled dot-product attention is the basic form of the self-attention mechanism proposed by Vaswani et al. [28]. It calculates the responses for each position in the sequence by estimating the attention scores for all positions and collecting the corresponding inputs based on the scores, as shown in Figure 2. The calculation process is as follows:

\[
Q = W_Q \cdot X
\]
\[
K = W_K \cdot X
\]
\[
V = W_V \cdot X
\]
\[
Y = SA(Q, K, V) = \text{softmax}(A) \cdot V
\]
\[
= \text{softmax} \left( \frac{Q \cdot K^T}{\sqrt{d}} \right) \cdot V \tag{5}
\]
where \( X = [x_1, x_2, \cdots, x_n] \in \mathbb{R}^{n \times d} \) is the input, \( n \) is the sequence length, \( d \) is the number of dimensions, \( W_q, W_k, W_v \in \mathbb{R}^{d \times d} \) are the three different linear transformation matrices, \( Q, K, V \in \mathbb{R}^{d \times d} \) are the three intermediate matrices, \( SA(\cdot) \) represents the self-attention calculation, \( A \in \mathbb{R}^{n \times n} \) is the self-attention matrix, and each element in \( A \) represents the attention fraction between two elements in \( X \). \( \text{softmax}(\cdot) \) is the softmax operation, and \( Y = [y_1, y_2, \cdots, y_n] \in \mathbb{R}^{n \times d} \) is the final output sequence.

### 2.4. Mutual Information

Mutual Information is a useful information measure in information theory, referring to the degree of correlation between two random variables, i.e., the degree to which the uncertainty of one random variable is diminished when another random variable is determined. Formally, the mutual information of two discrete random variables \( X \) and \( Y \) can be defined as

\[
I(X;Y) = \sum_{y \in Y} \sum_{x \in X} p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right)
\]

In the case of continuous random variables, the summation is replaced by a dual definite integral in the form of

\[
I(X;Y) = \int_X \int_Y p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right) dx dy
\]

where \( p(x, y) \) is the joint probability density function of \( X \) and \( Y \), and \( p(x), p(y) \) are the marginal probability density functions of \( X \) and \( Y \), respectively. The mutual information takes the minimum value of 0, which means that given one random variable has no relationship with another random variable, the maximum value is the entropy of the random variable, which means that given one random variable, the uncertainty of the other random variable can be completely eliminated.

### 3. Proposed Method

In this study, we propose an improved method, MMDCNN, based on 1D_CNN that can diagnose rolling bearings under interference environments. Firstly, a multi-scale feature extractor was designed to enrich the fault information and enhance the effective features adaptively. Secondly, unsupervised mutual information loss was added to the
supervised cross-entropy loss; thus, the proposed method can extract robust fault features with high generalization performance.

3.1. Multi-Scale Feature Extraction Network

In convolutional feature extractors, single-scale representations with fixed convolutional kernels may lose critical information needed to further enhance the performance. The inception module successfully improves the model’s performance by maximizing feature diversity through substructures with different receptive field sizes, adopting a multi-scale perspective. Inspired by the inception module, this paper proposes a multi-scale feature extraction network. As shown in Figure 3, the network architecture consists of three components. In the multi-scale convolution module, multi-scale convolution layers are positioned at the forefront of the model to maximize the retention of initial features that encompass multidimensional fault information. Subsequently, a self-attention mechanism is introduced to adaptively enhance the key fault information within the multi-scale initial features. Following this, the network’s expressiveness is improved by deepening it through the stacked 1D_CNN module, which adds subsequent layers of single-scale small convolution kernels. Additionally, a self-attention mechanism is applied again to adaptively weigh and enhance high-level abstract features. Finally, the fully connected layer performs the final fault classification.

Specifically, the specific process of the multi-scale convolution module is as follows: the input data are convolved in parallel by a convolution layer with \(1 \times 1, 1 \times 3, 1 \times 5,\) and \(1 \times 7\) convolution kernels; the total number of channels is 48. The convolution process uses zero padding, batch normalization, and the ReLu activation function. In addition, a maximum pooling layer of size 2 and step size of 2 are added after the convolution layer to reduce the feature dimensionality. Finally, the feature dimensions of different branches are stacked and stitched together by the concat operation. The detailed architectural parameters of the network are shown in Table 1.

![Figure 3. Basic architecture of feature extraction method.](image)

<table>
<thead>
<tr>
<th>Type</th>
<th>Layer</th>
<th>Kernel Size/Stride/Depth</th>
<th>Input Size</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-scale feature</td>
<td>Inception N</td>
<td>(N/2, 48)</td>
<td>(N/2, 48)</td>
<td>(N/4, 64)</td>
</tr>
<tr>
<td>Self-attention mechanism</td>
<td>Self-attention</td>
<td>(N/2, 48)</td>
<td>(N/2, 48)</td>
<td>(N/2, 48)</td>
</tr>
<tr>
<td>Conv Module1</td>
<td>Convolution 3/1/64</td>
<td>(Zero padding)</td>
<td>(N/2, 48)</td>
<td>(N/2, 48)</td>
</tr>
<tr>
<td></td>
<td>BN</td>
<td></td>
<td>(N/2, 48)</td>
<td>(N/4, 64)</td>
</tr>
<tr>
<td></td>
<td>Max Pooling 2/2/64</td>
<td></td>
<td>(N/2, 48)</td>
<td>(N/4, 64)</td>
</tr>
</tbody>
</table>
### Conv Module 2

Convolution 3/1/64 (Zero padding) 
BN / 
Max Pooling 2/2/64

### Conv Module 3

Convolution 3/1/64 (Zero padding) 
BN / 
Max Pooling 2/2/64

### Conv Module 4

Convolution 3/1/64 
BN / 
Max Pooling 2/2/64

<table>
<thead>
<tr>
<th>Self-attention mechanism</th>
<th>Fully connected layer</th>
<th>Fully connected layer /</th>
<th>((N/16−2)/2, 64)</th>
<th>((N/16−2)/2, 64)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output layer</td>
<td>Fc layer</td>
<td>/</td>
<td>(N/16 − 2)/2 × 64</td>
<td>100</td>
</tr>
<tr>
<td>FC_VAE_1</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>FC_VAE_2</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>LI_FC_1</td>
<td>Fc layer</td>
<td>/</td>
<td>(N/8) × 2 × 64</td>
<td>64</td>
</tr>
<tr>
<td>LI_FC_2</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>LI_FC_3</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>LI_FC_4</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>GI_FC_1</td>
<td>Fc layer</td>
<td>/</td>
<td>2 × 64</td>
<td>64</td>
</tr>
<tr>
<td>GI_FC_2</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>GI_FC_3</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>GI_FC_4</td>
<td>Fc layer</td>
<td>/</td>
<td>64</td>
<td>1</td>
</tr>
</tbody>
</table>

#### 3.2. Composite Loss Function Construction

Considering the existence of redundant environmental information shared among categories, it is difficult to extract pure fault features by relying on feature extractors alone. Therefore, it is often difficult to achieve the desired effect with cross-entropy loss, resulting in some samples that may have similar probabilities at different label positions, as shown in Figure 4. To improve this problem, the concept of mutual information is introduced in this paper. The mutual information between the faulty samples and the corresponding features can be used to measure the uniqueness of the features extracted from the samples. The enhancement of mutual information implies that the redundant environmental information shared between heterogeneous features is weakened, i.e., the proportion of true fault information is elevated. Therefore, we propose a new composite loss function method that combines cross-entropy loss and mutual information loss. By maximizing the mutual information, the fault feature extraction capability of the model is further improved.

![Comparison of cross-entropy loss and composite loss](Figure 4)
The direct optimization of mutual information is usually difficult to operate, especially in the form of neural networks, so the idea of the DEEP INFOMAX (DIM) model proposed by Hjelm et al. [29] is adopted in this paper. As an unsupervised learning model, the DIM model trains an encoder to maximize the mutual information between its inputs and outputs and achieves better performance than many popular unsupervised learning methods. In the DIM model, Equation (7) is converted as follows:

\[
p(z|x) = \min_{p(z|x), T(x, z)} \{-\beta \cdot (E_{(x,z)\sim p(x)}[\log \sigma(T(x, z))])
+ E_{(x,z)\sim p(x)}[\log(1-\sigma(T(x, z)))]\}
+ \gamma \cdot E_{x \sim p(x)}[KL(p(z|x)\|q(z))]
\]

where \( x \in X \) denotes a single sample in the set of inputs, \( z \in Z \) denotes an individual feature vector in the set of abstract feature vectors, and \( p(z|x) \) denotes the distribution of the feature vector generated by \( x \). \( \sigma(T(x, z)) \) represents a discriminant network, which is used for “negative sampling estimation”, i.e., where the input signal sample \( x \) and the corresponding feature vector \( z \) can be considered as positive sample pairs, and \( x \) and randomly shuffled \( z \) can be considered as negative sample pairs. \( q(z) \) is the standard normal distribution, which is used to make the feature space more regular, thus facilitating model training. \( \beta, \gamma \) are hyperparameters.

Based on the idea of the DIM model, this paper merges the mutual information loss based on the cross-entropy loss function. The composite loss function in this paper is shown in Figure 5. First, the cross-entropy loss is calculated and named \( L_p \). Assume that the input of a batch is \( X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{n \times d} \), where \( n \) is the number of samples and \( d \) is the length of a single sample. According to the VAE model [30], the final convolutional feature maps obtained by the stacked 1D-CNN are globally pooled and fed into the encoders (FC_VAE_1, FC_VAE_2) to obtain the mean \( \mu \) and variance \( \sigma^2 \), respectively; thus, the scatter loss of the prior distribution can be calculated, which is denoted as \( L_p \). Then, the encoded feature vectors \( Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{n \times k} \) can be obtained, where \( k \) is the number of convolutional feature maps. \( \{(x_i, z_i) \mid i = 1, 2, \ldots, n\} \) can constitute positive sample pairs, while \( \{(\tilde{x}_i, z_i) \mid i = 1, 2, \ldots, n\} \) represents a negative sample pair, where \( X \) and \( Z \) are randomly shuffled and reorganized as \( \tilde{X} \) and \( \tilde{Z} \), respectively. To simplify the calculations, the positive and negative sample pairs can then be simplified separately as \( \{(z_i, z_i) \mid i = 1, 2, \ldots, n\} \) and \( \{(	ilde{z}_i, z_i) \mid i = 1, 2, \ldots, n\} \).

A four-layer fully connected network is designed as the discriminatory network \( \sigma(T(x, z)) \). Considering that the intermediate convolutional feature maps contain more fault information, the intermediate convolutional feature maps are further selected to form sample pairs with the final convolutional feature maps. The feature maps of the middle convolutional layer are selected and denoted as \( C = [c_1, c_2, c_3, \ldots, c_n] \in \mathbb{R}^{n \times c} \), where \( n \) is the number of samples, and \( \omega \times c \) represents the feature dimension. Expanding \( Z \) to the same dimension as \( C \), \( \{(c_i, z_i) \mid i = 1, 2, \ldots, n\} \) can be viewed as positive sample pairs and, relatively, \( \{(	ilde{c}_i, z_i) \mid i = 1, 2, \ldots, n\} \) can be taken as negative sample pairs. The network form of \( \sigma(T(c, z)) \) remains the same as \( \sigma(T(x, z)) \); thus, \( L_p \) and \( L_c \) can be calculated. All the specific structural parameters are shown in Table 1. Based on Equation (8), the optimization objective \( J \) based on the composite loss function can be rewritten as follows, where \( \alpha, \beta, \epsilon, \gamma \) are hyperparameters:
\[
J = \min \{ \mathcal{L}_y + \alpha \cdot (-\beta \cdot \mathcal{L}_y - \varepsilon \cdot \mathcal{L}_z + \gamma \cdot \mathcal{L}_u) \}
\]

\[
= \min \{ \mathcal{L}_y + \alpha \cdot (-\beta \cdot (E[\log \sigma(T(z_i, z_j))] + E[\log(1 - \sigma(T(\tilde{z}_i, z_j))))) - \varepsilon \cdot (E[\log \sigma(T(c_i, z_j))] + E[\log(1 - \sigma(T(\tilde{c}_i, z_j)))) + \gamma \cdot \mathcal{L}_u) \}
\]

\[J = \min \{ \mathcal{L}_y + \alpha \cdot (-\beta \cdot \mathcal{L}_y - \varepsilon \cdot \mathcal{L}_z + \gamma \cdot \mathcal{L}_u) \}
\]

\[
= \min \{ \mathcal{L}_y + \alpha \cdot (-\beta \cdot (E[\log \sigma(T(z_i, z_j))] + E[\log(1 - \sigma(T(\tilde{z}_i, z_j))))) - \varepsilon \cdot (E[\log \sigma(T(c_i, z_j))] + E[\log(1 - \sigma(T(\tilde{c}_i, z_j)))) + \gamma \cdot \mathcal{L}_u) \}
\]

4. Experimental Validation and Analysis

4.1. Case 1: Experiments on Spindle Bearing Simulation Fault Dataset

To verify the validity of the proposed model, the spindle bearing simulation fault dataset was adopted first. The bearing code was 7014AC, and ten health conditions (N, BF, IF, and 12 o’clock OF) with (0.4, 0.6, 0.8) mm artificial faults were used. The different forms of the bearing failures are shown in Figure 6. The BPS test bench was selected as the test platform. The motor drives the spindle rotation through the belt, and the bearing housing receives the axial load from the hydraulic rod, as shown in Figure 7. A vibration sensor collects the vibration data at a sampling frequency of 32 kHz. Two speeds (1500/2100 r/min) and three axial loads (1/2/3 kN) were set to simulate different working conditions. Depending on the differences in working conditions, datasets were established, as shown in Table 2. Each dataset included 6000 samples of 2048 points and was enhanced by sliding window overlapping sampling (overlapping rate is 0.5). A total of 70% of the samples in each dataset were used for training and the rest for testing. To verify that the proposed method has a strong fault feature extraction capability, the model training set and the test set were from datasets with different working conditions. For example, A–D represents the training set from dataset A and the test set from dataset D.

Figure 5. Model architecture of MMDCNN.

Figure 6. 7014Ac bearing with different faults: (a) outer ring fault, (b) inner ring fault, (c) ball fault.
The structural parameters of MMDCNN are shown in Table 1. The training process adopted an Adam optimizer with a training batch size of 256 and a learning rate of 0.001. The super parameters were selected as $\alpha=0.01$, $\beta=0.5$, $\epsilon=1.5$, $\gamma=0.05$ after many tests. The number of iterative training epochs of the model was 30 epochs. In addition, the Alexnet model [31], the WDCNN model proposed by Zhang et al. [32], and the AICNN model proposed by Zhu et al. [24] were selected for comparison to prove the advantages of the proposed method. The convolution depths of the three compared models were consistent with the proposed model for a fair comparison. To avoid the effect of model parameter initialization, all models were trained ten times randomly. The mean and standard deviation of the diagnostic accuracy of the ten tests were used as the evaluation index. The experimental results are shown in Figure 8.

It can be seen from Figure 8 that the proposed method performed significantly better than the comparison methods. On the tasks with load fluctuations, the average fault diagnosis accuracy of MMDCNN reached 92.57%. Especially in the case of C-A, MMDCNN
achieved an accuracy of 91.74%, outperforming the comparison models by nearly 18%–28%. On the tasks with speed fluctuations, the average fault diagnosis accuracy of MMDCNN reached 89.83%, which was able to meet the demand for fault diagnosis. More importantly, it can be seen that the proposed method could still achieve a high diagnosis accuracy of 87.27% on the tasks with significant fluctuations in both speed and load, while Alexnet could only reach 68.31%.

In summary, it can be seen that the average diagnostic performance of the proposed model decreased slightly as the difficulty of the diagnostic task increased, but the comparison methods greatly lost their diagnostic capability. One of the reasons is the addition of the first multi-scale convolution layer and the self-attention mechanisms in MMDCNN, so that multi-scale features containing more effective fault features are adaptively enhanced. Another main reason is that the difference in convolutional features belonging to different health conditions is maximized due to mutual information loss; thus, the proposed method can extract robust fault features with high generalization performance. In addition, it was found that when compared to other methods, MMDCNN displayed the smallest standard deviation of multiple tests. This may also demonstrate the effect of mutual information. As for the comparison methods, the model inputs varied tremendously due to fluctuations in the working conditions. Alexnet as well as WDCNN performed poorly due to the lack of multi-scale convolution. In addition, the setting of the first layer with a wide convolution kernel in WDCNN may have made it difficult to capture critical details in the spectrum. Although AICNN introduces the inception structure, the front end is a single-scale convolution layer; thus, some critical information may have been lost. In addition, the disadvantage of the cross-entropy loss function caused large standard deviations for the multiple testing of all the compared models, which further limited the overall feature extraction ability of the models.

In order to further analyze the experimental results, the confusion matrices of the training results on tasks C-D/D-C are given in Figure 9. As can be seen from Figure 9, MMDCNN achieved an almost 100% diagnostic accuracy for the four major fault categories (N/OF/IF/BF). The proposed method achieved good discrimination for the inner and outer loop faults, except for the confusion in the discrimination of the outer loop fault degree on the C-D task. In addition, the proposed method was also significantly better than the comparison methods for diagnosing ball faults with different failure degrees, especially in BF_1 and BF_2.

As mentioned above, the proposed method is able to resist the interference caused by fluctuations in working conditions. However, the noise intensity also constantly changes during machinery operation, and the interference caused by it also greatly affects the performance of the diagnostic model. To explore the performance of MMDCNN under unknown noise conditions, we trained the network with dataset D under \(SNR_{db} = 0\, dB\) and then tested the model under \(SNR_{db} = -2\, dB\) and \(SNR_{db} = 2\, dB\), respectively. The experimental results are shown in Figure 10.
Figure 9. Confusion matrix on spindle bearing simulation fault dataset: (a) MMDCNN (task: C-D), (b) Alexnet (task: C-D), (c) MMDCNN (task: D-C), (d) Alexnet (task: D-C).

Figure 10. Comparison of fault diagnosis results under varying noise.

As can be seen from Figure 10, the proposed method performed the best among all the methods and had a more stable test performance. It is worth noting that the performance of AICNN was closer to that of MMDCNN. Considering the addition of the inception module in AICNN, the effect of multi-scale convolution can be demonstrated. However, the standard deviation of MMDCNN was smaller compared to AICNN, which may reflect the role of mutual information loss. Similarly, in order to probe the role of each part
of MMDCNN under varying noise, another ablation experiment was conducted. The experimental results were consistent with those under changing work conditions, which are given in Table A1 in Appendix A.

### 4.2. Case 2: Experiments on the Paderborn University (PU) Dataset

To further validate the practicality of the proposed method, real bearing damage data from Paderborn University (PU) were selected for further validation experiments [33]. These real bearing damage samples were generated by accelerated lifetime tests, which are closer to actual failure scenarios than artificial damages. The equipment platform is shown in Figure 11. The sampling frequency was 64 kHz. Three health conditions (N, IF, OF) from bearings (K004, K121, KA04) were used. The PU dataset consists of four working conditions, namely (1500, 0.7, 1000), (900, 0.7, 1000), (1500, 0.1, 1000), and (1500, 0.7, 0.4), where the elements refer to speed (rpm), torque (N·m), and radial load (N), respectively. Therefore, four types of datasets (dataset E/F/G/H) were named sequentially according to the working conditions mentioned above.

![Figure 11. The platform of the PU bearing dataset.](image)

The parameter settings of the datasets and MMDCNN remained unchanged. Firstly, we verified the feature extraction performance of the model under fluctuating working conditions. As can be seen from Figure 12, the proposed method outperformed or equaled the comparison methods for all tasks. In addition, MMDCNN performed more consistently, which corroborates the analysis in Case 2. It is worth noting the large differences in diagnostic accuracy between the methods on task E-F. The reduction in rotational speed clearly posed a great challenge to the generalization performance of the diagnostic model, which can also be observed in Case 2. To further probe the reason for this decrease in accuracy, the average confusion matrices of the training results on task E-F are given in Figure 13.

![Figure 12. Comparison of fault diagnosis results on different tasks.](image)
Figure 13. Average confusion matrix on task E-F of PU dataset: (a) WDCNN, (b) AICNN, (c) Alexnet, (d) MMDCNN.

As can be seen in Figure 13, the high miss rate of the inner and outer ring fault samples resulted in a decrease in the accuracy of these diagnostic models. Especially for the inner ring samples, the average diagnostic accuracy of the three comparison methods was only 50%, while the proposed method could reach 92%. The confusion matrix shows that the fault state was indistinguishable from the normal state, which means that the comparison models could not extract fault features under the fluctuating working conditions. Considering that all of the comparison methods easily achieved 100% diagnostic accuracy during training, the accuracy dropped dramatically during testing. The reason can only be the poor fault feature extraction ability of the comparison models, which makes it difficult to discover the most fundamental fault features when the input distribution changes. However, the proposed method greatly enhanced the effective fault mining capability by adding the first multi-scale convolutional layer and the self-attention mechanism. In addition, the generalization performance and robustness of the extracted fault features were further enhanced due to the addition of mutual information loss. Therefore, the proposed method could still maintain good diagnostic accuracy.

Similarly, experiments under varying noise on the PU dataset were also conducted. Considering that there were only three categories, the degree of noise was increased accordingly. Dataset E under \( SNR_{dB} = -4 \) dB was selected for training and then tested with \( SNR_{dB} = -8 \) dB and \( SNR_{dB} = 0 \) dB. The experimental results were consistent with Case 1, which are also given in Figure A1 in Appendix B.

4.3. Ablation Experiments

To verify the importance of each part of the model, an ablation study was conducted on task D-C. By removing each part of the model in turn, the degree of their contribution could be observed. The test results are shown in Table 3.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMDCNN without multi-scale convolution part</td>
<td>81.41 ± 2.17</td>
</tr>
<tr>
<td>MMDCNN without mutual information part</td>
<td>89.06 ± 3.18</td>
</tr>
<tr>
<td>MMDCNN without all contributive part</td>
<td>77.24 ± 7.35</td>
</tr>
<tr>
<td>MMDCNN</td>
<td>92.88 ± 0.51</td>
</tr>
</tbody>
</table>
As can be seen from Table 3, the average diagnostic accuracy was improved by nearly 12% due to the addition of multi-scale convolution. There is no doubt that the combination of the self-attentive mechanism and multi-scale convolution greatly improved the model fault feature extraction capability. However, the presence of redundant environmental information in the multiscale features led to less stable test results. The addition of mutual information loss resulted in a 4% improvement in accuracy, while the standard deviation for multiple tests decreased significantly. In this way, we can assume that the addition of mutual information loss enhanced the robustness and generalization performance of the fault features. However, the lack of multi-scale convolution led to a decrease in the overall feature extraction ability of the network. In summary, all parts of the proposed method are useful for the improvement of the overall diagnosis accuracy.

4.4. Computational Cost Analysis

To further assess the practical applicability of the proposed method in real industrial scenarios, a time consumption analysis was conducted for both the proposed method and the comparison methods. All training and testing were performed on a single NVIDIA 1050Ti GPU. The final results are shown in Table 4. It can be observed that the proposed method required the longest training time per epoch among all the methods, averaging 2.39 s. However, in terms of the testing time, the inference time for all the methods was 0.0001 s when rounded to four decimal places. This is because the additional mutual information module in the proposed model is only involved in the training optimization process and does not participate in the inference process. Currently, in industrial environments, models are typically trained in the cloud and then deployed to edge devices. Given that the proposed method achieved the best generalization performance with the same inference time, it can be considered to have practical industrial application value.

Table 4. The time (s) of all methods for training one epoch under two datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Time/Testing Time (s)</th>
<th>Spindle Bearing Simulation Fault Dataset</th>
<th>PU Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDCNN</td>
<td>0.15/0.0001</td>
<td>0.15/0.0001</td>
<td></td>
</tr>
<tr>
<td>AICNN</td>
<td>0.23/0.0001</td>
<td>0.23/0.0001</td>
<td></td>
</tr>
<tr>
<td>Alexnet</td>
<td>0.32/0.0001</td>
<td>0.31/0.0001</td>
<td></td>
</tr>
<tr>
<td>MMDCNN</td>
<td>2.46/0.0001</td>
<td>2.32/0.0001</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

In the paper, an improved convolutional bearing fault diagnosis model named MMDCNN with a strong feature extraction capability is proposed. Firstly, a multi-scale feature extraction layer located at the front end of the model guarantees the comprehensive extraction of initial feature information. Then, a self-attention mechanism is applied to adaptively enhance the critical fault components in the multi-scale features. Finally, the generalization performance and robustness of the critical fault features are further enhanced by compounding mutual information loss based on cross-entropy loss. By using the above three methodologies, the strong feature extraction capability of MMDCNN under interference environments is guaranteed. To demonstrate the advantages of the proposed method, three datasets were used. The results showed that MMDCNN performed significantly better than other diagnostic frameworks in both fluctuating working conditions and noisy environments. The analysis of the above results indicates that the method has good application prospects for the diagnosis of bearings in actual industrial scenes.
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**Appendix A. The Ablation Study on Dataset D under Varying Noise**

Table A1. The ablation study on dataset D under varying noise.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR = −2 dB</td>
</tr>
<tr>
<td>MMDCNN without multi-scale convolution part</td>
<td>82.61 ± 0.62</td>
</tr>
<tr>
<td>MMDCNN without mutual information part</td>
<td>83.33 ± 0.83</td>
</tr>
<tr>
<td>MMDCNN without all contributive parts</td>
<td>80.88 ± 1.00</td>
</tr>
<tr>
<td>MMDCNN</td>
<td>84.07 ± 0.13</td>
</tr>
</tbody>
</table>

**Appendix B. The Comparison Experiment on Dataset E under Varying Noise**

![Comparison of fault diagnosis results under varying noise.](image)

**Figure A1.** Comparison of fault diagnosis results under varying noise.
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