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Abstract: The analysis of user-generated content on the Internet has become increasingly popular for
a wide variety of applications. One particular type of content is represented by the user reviews for
programs, multimedia, products, and so on. Investigating the opinion contained by reviews may
help in following the evolution of the reviewed items and thus in improving their quality. Detecting
contradictory opinions in reviews is crucial when evaluating the quality of the respective resource.
This article aims to estimate the contradiction intensity (strength) in the context of online courses
(MOOC). This estimation was based on review ratings and on sentiment polarity in the comments,
with respect to specific aspects, such as “lecturer”, “presentation”, etc. Between course sessions, users
stop reviewing, and also, the course contents may evolve. Thus, the reviews are time dependent,
and this is why they should be considered grouped by the course sessions. Having this in mind, the
contribution of this paper is threefold: (a) defining the notion of subjective contradiction around
specific aspects and then estimating its intensity based on sentiment polarity, review ratings, and
temporality; (b) developing a dataset to evaluate the contradiction intensity measure, which was
annotated based on a user study; (c) comparing our unsupervised method with supervised methods
with automatic feature selection, over the dataset. The dataset collected from coursera.org is in English.
It includes 2244 courses and 73,873 user-generated reviews of those courses.The results proved that
the standard deviation of the ratings, the standard deviation of the polarities, and the number of
reviews are suitable features for predicting the contradiction intensity classes. Among the supervised
methods, the J48 decision trees algorithm yielded the best performance, compared to the naive Bayes
model and the SVM model.

Keywords: sentiment analysis; aspect detection; temporality; rating; feature evaluation; contradiction
intensity

MSC: 68T50

1. Introduction

Since the evolution of the Internet, and more specifically of the Web 2.0, where users
also represent content producers, it has become essential to be able to analyze the associated
textual information in order to facilitate better navigation through it. In particular, Internet
users massively post comments about the content they watch or the products they buy.
However, it is often quite difficult to find one’s way through these comments, partly because
of their quantity, but also because of the way they are written. It thus becomes essential to
carry out automatic processing [1–3].

It often happens for various aspects of a product or content to be discussed in the
comments, so in order to have a better idea of the product or content, it is necessary to
extract and compare the comments about these same aspects. Moreover, the very quantity
of comments concerning the same aspect is often important, and the opinions can be very
divergent. The idea of this article was to extract the opinions by aspect, to detect if there
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was a contradiction among the opinions on the same aspect, and then to measure the
intensity of this contradiction. This measure, then, allows the user reading the reviews to
have a metric indicating if the reviews are all (or almost all) in the same direction, positive
or negative, or if there is a large divergence of opinion on a specific aspect. The measure
then indicates that it is difficult to tell if this aspect is rated positively or negatively. This
measure enabled us to alert the user by indicating the points of disagreement present in
the comments for particular aspects, thus highlighting the aspects for which the point of
view is the most subjective to each person’s appreciation. Table 1 shows an example of
contradictory comments from an online course, concerning the “Lesson”.

Table 1. Contradictory opinions example around the “Lesson” aspect, with polarities (Pol.) and
ratings (Rat.).

Source Text on the Left Aspect Text on the Right Pol. Rat.

Course
I thought the Lesson were really boring, never enjoyable −0.9 2

I enjoyed very much the Lesson and I had a very good time +0.9 5

In order to measure the intensity of the contradictions in the comments, it is first
necessary to extract the aspects [4,5] from them and to measure the sentiments [6] ex-
pressed around these aspects. We therefore focused in this article only on the contradictions
expressed through the subjectivity present in the comments. We did not deal with contra-
dictions based on facts.

The contributions of this paper are the following:

• (C1). In this paper, we give the definition of the subjective contradiction occurring in
reviews, around aspects. Four research questions were raised by this definition:

– RQ1: How do we define the notion of subjective contradiction around an aspect?
The definition of the notion of subjective contradiction is based on the notion of
sentiment diversity with respect to aspects. We considered, in this article, the
notion of diversity as the dispersion of sentiments (sentiment polarity);

– RQ2: How can the strength (intensity) of a contradiction occurring in reviews
be estimated? This was performed by computing the degree of dispersion of
sentiment polarity around an aspect of a web resource;

– RQ3: How do we balance the sentiment polarity around an aspect and the global
rating of a review leading to the underlying question, when computing the
intensity of a contradiction? What is the weight of the global rating of a review in
the expression of feelings around an aspect?

– RQ4: Freshness and temporality are essential in Web 2.0; it is therefore necessary
to take into account the temporality of the reviews when computing contradiction
intensity;

• (C2). We present the development of a data collection that allows the evaluation of
the contradiction intensity estimation. The evaluation was based on a user study;

• (C3). We performed an experimental comparison, over our corpus, of the unsuper-
vised method based on our definition of subjective contradiction with supervised
methods with automatic feature selection.

To the best of our knowledge, no other model has tried to measure the contradiction’s
intensity for subjective elements. Thus, it was not possible for us to use specialized state-of-
the-art models.

The paper is organized as follows. Section 2 of our paper presents the background and
related work. The third section presents the learning model and the non-learning model
that we used as a baseline. The fourth section presents our test dataset and the experiments
and discussions around the results. The article ends with the conclusion Section.
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2. Background and Related Work

The use of several state-of-the-art methods is necessary in order to establish a process
as complex as contradiction detection. Moreover, very few—if any—studies deal with the
detection and measurement of intensity in explicitly subjective sentences. This section
presents some of the approaches needed for such detection and measurement, as well as
related work such as fact-based contradiction detection, controversy detection, point-of-
view detection, disagreement detection, and position detection.

2.1. Contradiction Detection Approaches

Our work was focused on detecting and assessing the level of subjective contradiction
on a particular aspect in the comments. In the literature, some topics are related and
relatively close to our work. Examples include work on fact contradiction, the detection
and evaluation of controversies, disputes, scandals, the detection of viewpoints, and
vandalized pages, mainly in Wikipedia.

One of the research interests that is closest to the present work is given by factual
contradiction. The research of [7–10] is representative of this type of study. At present,
there are two approaches that see contradictions as a type of textual inference (for instance,
entailment identification) and whose analyses are based on the use of linguistic methods. In
some works, such as those of Harabagiu et al. [7], the authors proposed to use linguistic fea-
tures specific to this kind of problem, such as semantic information, for instance negations
(for example: “I hate you”—“I don’t hate you”) or antonymy (i.e., words with opposite
meanings—“light” vs. “dark” or “hot” vs. “cold”). Two mutually exclusive sentences,
on the same topic, are then seen as a textual implication expressing a contradiction. In a
similar way, in the work of [8], seven types of features (e.g., antonymy, negation, numeric
mismatches) can be seen as contributing to a contradiction. These feature types can then
lead to incorrect data (“The Eiffel Tower is 421 m high—The Eiffel Tower is 321 m high).
The authors then define a contradiction as two sentences that cannot be true simultaneously.
This definition cannot be applied to our case because we dealt with subjective expressions
and not with factual data. A scalable and automatic solution to contradiction detection
was also proposed by Tsytsarau et al. [9,10]. The solution considered by the authors was
to aggregate the sentiment scores determined for the sentences and infer whether there
is a contradiction or not. When the diversity in terms of sentiment is high, but the aggre-
gation of the sentiment score tends towards zero, then there is a contradiction. However,
the authors only sought to detect the presence or absence of a contradiction and not to
evaluate its level. Fact contradictions may be studied with respect to a specific field, such
as medicine [11]. In this paper, we focused on course reviews from an online platform.
The contradiction we targeted concerns several reviews, for the same online course and
for the same period (course session); thus, it may be characterized as extrinsic relative to
one review in particular. Other research focused on intrinsic contradiction detection, for
instance detecting self-contradicting articles from Wikipedia [12].

Our corpus is in English. However, there are works that have tackled contradictions
in other languages, such as Spanish [13], Persian [14], or German [15]. The development
of multilingual models can also be considered, as is already the case in the analysis of
sentiments and emotions [16,17].

Another research topic, very close to ours, concerns controversy detection. The con-
cepts of controversy and dispute are relatively similar, except that a controversy involves
a large group of people who have strong disagreements about a particular issue. Indeed,
the Merriam-Webster dictionary definition for controversy states: “argument that involves
many people who strongly disagree about something, strong disagreement about some-
thing among a large group of people”. A similar definition was given in [18,19], but with
a temporal nuance: a controversy is usually defined as a discussion regarding a specific
target entity, which provokes opposing opinions among people, for a finite duration of
time. In the majority of works on controversies, the aim is to usually discover the subject
of the controversy and not to quantify it or to find the level of virulence of the exchanges.
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Discovering the subject of the controversy is then often seen as a problem of classification
aiming to find out which documents, paragraphs, or sentences are controversial and which
are not or to discover the subject itself. Balasubramanyan et al. [20] used a semi-supervised
latent variable model to detect the topics and the degree of polarization these topics caused.
Dori-Hacohen and Allan [21,22] treated the problem as a binary classification: whether the
web page has a controversial topic or not. To perform this classification, the authors looked
for Wikipedia pages that corresponded to the given web page, but displayed a degree of con-
troversy. Garimella et al. [23] constructed a conversation graph on a topic, then partitioned
the conversation graph to identify potential points of controversy, and measured the contro-
versy’s level based on the characteristics of the graph. Guerra et al. [24] constructed a metric
based on the analysis of the boundary in a graph between two communities. The metric
was applied to the analysis of communities on Twitter by constructing graphs from retweets.
Jang and Allan [25] constructed a controversial language model based on DBpedia. Lin and
Hauptmann [26] proposed to measure the proportion, if any, by which two collections of
documents were different. In order to quantify this proportion, they used a measure based
on statistical distribution divergence. Popescu and Pennacchiotti [19] proposed to detect
controversies on Twitter. Three different models were suggested. They were all based on
supervised learning using linear regression. Sriteja et al. [27] performed an analysis of the
reaction of social media users to press articles dealing with controversial issues. In particu-
lar, they used sentiment analysis and word matching to accomplish this task. Other works
sought to quantify controversies. For instance, Morales et al. [28] quantified polarity via
the propagation of opinions of influential users on Twitter. Garimella et al. [29] proposed
the use of a graph-based measure by measuring the level of separation of communities
within the graph.

Quite close to our work is the concept of “point of view“, also known in the literature
as the notion of “collective opinions”, where a collective opinion is the set of ideas shared
by a group. There is also a proximity with the work on the notion of controversy, but
with generally less opposition in the case of “points of view” than in that of “controversy”.
In a sense, the notion of points of view can also be seen as a controversy on a smaller
scale. Among the significant works on the concept of “points of view” is [30], which used
the multi-view Latent Dirichlet Allocation (LDA) model. In addition to topic modeling
at the word level, as LDA performs, the model uses a variable that gives the point of
view at the document level. This model was applied to the discovery of points of view in
essays. Cohen and Ruths [31] developed a supervised-learning-based system for point of
view detection in social media. The approach treats viewpoint detection as a classification
problem. The model used to perform this task was an SVM. Similarly, Conover et al. [32]
developed a system based on SVM and took into account social interactions in social
networks in order to classify viewpoints. Paul and Girju [33] used the Topic-Aspect Model
(TAM) by hijacking the model using aspects as viewpoints. The authors of [34] used an
unsupervised approach inspired by LDA, based on Dirichlet distributions and discrete
variables, to identify the users’ point of view. Trabelsi and Zaïane [35] used the Joint Topic
Viewpoint (JTV) model, which jointly models themes and viewpoints. JTV defines themes
and viewpoint assignments at the word level and viewpoint distributions at the document
level. JTV considers all words as opinion words, without distinguishing between opinion
words and topic words. Thonet et al. [36] presented VODUM, an unsupervised topic model
designed to jointly discover viewpoints, topics, and opinions in text.

A line of research that is also relatively similar to our work, even if it does not always
involve the notion of subjectivity, is the problem of detecting expressions of restraint
or the problem of detecting disagreement. This problem has been widely addressed in
the literature. In particular, Galley et al. [37] used a maximum entropy classifier. They
first identified adjacent pairs using a classification based on maximum entropy from a
set of lexical, temporal, and structural characteristics. They then ranked these pairs as
agreement or disagreement. Menini and Tonelli [38] used an SVM. They also used different
characteristics based on the feelings expressed in the text (negative or positive). They also
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used semantic features (word embeddings, cosine similarity, and entailment). Mukherjee
and Liu [39] adopted a semi-supervised approach to identify expressions of contention in
discussion forums.

Another quite close research is the one concerning position detection. Position (stance)
detection is a classification problem where the position of the author of the text is obtained
in the form of a category label of this set: favorable, against, neither. Among the works
on the notion of “stance”, Mohammad et al. [40,41] used an SVM and relatively simple
features based on N-grams of words and characters. In [42], the authors used a bi-Long
Short-Term Memory (LSTM) in order to detect the position of the author of the text. The
input of their model was a word embedding based on Word2Vec. Gottopati et al. [43] used
an unsupervised approach to detect the position of an author. In order to perform this task,
they used a template based on collapsed Gibbs sampling. Johnson and Goldwasser [44]
used a weakly supervised method to extract the way questions are formulated and to extract
the temporal activity patterns of politicians on Twitter. Their method was applied to the
tweets of popular politicians and issues related to the 2016 election. Qiu et al. [34,45] used
a regression-based latent factor model, which jointly models user arguments, interactions,
and attributes. Somasundaran and Wiebe [46] used an SVM employing characteristics based
on feelings and argumentation of opinions, as well as targets of feelings and argumentation.
For more details on this topic, refer to [47].

Our work is relatively close to the detection and analysis of points of view, with
however some differences. We focused on opposing points of view. Indeed, our subject
of study relates to the subjective oppositions expressed by several individuals. It is this
subjective opposition, with the formulation of an opinion using feelings, which we call
“contradiction” within the article, that we tried to capture. Our work can also be considered
close to the work on stance since we looked at oppositions. However, the observed
oppositions were not the same since they were not favorable or unfavorable of an assertion,
but rather positive or negative about an aspect. The main difference is yet again in the
strong expression of subjectivity, which may be absent in the expression of stance. We
did not consider our work as being exactly in the domain of controversies since there was
no constructed argumentation. Indeed, we considered in our research reviews that were
independent of each other, and we were not in the case of a discussion as in a forum, for
example. Moreover, unlike most other authors, we did not only try to find out if there was a
contradiction among several individuals. We measured the strength of this contradiction
in order to obtain a level in the contradiction evaluation.

2.2. Methods for Aspect Detection

One of the first steps to be taken in order to detect and evaluate the intensity of a
contradiction is to extract the necessary aspects. For this purpose, several methods are
available. One of the first developed methods [48] used a frequent equational-sentences-
based method, which represents a common information extraction technique. These
approaches are relatively efficient and simple to implement, especially when the aspects
are composed of a single word with a high frequency, but decrease in performance when
the frequency of the aspects is relatively low. Other approaches, very widespread in the
extraction of aspects, are, for example, the use of Conditional Random Fields (CRFs) or
the use of Hidden Markov Models (HMMs) [49]. Other methods, unsupervised, are also
often used in this task. For instance, Reference [50] developed a model based on the multi-
grain topic model. In [4], the use of unsupervised Hierarchical Aspect Sentiment Models
(HASMs) was proposed. This gives the possibility of discovering a hierarchical structure of
the feelings integrating the aspects. The present work experimented on a corpus of online
reviews. However, we want to stress that its goal was not to perform aspect extraction, but
to detect and estimate the level of contradiction around aspects. Unlike recent work in this
area [51], the present paper used a method that is simple to implement, which has been
proven to work and which corresponds very well to our type of corpus: Poria et al. [5].
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2.3. Methods for Sentiment Analysis

To detect and estimate subjective contradictions, it is essential to analyze the feelings
around the aspects. Researchers have shown a great deal of interest with respect to the
field of sentiment analysis. As for aspect extraction, there are supervised and unsupervised
solutions, each with their own advantages and disadvantages. Thus, unsupervised methods
are generally based on lexicons [52] or on corpus analysis [40]. Concerning supervised
methods, sentiment analysis is mostly seen as a classification problem (neutral, positive, and
negative classes). Thus, Pang et al. [53] proposed to treat this classification problem using
classical methods, for instance SVM or Bayesian networks. More recently, with the advent
of deep learning, methods based on Recursive Neural Networks (RNNs) have emerged,
such as in [54]. Other works, also based on deep learning, are concerned with unsupervised
methods, such as mLSTM [55]). In the work we present in this article, sentiment analysis
was not the core of our research, but was part of the process of analyzing contradictions
and estimating their intensity. This is why we took inspiration from two state-of-the-art
works and compared them in order to choose the most efficient one. First, we were inspired
by the work of [53] using a Bayesian classifier. Secondly, we were inspired by the work
of [55] based on a neural network.

3. Time-Aware Contradiction Intensity

When considering contradictions, significant time lapses may occur between reviews.
We therefore hypothesized that a contradiction occurs only if the comments are in the same
time interval. This section presents our method for processing the reviews in order to detect
contradictions and to measure their intensity by taking this temporal aspect into account.
Figure 1 shows the entire process for detecting contradictions and measuring their intensity.

Figure 1. Temporal-sentiment-based contradiction intensity framework.

3.1. Preprocessing

Two dimensions were combined to measure the strength of the disagreement during
a session: the polarity around the aspect and the rating linked with the review. Together,
they define the so-called “review-aspect”. We utilized a dispersion function based on these
dimensions to measure the intensity of disagreement between opposing viewpoints.

3.1.1. Clustering Reviews Based on Sessions

The reviews represent online resources with a linear timeline, but “gaps” in this
timeline can be observed in the case of some resources such as courses. These gaps
symbolize the silence of the users writing the reviews (Figure 2). This happens frequently
in the case of courses because they can take place on a specific date and are not continuous.
The evolution of these discontinuities is therefore correlated with the evolution of the use
of the resource. In the case of courses, these interruptions last on average 35 d. In order to
better estimate the contradictions and to better analyze them, the reviews were grouped
according to the sessions that were formed between two discontinuities. Thus, for a given
aspect, only the contradictions of the same session were examined. The sessions were
defined every X days or when there was a sufficiently dense sequence of reviews. In order
to obtain these groupings of reviews, the following treatment was applied:
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1. We computed a threshold that corresponds to the duration of the jump. This was
performed on a per course basis and was based on the average time gaps between
reviews (for instance, there was a gap of 35 d for the “Engagement and Nurture
Marketing Strategies” lecture);

2. We grouped the reviews with respect to the above-mentioned threshold, on a per
course basis;

3. We kept only the important sessions by suppressing the so-called “false sessions”
(sessions that contained only a very low number of reviews).

Only the review clusters that had a significant number of reviews were considered for
the evaluation. For instance, clusters resulting after the use of K-means [56] that contained
only one or two reviews were discarded.

Figure 2. Review distribution with respect to the time dimension, for the lecture entitled “Engagement
and Nurture Marketing Strategies”.

Algorithm 1 describes the review groupings with respect to the course sessions. The
next preprocessing step was the feature extraction for the review groups.

3.1.2. Aspect Extraction

In the context of our work, the aspect represents a frequently appearing noun that
has emotion expressing terms around it. For instance, the term speaker is considered as an
aspect. We based our aspect extraction on the research proposed in [5]. The method is well
suited to the experiments conducted over our data. In addition, we applied the following
processing steps:

1. The reviews corpus’ term frequency was calculated;
2. The Stanford Parser https://nlp.stanford.edu:8080/parser/(accessed on 5 January

2022) was used for the parts-of-speech labeling of reviews;
3. Nominal category (NN, NNS) https://cs.nyu.edu/grishman/jet/guide/PennPOS.html

(accessed on 5 January 2022) terms were chosen;
4. Nouns having emotive terms in a five-term context window were considered (us-

ing the SentiWordNet https://sentiwordnet.isti.cnr.it/ (accessed on 5 January 2022)
dictionary);

5. The extraction of the most common terms from the corpus was performed (the candi-
dates for this step issued from the previous step). The aspects are represented by the
before-mentioned terms.

Example 1. Let D be a resource (document, e.g., course) and re its associated review. Table 2
illustrates the five steps for aspect extraction from a review.

For example, re = “Michael is a wonderful lecturer delivering the lessons in an easy to
understand manner. The whole presentation was easy to follow. I don’t recall any ambiguity in his
teachings and his slide was clear. I also enjoy some of the assignments because I surprise myself by
producing some great images. My main problem is the instructions of the assignments that causes a
lot of students to be confused (there are many complaints expressed in the Discussion forum).”

https://nlp.stanford.edu:8080/parser/
https://cs.nyu.edu/grishman/jet/guide/PennPOS.html
https://sentiwordnet.isti.cnr.it/
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Algorithm 1: The reviews of a resource are grouped according to the time period
(session) in which they were written.

Input: Days_Threshold (DsT), List_Reviews (LRs)
Output: Groups_of_Reviews (GRs)

1 GRs←− ∅ ; // Creation and initialization of the output list of groups of reviews
generated for a specific resource (in our case a “course”)

2 GRTemp←− ∅ ; // Creation and initialization of the temporary list to save each
group of reviews generated during a specific session (time period)

3 List_GRTemp←− ∅ ; // Creation and initialization of the temporary list to save the
groups of reviews belonging to a session

4 List_Number_Reviews_per_Session(LNRpS)←− ∅ ; // Creation and initialization of the
review number for each group per session

5 K_Clusters = 2 ; // Specify the value of the K-means parameter to 2 types of clusters
(sufficient/deficient reviews group)

6 Target_Cluster←− ∅ ; // Creation and initialization of the list to save only true
reviews group identified by the K-means clustering algorithm

// Forming reviews groups based on Days_Threshold (DsT) (session period) for i = 0;
i<size(LRs) – 1; i++ do

7 if |LRs(i).Date – LRs(i+1).Date| < DsT then
8 GRTemp.add(LRs(i));
9 else

10 GRTemp.add(LRs(i)) ;
11 List_GRTemp.add(GRTemp);
12 Temp←− ∅ ;
13 end
14 end

// Counting the reviews in each review group stored in List_GRTemp
15 foreach gr ∈ List_GRTemp do
16 LNRpS.add(size(gr));
17 end

// Using K-means to distinguish the two types of reviews groups
18 [C1, C2, Cluster1, Cluster2] = K-Means(K_Clusters, LNRpS) ; // K-Means algorithm

// C1 and C2 are the centroids of each of the k types of clusters (Cluster1 and
Cluster2) i.e., sufficient/deficient reviews group

19 if C1>C2 then
20 Target_Cluster = Cluster1;
21 else
22 Target_Cluster = Cluster2;
23 end

// Counting the reviews in each reviews group stored in List_GRTemp
24 foreach gr ∈ List_GRTemp do
25 if size(gr) ∈ Target_Cluster then
26 GRs.add(gr);
27 end
28 end

Table 2 depicts the five steps. First, we computed the frequencies of the terms in the
review set (as an example, the terms “course”, “material”, “assignment”, “content”, and
“lecturer” occurred 44,219, 3286, 3118, 2947, and 2705 times, respectively). Secondly, we
grammatically labeled each word (“NN” meaning singular noun and “NNS” meaning
plural noun). Thirdly, only nominal category terms were selected. Fourthly, we retained
only the nouns surrounded by terms belonging to the SentiWordNet dictionary (“Michael is
a wonderful lecturer delivering the lessons in an easy to understand manner.”). Finally, we
considered as useful aspects only those nouns that were among the most frequent in the
corpus of reviews (the useful aspects in these reviews were lecturer, lesson, presentation, slide,
and assignment).
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After constructing the aspect list characterizing the dataset, the sentiment polarity
must be computed. The sentiment analysis method used for this is described in the
following section.

Table 2. The aspect extraction steps for a review.

Step
Number

Step Detail

1 course: 44,219, material: 3,286, assignment: 3118, content: 2947,......., lecturer: 2705, lesson: 1251, presenta-
tion: 591, slide: 512, teaching: 119, image: 11, Michael: 2,......termi

2
re = Michael/NN is/VBZ a/DT wonderful/JJ he/DT lecturer/NN delivering/VBG the/DT lessons/NNS
in/IN an/DT easy/JJ to/TO understand/VB manner/NN ./.The/DT whole/JJ presentation/NN
was/VBD easy/JJ to/TO follow/VB ./. I/PRP do/VBP n’t/RB recall/VB any/DT ambiguity/NN in/IN
his/PRP$ teachings/NNS and/CChis/PRP$ slide/NN was/VBD clear/JJ ./. I/PRP also/RB enjoy/VBP
some/DT of/IN the/DT assignments/NNS because/IN I/PRP surprise/VB myself/PRP by/IN produc-
ing/VBG some/DT great/JJ images/NNS ./. My/PRP$ main/JJ problem/NN is/VBZ the/DT instruc-
tions/NNS of/IN the/DT assignments/NNS that/WDT causes/VBZ a/DT lot/NN of/IN students/NNS
to/TO be/VB confused/JJ (/-LRB- there/EX are/VBP many/JJ complaints/NNS expressed/VBN in/IN
the/DT Discussion/NN forum/NN)/-RRB- ./.

3 Michael, lecturer, job, lesson, manner, presentation, ambiguity, teachings, slide, assignments, images,
problem, instructions, students, complaints, discussion, forum

4 Michael, lecturer, lesson, presentation, teachings, slide, assignments, images

5 lecturer, lesson, presentation, slide, assignments

3.1.3. Sentiment Analysis

SentiNeuron https://github.com/openai/generating-reviews-discovering-sentiment
(accessed on 5 January 2022), an unsupervised approach proposed in [55], was employed
to detect sentiment polarity in the review-aspect. This model is based on the multi-
plicative Long Short-Term Memory (mLSTM), an artificial Recurrent Neural Network
(RNN) architecture used in the field of deep learning. Radford et al. [55] discovered
the mLSTM unit matching the output sentiment. The authors conducted a series of ex-
periments on several test datasets, such as the review collections from Amazon [57] and
IMDb https://www.cs.cornell.edu/people/pabo/movie-review-data/(accessed on 5 Jan-
uary 2022). This approach provides an accuracy of 91.8% and significantly outperforms
several state-of-the-art approaches such as those presented in [58]. SentiNeuron yields com-
petitive performance, compared to several state-of-the-art models. In particular, this occurs
when working on movie reviews (from IMDb) and also in our situation (coursera.org reviews).
We note that the term polarity means sentiment, and it is a value between −1 and 1.

3.2. Contradiction Detection and Contradiction Intensity

In this section, we introduce a model without learning, allowing the detection of
contradictions and the calculation of their intensities. We considered that subjective contra-
dictions (e.g., based on subjective elements) are related to aspects, and these are surrounded
by subjective terms. We then used pieces of text called review-aspects to study the contra-
diction between several of these review-aspects. This model was then used as a baseline.
In this paper, we propose and then compared learning methods created to detect and to
estimate the intensity of the contradiction.

Definition 1. There is a contradiction between two portions of review-aspects ra1 and ra2 contain-
ing an aspect, where ra1, ra2 ∈ D (document), when the opinions (polarities) around the aspect are
opposite (i.e., pol(ra1)× pol(ra2) ≤ 0). We found that after several empirical experiments, the
review-aspect ra was defined by a five-word snippet before and after the aspect in review re.

Contradiction intensity was estimated using two dimensions: polarity poli and rating
rati of the review-aspect rai. Let each rai be a point on the plane with coordinates (poli, rati).

https://github.com/openai/generating-reviews-discovering-sentiment
https://www.cs.cornell.edu/people/pabo/movie-review-data/
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Our hypothesis was that the greater the distance (i.e., dispersion) between the values related
to each review-aspect rai of the same document D, the greater is the contradiction intensity.
The dispersion indicator with respect to the centroid racentroid with coordinates (pol, rat) is
as follows:

Disp(rapoli
rati

, D) =
1
n

n

∑
i=1

Distance(poli, rati) (1)

Distance(poli, rati) =
√
(poli − pol)2 + (rati − rat)2 (2)

Distance(poli, rati) represents the distance between the point rai of the scatter plot
and the centroid racentroid (see Figure 3), and n is the number of rai. The two quantities poli
and rati are represented on different scales; thus, their normalization becomes necessary.
Since the polarity poli is normalized by design, we only needed to normalize the rating
values. We propose the following equation for normalization: rati =

rati−3
2 (rati ∈ [−1, 1]).

In what follows, the divergence from the centroid of rai is denoted by Disp(rapoli
rati

, D). Its
value varies according to the following:

Figure 3. Dispersion of review-aspect rai.

• Disp is positive or zero; if Disp = 0, there is no dispersion rai = racentroid;
• Disp increases as rai moves away from racentroid. (when there is increasing dispersion).

The coordinates (pol, rat) of the centroid racentroid were computed in two possible ways,
which are described below. A simple way is to compute the average of the rai points; in this
case, the centroid racentroid corresponds to the average point of the coordinates rai(poli, rati).
Another, more refined, way is to weigh this average by the difference in absolute value
between the two coordinate values (polarity and notation).
(a) The average-based centroid. In this scenario, the centroid’s coordinates racentroid were
calculated as follows using the average of polarities and ratings:

pol=
pol1+pol2+...+poln

n
; rat=

rat1+rat2+...+ratn

n
(3)

(b) The weighted average-based centroid. In this scenario, the centroid coordinates
racentroid were the weighted average of ratings and polarities:

pol =
c1 · pol1 + c2 · pol2 + ... + cn · poln

n

rat =
c1 · rat1 + c2 · rat2 + ... + cn · ratn

n

(4)

where n is the number of points rai. The coefficient ci was computed as follows:
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ci =
|rati − poli|

2n
(5)

For a data point, if the values of the two dimensions were farther apart, our assumption
was that such a point should be considered of high importance. We hypothesized that
a positive aspect in a low-rating review should have a higher weight, and vice versa.
Therefore, an importance coefficient was computed for each data point, based on the
absolute value difference between the values over both dimensions. The division by
2n represents a normalization by the maximum value of the difference in absolute value
(max(|rati − poli|) = 2) and n. For instance, for a polarity of −1 and a rating of 1, the
coefficient is 1/n (| − 1− 1|/2n = 2/2n = 1/n), and for a polarity of 1 and a rating of 1,
the coefficient is 0 (|1− 1|/2n = 0).

3.3. Predicting Contradiction Intensity

Our model without learning has the advantage of being easy to implement and of not
requiring a corpus. However, we had to tackle the issues of the selection of the most relevant
and fruitful features for the measurement of the contradiction intensity. Indeed, as long as
we did not try all the configurations of the features (rating, polarity), it was not possible to
properly judge the efficiency of each of these features, nor to identify the best ones for this
task. In addition, the previously presented computation method (Section 3.2) was simply
based on a dispersion formula of the two scores associated with polarity and rating. In
the present more in-depth study, we employed feature selection methods to determine the
best-performing features (derived from the rating, polarity, and review) to consider in the
contradiction intensity measurement task. The attribute selection methods aim to suppress
the maximum amount of non-relevant and redundant information before the learning
process [59]. They also automatically pick the subsets of features that produce the greatest
results. This phase highlighted several sets of features. Thus, we evaluated the effectiveness
of these sets by applying them to learning techniques in a specific context: the estimation
of the intensity of contradiction in text (reviews left by users on MOOC resources). The
learning techniques used are techniques that have proven successful in many tasks. We
chose to use SVM, decision trees (J48), and naive Bayes for the first experiments. The
results obtained based on feature selection were compared to those of our method without
learning, in order to measure the potential gain brought in by such techniques.

4. Experimental Evaluation

This section presents the performed experiments and their results. After the introduc-
tion of our corpus and its study, the section presents and discusses the results obtained in
the presence of our baseline. We then present the experiments that allowed us to select the
features that gave the best results with the learning-based algorithms. The section ends
with a presentation and comparison of the results obtained with the SVM, J48, and naive
Bayes algorithms.

4.1. Description of the Test Dataset

This section presents in detail the corpus on which we based our experiments. It then
presents how the corpus was obtained by means of a study of the annotations made for the
qualification of the intensity of contradictions and for the analysis of feeling.

4.1.1. Data

We are not aware of the existence of a standard dataset for evaluating the contradiction
intensity (strength). Therefore, we built our own dataset by collecting 73,873 reviews
and their ratings corresponding to 2244 English courses from coursera.org via its API
https://building.coursera.org/app-platform/catalog (accessed on 5 January 2022) and
web page parsing. This was performed during the time interval 10–14 October 2016. More
detailed statistics on this Coursera dataset are depicted in Figure 4. Our entire test dataset,

https://building.coursera.org/app-platform/catalog
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as well as its detailed statistics are publicly available https://pageperso.lis-lab.fr/ismail.ba
dache/Reviews_ExtracTerms%20HTML/ (accessed on 5 January 2022).

Figure 4. Statistics on the Coursera dataset.

We were able to automatically capture 22 useful aspects from the set of reviews (see
Figure 5). Figure 5 presents the statistics on the 22 detected aspects, for example for the
Slide aspect, we recorded: 56 one-star ratings, 64 two-star ratings, 81 three-star ratings,
121 four-star ratings, 115 five-star ratings, 131 reviews with negative polarity, 102 reviews
with positive polarity, as well as 192 reviews and 41 courses concerning this aspect.

Figure 5. Different statistics about the extracted aspects.

4.1.2. User Study

For a given aspect, in order to obtain contradiction and sentiment judgments, we
conducted a user study as follows:

https://pageperso.lis-lab.fr/ismail.badache/Reviews_ExtracTerms%20HTML/
https://pageperso.lis-lab.fr/ismail.badache/Reviews_ExtracTerms%20HTML/


Mathematics 2022, 10, 809 13 of 24

1. The sentiment class for each review-aspect of 1100 courses was assessed by 3 users
(assessors). Users must only judge the polarity of the involved sentiment class;

2. The degree of contradiction between these review-aspects (see Figure 6) was assessed
by 3 new users.

Annotation corresponding to the above judgment was performed manually. For each
aspect, on average, 22 review-aspects per course were judged (in total: 66,104 review-aspects
of 1100 courses, i.e., 50 courses for each aspect). Exactly 3 users evaluated each aspect.

Figure 6. Evaluation system interface.

A 3-level assessment scale (Negative, Neutral, Positive) was employed for the senti-
ment evaluation in the review-aspects, in a per-course manner, and a 5-level assessment
scale (Very Low, Low, Strong, Very Strong, and Not Contradictory) was employed for the
contradiction evaluation, as depicted in Figure 6.

Using Cohen’s Kappa coefficient k [60], we estimated the agreement degree among
the assessors for each aspect. In order to obtain a unique Kappa value, we calculated the
pairwise Kappa of assessors, and then, we computed the average.

For each aspect from all the reviews, the distribution of the Kappa values is shown in
Figure 7. The variation of the measure of agreement was between 0.60 and 0.91. Among
the assessors, the average level of agreement was equal to 80%. Such a score corresponds
to a strong agreement. Between the assessors who performed the sentiment annotation,
the Kappa coefficient value was k = 0.78 (78% agreement), which also indicates a substan-
tial agreement.

Figure 7. Distribution of the Kappa values k per aspect. <0 poor agreement, 0.0–0.2 slight agreement,
0.21–0.4 fair agreement, 0.41–0.6 moderate agreement, 0.61–0.8 substantial agreement, and 0.81–1
perfect agreement.
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4.2. Results and Discussion

This section presents the results obtained first using the learning-free model. We
compared the results obtained with and without the use of review sessions and considering
both the average-based centroid and the weighted average-based centroid scenarios (see
Section 3.2) in turn. We studied the influence of the sentiment analysis algorithm on the
results. We then compared the results obtained through the selection of features and the
use of learning-based models such as SVM, decision trees, and naive Bayes.

4.2.1. Averaged and Weighted Centroid

In order to quantify the effectiveness of our proposal, we employed the same perfor-
mance measure as for the SemEval competition https://alt.qcri.org/semeval2016/task7/
(accessed on 5 January 2022), that is to say, the correlation coefficient. We used Pearson’s
correlation coefficient, which considers our results against the annotator’s judgments. The
second performance measure was the precision (the number of correct estimations divided
by the total number of estimations).

We must mention that:

• The training phase for the sentiment analysis was performed over 50 k reviews issued
from the IMDb movie database https://ai.stanford.edu/~amaas/data/sentiment/
(the vocabulary used in the movie reviews is similar to the vocabulary used in our
dataset);

• The accuracy of the sentiment analysis rose to 79%;
• The assessed sentiment judgments were considered as the ground truth, thus yielding

100% in terms of accuracy.

The results of our two centroid strategies—Config (1), averaged centroid—and Config (2),
weighted centroid—are depicted in Table 3 and in Table 4, respectively. Both configurations
have the variants WITHOUT review sessions (Table 3) and WITH review sessions (Table 4).
In order to validate the statistical significance of the improvements (for both WITH and
WITHOUT), compared with their respective baselines, we applied the paired Student’s t-test.
The statistical significance of the improvements, when p-value < 0.05 and p-value < 0.01, is
represented in the tables by ∗ and ∗∗, respectively. Next, we discuss the results.

Table 3. Correlation values with respect to the accuracy levels (WITHOUT considering review
session). “∗” represents significance with a p-value < 0.05 and “∗∗” represents significance with a
p-value < 0.01.

Measure Config (1): Averaged Centroid Config (2): Weighted Centroid
(Baseline) Sentiment analysis: 79% accuracy (naive Bayes)

Pearson 0.45 0.51

Precision 0.61 0.70

(a) Sentiment analysis: 93% accuracy (SentiNeuron)

Pearson 0.61∗ 0.80 ∗∗

Precision 0.75 ∗∗ 0.88 ∗∗

(b) Sentiment analysis: 100% accuracy (User judgments)

Pearson 0.68 ∗∗ 0.87 ∗∗

Precision 0.82 ∗∗ 0.91 ∗∗

(a) WITHOUT review sessions.
Config (1): averaged centroid. The averaged centroid dispersion measure yielded positive
correlation values (moderate or even high) with respect to our annotator’s judgments
(Pearson: 0.45, 0.61, 0.68). The hypothesis was that having widely opposite review-aspect
polarities would imply review-aspects divergent from the centroid, thus a highly intense

https://alt.qcri.org/semeval2016/task7/
https://ai.stanford.edu/~amaas/data/sentiment/
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dispersion. Moreover, when considering the users’ sentiment judgments (Table 3 (b)), we
obtained better results than when considering sentiment analysis models (Table 3, baseline
and (a)). The improvements went from 35% for (baseline) (Pearson: 0.45, compared to 0.61)
to 50% for (b) (Pearson: 0.45, compared to 0.68). The correlation coefficient conclusions
stand for the precision as well. One may notice that a loss of 21% in terms of sentiment
analysis accuracy (100–79%) led to a 34% loss in terms of precision.
Config (2): weighted centroid. This configuration yielded positive correlation values as
well (0.51, 0.80, 0.87). One may note that the results when considering the weight of
the centroids were better than when this particular weight was ignored. Compared to
the averaged centroid (Config (1)), the improvements were 13% for naive Bayes, 31% for
SentiNeuron, and 28% for the manual judgments, respectively. This trend was confirmed
for the precision results as well. Thus, the sentiment analysis model significantly impacted
the estimation quality of the studied contradictions.

Table 4. Correlation values with respect to accuracy levels (WITH considering review session).
“∗” represents significance with a p-value < 0.05 and “∗∗” represents significance with a p-value < 0.01.

Measure Config (1): Averaged Centroid Config (2): Weighted Centroid
(Baseline) Sentiment analysis: 79% accuracy (naive Bayes)

Pearson 0.61 0.71

Precision 0.69 0.77

(a) Sentiment analysis: 93% accuracy (SentiNeuron)

Pearson 0.69 ∗ 0.82 ∗

Precision 0.80 ∗ 0.87 ∗

(b) Sentiment analysis: 100% accuracy (User judgments)

Pearson 0.73 ∗∗ 0.91 ∗∗

Precision 0.83 ∗∗ 0.92 ∗∗

(b) WITH review sessions
The correlation values remained positive when considering the review sessions, for

both configurations (averaged and weighted centroids), as reflected in Table 4. This oc-
curred for the two assumptions concerning sentiment analysis accuracy (i.e., 79% and
100%). This suggests that the impact of the sentiment analysis model was quite significant.
In fact, the drop of 21% of sentiment accuracy implies an average drop of 23.5% in terms of
contradiction detection performance. The performance was improved when considering
the review sessions, compared to the results without the review sessions.
Config (1): averaged centroid. The results obtained with SentiNeuron (a) and with user
judgments (b) (Table 4) were constantly better than in the case of the same scenarios
without review sessions (Table 3). Thus, grouping the reviews by session was helpful for
the contradiction intensity quantification (7% and 1.2% in terms of precision, for Scenarios
(a) and (b), respectively). In addition, the contradiction intensity may be fairly estimated
when considering only the reviews issued from one particular session.
Config (2): weighted centroid. This configuration was the best possible one. It had the
strongest baseline, both in terms of Pearson’s correlation coefficient and precision, and
also the highest possible value, both in terms of precision (0.92) and correlation coefficient
(0.91), amongst all configurations. Its strengths were represented by the weights assigned
to the centroids and also by the grouping of the reviews according to their session (the time
dimension).

To sum up, we noticed that the proposed approach performed well for every con-
figuration that we considered. Config (2), coupled with the review sessions, yielded the
best performance. The t-tests proved that the improvements were statistically significant
with respect to the baselines. We hypothesized that the three-step preprocessing helped
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with the performance improvements, the clustering of reviews with respect to their course
sessions being helpful in particular. When the sentiment analysis method performed well,
the global results were also improved.

4.2.2. Best Feature Identification

In order to identify the most powerful features that estimated the contradiction inten-
sity within our experiments, we considered several feature selection algorithms [59]. The
aim of this type of algorithm is to filter out as much as possible the information redundancy
in the dataset. In terms of framework, we employed the open-source tool called Weka
https://www.cs.waikato.ac.nz/ml (accessed on 5 January 2022). This tool is written in
Java, and it provides a wide spectrum of machine learning models and feature selection
algorithms.

Figure 8 illustrates the 10 features we considered for the contradiction intensity pre-
diction within the comments. The nature of the features f1 to f8 is given by a simple count,
e.g., the polarity criteria f1 and f2 represent the number of negative and positive comments
in the document, respectively. Criteria f4, f5, f6, f7, and f8 are related to scoring. The rating
may have values from one to five, where three means “average” and five means “excellent”.
Concerning the last two attributes, f9 and f10, they represent the variation in the ratings
and polarities of the comments for a given aspect associated with a document (a course in
our case). These two criteria were calculated based on the following standard deviation
formula, proposed in [61]:

s =

√√√√√ n
∑

i=1
(x− x̄)2

n
(6)

where x represents the feature value (ex.: scoring, polarity), x̄ is the sample mean of the
criterion concerned, and n is the sample size.

Figure 8. List of the exploited features.

For the experiments, 50 courses were randomly selected from the dataset, for each
of the 22 aspects. Thus, we obtained a total of 1100 courses (instances). The intensity
contradiction classes were then established, with respect to specific aspects. There were
four classes: Very Low (230 courses), Low (264 courses), Strong (330 courses), and Very Strong
(276 courses), with respect to the judgments provided by the annotators.

Since the distribution of the courses by class was not balanced and in order to avoid
a possible model bias that would assign more observations than normal to the majority
class, we applied a sub-sampling approach, and we obtained a balanced collection of
230 individuals by class, therefore a total of 920 courses.

After obtaining the balanced dataset, we applied the feature selection mechanisms on
it. We performed five-fold cross-validation (a machine learning step widely employed for
hyperparameter optimization).

The feature selection algorithms output feature significance scores for the four estab-
lished classes. Their inner workings are different. They may be based on feature importance

https://www.cs.waikato.ac.nz/ml
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ranking (e.g., FilteredAttributeEval), or on the feature selection frequency during the cross-
validation step (e.g., FilteredSubsetEval). We mention that we employed the default Weka
parameter settings for these methods.

Since we applied five-fold cross-validation over the ten features, n = 10. The results
concerning the selected features are summarized in Figure 9. There were two classes of
selection algorithms:

• Based on ranking metrics to sort the features (marked by Rank in the figure);
• Based on the occurrence frequency during the cross-validation step (marked by #Folds

in the figure).

One may note that a good feature has either a high rank or a high frequency.

Figure 9. Features selected by the attribute selection algorithms.

The strongest features, by both the #Folds and the Rank metrics, were f10: VarPol,
f9: VarRat, f1: #NegRev, and f2: #PosRev. The features with average importance were
f3: #TotalRev, f4: #Rat1, and f8: #Rat5, except for the case of CfsSubsetEval, for which the
features f4 and f8 were not selected. The weakest features were f5: #Rat2, f6: #Rat3, and f7:
#Rat4.

4.2.3. Feature Learning Process for Contradiction Intensity Prediction

More tests were conducted, based on the proposed and discussed features. The
instances (courses) corresponding to the 22 aspects were employed as the training data.
Based on the confirmed effectiveness of the SVM [62], J48 (C4.5 implementation) [63], and
naive Bayes [64] algorithms in the context of textual data analysis, we employed them in
our study as well. The input is represented by a feature vector (please refer to Figure 8),
with two possible scenarios: all the features together or the selected features as seen in the
previous section. Then, the learning process estimates the corresponding contradiction
class, that is to say Very Low, Low, Strong, or Very Strong. Five-fold cross-validation was
applied for these experiments as well.

Figure 10 illustrates the learning process we put in place for the evaluation of the criteria.
Let us recall that the feature selection step yielded the following feature sets (see Table 5):
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1. For the CfsSubsetEval and the WrapperSubsetEval algorithms, the selected features were:
f1: #NegRev, f2: #PosRev, f3: #TotalRev, f9: VarRat, and f10: VarPol;

2. For CfsSubsetEval, the selected features were: f1, f2, f3, f9, and f10;
3. For the CfsSubsetEval and the WrapperSubsetEval algorithms, the selected features were:

f1, f2, f3, f9, and f10;
4. For the other algorithms, all the features were selected: f1: #NegRev, f2: #PosRev,

f3: #TotalRev, f4: #Rat1, f5: #Rat2, f6: #Rat3, f7: #Rat4, f8: #Rat5, f9: VarRat, and f10:
VarPol.

Figure 10. Learning process using the selection algorithms.

Table 5. Selected feature sets.

Algorithm Features
CfsSubsetEval f1, f2, f3, f9, f10
WrapperSubsetEval f1, f2, f3, f4, f8, f9, f10
Other algorithms f1, f2, f3, f4, f5, f6, f7, f8, f9, f10

Regarding the input feature vector, we needed to decide how many features to consider,
either all of them or only those proposed by feature selection. For the latter, we must decide
what should be the machine learning algorithm to exploit them.

This type of discussion was conducted by Hall and Holmes [59]. They argued about
the effectiveness of several feature selection methods by crossing them with several ma-
chine learning algorithms. They matched the best feature selection and machine learning
techniques, since they noticed varying performance during the experiments. Inspired by
their findings [59], we used the following couples of learning methods and feature selection
algorithms:

• Feature selection: CfsSubsetEval (CFS) and WrapperSubsetEval (WRP); machine learning
algorithm: naive Bayes;

• Feature selection: ReliefFAttributeEval (RLF); machine learning algorithm: J48 (the C4.5
implementation);

• Feature selection: SVMAttributeEval (SVM); machine learning algorithm: multi-class
SVM (SMO function on Weka).

The naive Bayes algorithm represents the baseline, and statistical significance tests
(paired t-test) were conducted to compare the performances. The results are shown in
Table 6. Significance (p-value < 0.05) is marked by ∗, and strong significance (p-value < 0.01)
is marked by ∗∗, in the table. We next discuss the obtained results.

The results with the naive Bayes model: This model yielded precision values of 0.72
and 0.68, corresponding to the WRP and the CFS feature selection algorithms, respectively.
The feature selection algorithms overcame the performance obtained when considering
all the features, which maxed out at 0.60, in terms of precision. Thus, the feature selection
mechanisms helped the learning process of the machine learning algorithms. The classes
for which the highest precision was obtained were Very Low, Strong, and Very Strong. The
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remaining class, Low, could not yield more than 0.46 in terms of precision, in the case of the
WRP selection algorithm.

Table 6. Precision results for the machine learning techniques. Significance (p-value < 0.05) is marked
by ∗, and strong significance (p-value < 0.01) is marked by ∗∗.

Models Intensity Class Feature Selection Method All the Features

Naive Bayes

Very Low 0.81 (CFS) 0.71
Low 0.38 (CFS) 0.34

Strong 0.75 (CFS) 0.66
Very Strong 0.78 (CFS) 0.69

Average 0.68 (CFS) 0.60

Very Low 0.86 (WRP) 0.72
Low 0.46 (WRP) 0.38

Strong 0.76 (WRP) 0.63
Very Strong 0.80 (WRP) 0.67

Average 0.72 (WRP) 0.60

SVM

Very Low 0.88 ∗ (SVM) 0.88 ∗

Low 0.72 ∗∗ (SVM) 0.72 ∗∗

Strong 0.78 ∗ (SVM) 0.78 ∗

Very Strong 0.90 ∗∗ (SVM) 0.90 ∗∗

Average 0.82 ∗∗ (SVM) 0.82 ∗∗

J48

Very Low 0.97 ∗∗ (RLF) 0.97 ∗∗

Low 0.92 ∗∗ (RLF) 0.92 ∗∗

Strong 0.97 ∗∗ (RLF) 0.97 ∗∗

Very Strong 0.98 ∗∗ (RLF) 0.98 ∗∗

Average 0.96 ∗∗ (RLF) 0.96 ∗∗

The results with the SVM model: This model yielded better performance, compared
to the naive Bayes classifier. The relative improvements of the SVM model, compared to
naive Bayes, went from 14% in the case of WRP to 21% in the case of CFS. One should
note that this model managed to yield better performance for the difficult class (Low). The
feature selection algorithm SVMAttributeEval did not improve the performance, compared
to considering all the features together. This behavior may occur because the performance
was already quite high.

The results with the J48 model: This decision trees model yielded the best perfor-
mance in terms of precision, when considering all the features. The relative improvements
were 17%, with respect to the SVM model, 33% with respect to the naive Bayes model
with the WRP selection algorithm, and finally, 41% with respect to the naive Bayes model
with the CFS selection. The most difficult class for the other models, Low, obtained a
performance of 92% in terms of precision, meaning relative improvements ranging from
28% to 142%, with respect to the other learning models. Moreover, the improvements were
significant for all the involved classes. On the other hand, feature selection did not bring
any improvement this time. As for the SVM model, this non-improvement must surely
be due to the fact that the performance of the algorithm was already extremely high, and
consequently, the impact of feature selection was very marginal.

In what follows, we compared the best results obtained by the two methods of contra-
diction intensity estimation. We refer to the unsupervised method, based on the review-
aspect dispersion function taking into account the review sessions (as in Table 4), and to the
supervised method, based on several features extracted by the selection algorithms within
the learning process (see the average precision in Table 6). In terms of precision, naive Bayes
used with the CFS feature selection algorithm registered the lowest precision result (68%),
as can be seen in Tables 4 and 6. SVM performed relatively better than the unsupervised
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method with all of its configurations using an averaged centroid. Moreover, SVM even
outperformed naive Bayes used with CFS and WRP with an improvement rate of 21% and
14%, respectively. However, the majority of the results obtained with the unsupervised
method using the weighted centroid significantly outperformed those obtained using the
averaged centroid or even those obtained by the supervised method using naive Bayes
and SVM. In all these experiments, the best results were obtained by the J48 decision trees
algorithm using the RLF selection algorithm. J48 recorded significant improvement rates
over all other configurations, using both supervised and unsupervised methods: 17%, 33%,
and 41%, over SVM, naive Bayes (WRP), and naive Bayes (CFS), respectively. Table 7 shows
in detail the different improvement rates between J48 and the other configurations.

Table 7. Rates of improvement between the decision trees J48 and the various other configurations.

Best Solution The Different Configurations Improvement Rate
WITHOUT Considering Review Session

Sentiment Analysis: 79% accuracy (naive Bayes)
Averaged Centroid 57%
Weighted Centroid 37%

Sentiment Analysis: 93% accuracy (SentiNeuron)
Averaged Centroid 28%
Weighted Centroid 9%

Sentiment Analysis: 100% accuracy (user judgments)
Averaged Centroid 17%
Weighted Centroid 5%

WITH Considering Review Session
Sentiment Analysis: 79% accuracy (naive Bayes)

Averaged Centroid 40%
Weighted Centroid 25%

Sentiment Analysis: 93% accuracy (SentiNeuron)
Averaged Centroid 20%
Weighted Centroid 10%

Sentiment Analysis: 100% accuracy (user judgments)
Averaged Centroid 15%
Weighted Centroid 4%

Machine Learning Techniques
Naive Bayes (CFS)

Very Low
Low

Strong
Very Strong

Average

18.5%
153%
28%
23%
41%

Naive Bayes (WRP)
Very Low

Low
Strong

Very Strong
Average

12%
109%
26%
20%
33%

Decision trees J48

Average Precision: 0.96

SVM
Very Low

Low
Strong

Very Strong
Average

9%
33%
23%
7%
17%

To sum up, the results clearly showed that the contradiction intensity can be predicted
by the J48 machine learning model, with good performance. The feature selection methods
proved to be effective for one case out of three, with respect to the learning models (for



Mathematics 2022, 10, 809 21 of 24

naive Bayes). This similar performance between the versions with and without feature
selection shows that, after a certain performance level yielded by the machine learning
algorithm, the feature selection impact stayed quite limited. We conclude that the courses
having highly divergent reviews were prone to containing contradictions with several
intensity levels.

5. Conclusions

This research focused on the estimation of the contradiction intensity in texts, more
in particular in MOOC course reviews. Unlike most other authors, we did not only
try to find out if a contradiction occurred, but we were concerned with measuring its
strength. The contradiction was identified around the aspects that generated the difference
in opinions within the reviews. We hypothesized that the contradiction occurred when
the sentiment polarities around these aspects were divergent. This paper’s proposal to
quantify the contradiction intensity was twofold, consisting of an unsupervised approach
and a supervised one, respectively. Within the unsupervised approach, the review-aspects
were represented as a function that estimated the dispersion (more intense contradictions
occurred when the sentiment polarities and the ratings were dispersed in the bi-dimensional
space characterized by sentiment polarity and ratings, respectively). The other idea was
to group the reviews by sessions (the time dimension), allowing an effective treatment
to avoid fake contradictions. The supervised approach considered several features and
learned to predict the contradiction intensity. We hypothesized that the ratings and the
sentiment polarities around an aspect may be useful as features to estimate the intensity of
the contradictions. When the sentiment polarities and the ratings were diverse (in terms of
the standard deviation), the chances of the contradictions being intense increased.

For the unsupervised approach, the weighted centroid configuration, coupled with the re-
view sessions (considering the time dimension of the reviews), yielded the best performances.

For the supervised approach, the features VarPol, VarRat, #PosRev, VarRat, and #NegRev
had the best chances to correctly predict the intensity classes for the contradictions. The
feature selection study prove to be effective for one case out of three, with respect to the
learning models (for naive Bayes). Thus, feature selection may be beneficial for the learning
models that did not perform very well. The best performance was obtained by the J48
decision trees algorithm. This model was followed, in terms of precision, by the SVM
model and, lastly, by the naive Bayes model.

The most important limitation of our proposal is that the models depend on the
quality of the sentiment polarity estimation and of the aspect extraction method. That is
why our future work will focus on finding ways of selecting methods for sentiment polarity
estimation and aspect extraction that would be the most appropriate for this task.

Additionally, we aim to conduct larger-scale experiments, over various data types,
since the so far, the promising results motivated us to investigate this topic even further.
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