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Abstract: The issue of students’ career choice is the common concern of students themselves, parents, and educators. However, students’ behavioral data have not been thoroughly studied for understanding their career choice. In this study, we used eXtreme Gradient Boosting (XGBoost), a machine learning (ML) technique, to predict the career choice of college students using a real-world dataset collected in a specific college. Specifically, the data include information on the education and career choice of 18,000 graduates during their college years. In addition, SHAP (Shapley Additive exPlanation) was employed to interpret the results and analyze the importance of individual features. The results show that XGBoost can predict students’ career choice robustly with a precision, recall rate, and an F1 value of 89.1%, 85.4%, and 0.872, respectively. Furthermore, the interaction of features among four different choices of students (i.e., choose to study in China, choose to work, difficulty in finding a job, and choose to study aboard) were also explored. Several educational features, especially differences in grade point average (GPA) during their college studying, are found to have relatively larger impact on the final choice of career. These results can be of help in the planning, design, and implementation of higher educational institutions’ (HEIs) events.
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1. Introduction

Educational data mining (EDM) is the application of data mining technology in the educational environment. With the development of modern information technologies, large amounts of educational data are stored in higher educational institutions (HEIs) even at the smallest granularity, such as daily attendance records. However, data storage alone is not sufficient for administrators and managers to make decisions. In response, colleges and universities actively promote the deep integration of artificial intelligence and education, fueling educational reform and innovation, which has become an inevitable trend to meet the development needs [1–3].

The decisions of HEIs include administrative or academic nature. Furthermore, the new goal of education in China requires universities to deeply grasp the patterns of students’ daily behavior, innovating the mode and methods involved in talent training, which is also a political task of promoting the deep integration of artificial intelligence and education and propelling educational reform as well as innovation. To achieve this goal, more efficient and user-friendly information-processing methods are needed to enable modern-day decision-making processes in HEIs [4].
Identity development primarily relates to career identity, which is mainly developed during adolescence [5]. A student’s professional identity may be shaped by adequate career exploration and continuous commitment in their college life [6]. Therefore, it is of great importance for universities to develop appropriate career counseling centers. The career counseling center will teach students some career planning methods or give some guidance according to students’ development needs. However, as we know, it is difficult for students to clearly determine their postgraduation destinations. From a psychological point of view, personal ideas and minds may vary greatly. This makes it difficult for HEIs to offer relevant services. With the development of information technology, in modern universities, the campus big data can be recorded through the campus information system. This means that all behavioral data of students on campus can be recorded in real time. Such behavior data can reflect the students’ learning process, unique habits, experiences, preferences, and state of mind. Therefore, analyzing campus big data through data mining technology can help students better understand themselves and solve the problem of employment difficulties.

Aiming to provide a practical insight into understanding students’ graduation decisions and their effect, we exploited machine learning techniques in a specific Chinese college. Specifically, we first constructed an optimal forecasting model based on an optimization method called Tree-structured Parzen Estimator (TPE) and XGBoost algorithm. Then, we used the Shapley Additivity explanation (SHAP) to explain the result obtained by the forecasting model. The main research work can be summarized as follows:

1. We use the supervised machine learning method, specifically XGBoost, to support decision making for HEIs based on real data analysis.
2. We performed a model optimization process to mitigate classification errors and to make complex ML models understandable.
3. We further put forward some policy to improve the operations of the education system and better serve students’ career choice.

Contribution

In our contributions, we have:
1. Proposed a novel framework using interpretable machine learning method to identify the significant factors that affecting the students’ career choice;
2. Obtained a real-world educational dataset containing four years of education records of 18,000 undergraduates in a specific college;
3. Compared the performance of the proposed framework through state-of-the-art methods to validate the findings and further explored the obtained results to obtain a deep insight for students’ career choice;
4. Proposed framework and policy suggestions to help HEIs and their managers for better understand their current world.

The rest of this paper is organized as follows. Section 2 reviews the literature, which presents the previous work related to EDM and reviews the literature about ML methods and conventional statistical techniques to approach high-dimensional educational data. Section 3 explains the materials and methods, including dataset collection, data cleaning, and modeling. Section 4 describes the obtained results using the interpretable machine learning method. Section 5 concludes the paper and highlights future work in this area of research.

2. Literature Review

2.1. Educational Data Mining

There are many methods and applications of EDM, and these studies can not only follow the application goal, such as improving learning quality, but also reach the theoretical goal, that is, to improve people’s understanding of the learning process. In addition, EDM applications can categorize end-users by targets. EDM can be applied to any stakeholders involved in the education system, such as students, teachers, managers, and researchers [7], also providing feedback, personalization, and recommendation, improving students’ learn-
The application of EDM can also discover and provide a decision-support system that can help educators plan courses to improve teaching performance [9], providing administrators with resources and tools for decision making and organization [10]. Educational findings can help researchers better understand educational structures and assess learning effectiveness.

2.2. Machine Learning in Educational Area

Machine learning (ML) is a powerful approach for data mining and decision support among information technologies [11]. In terms of the education system, some notable examples include Accounting Systems [12], Enterprise Resource Planning [13,14], academic management [15], and prediction [16–18]. As a novel approach to improving schooling quality, HEIs need to predict and understand students’ graduation destination by analyzing students’ daily behavior.

Several studies used campus big data to predict students’ future. However, most of them focus on predicting/evaluating academic performance. Shaukat et al. [19–21] attempted to evaluate the students’ performance in a data mining perspective, and the performance of HEIs were found to be of importance in students’ performance. Amez and Baert elaborated on smartphone use and academic performance [22]. Though the existing methods used mainstream data mining techniques, the collection and appropriate exploration of educational data remains a common concern of students themselves, parents, and educators. Further, it is important to know what and more importantly why; thus, it is necessary to not only predict but also interpret the results. In our study, a state-of-the-art method is used to explain the obtained predictions, which fills the research gap mentioned above.

Previous studies have shown that tree-based supervised machine learning algorithms are among the best candidates to apply to educational data sets because of their clear structure ability to explain [12,23]. As a powerful tree-based ML method, eXtreme Gradient Boosting (XGBoost) was proposed by Chen and Guestrin in 2017 [24]. Since its introduction, it has been applied in many research areas, such as energy forecasting [21] and financial forecasting [25,26]. In addition, it is noteworthy that the application of machine learning needs to be fully understood, and such interventions may have a potentially long-lasting impact on people’s learning, development, and life-long functioning [27]. Considering the powerful predictive ability of XGBoost in the EDM area, we choose to use it as a predictor to identify the features that influence college students’ career choices.

3. Materials and Methods

Figure 1 is the flow chart of methods used in this paper. We first collected the data and sorted it out to form a data set with students’ labels of choices and characteristics. Then, we used a hyperparametric optimization method called Tree-structured Parzen Estimator to obtain the optimal XGBoost model’s structure. Then, we further discussed the optimal predicted result to discover the factors that impact the students’ decisions. Specifically, the Shapley Additivity explanation method was employed to determine the impact of students’ basic information, academic characteristics, rewards, and honors on their decisions of final career choice. Finally, we summarized our research and put forward relevant policy suggestions.
3.1. XGBoost Algorithm

XGBoost, developed by Chen and Guestrin [24], is a powerful boosting algorithm that supports parallel computing. Recently, it has been utilized in various disciplines, such as energy forecasting [25,28] and the financial sector [26,29]. Its basic components are classification and regression trees (CARTs) and can be described as:

$$\hat{y}_i = \sum_{k=1}^{K} f_k(x_i), \quad f_k \in F,$$

where $i = 1, 2, \ldots, n$. $n$ is number of samples, $F$ is the set of all CARTs in the model, and $f_k$ is the function of $F$.

The objective function of XGBoost, as shown in Equation (2), is to minimize error term $L(\theta)$ and regularization item $\Omega(\theta)$, which measures prediction error and complexity, respectively.

$$f_{\text{obj}}(\theta) = L(\theta) + \Omega(\theta),$$

where $L(\theta) = 1(y_i, \hat{y}_i) = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$, $\Omega(\theta) = \sum_{k=1}^{K} \Omega(f_k)$. That is, the first term is loss function, which evaluates the loss or error between the model’s predicted value and the true value. This function must be differentiable and convex; the second regularization term is used to control model complexity and tends to choose simple models to avoid over-fitting problems.

During the iterative training period, a new function $f$ that does not affect the original model will be added in the time $t$ to observe the objective function. If the newly added $f$ can minimize the objective function as much as possible, it will be added, as shown in Equation (3).

$$f_{\text{obj}}^{(t)} = \sum_{i=1}^{n} (y_i - (\hat{y}_i + f_t(x_i)))^2 + \Omega(f_t) + C,$$
where \( f_t(x_i) \) denotes the newly added \( f \) in time \( t \), and \( C \) is a constant term.

Next, we introduce the Taylor formula to expand the objective function \( f_{\text{obj}}^{(t)} \) to achieve the purpose of approximation and simplification. The approximate objective function is shown as follows:

\[
f_{\text{obj}}^{(t)} \approx \sum_{i=1}^{n} \left[ l(y_i, \hat{y}_t^{(t-1)}) + g_i f_t(x_i) + \frac{1}{2} h_i f_t^2(x_i) \right] + \Omega(f_t) + C, \tag{4}
\]

where \( g_i \) is the first step statistics of the loss function; \( h_i \) is the second. \( g_i = \partial \hat{y}_t^{(t-1)} l(y_i, \hat{y}_t^{(t-1)}) \), \( h_i = \partial^2 \hat{y}_t^{(t-1)} l(y_i, \hat{y}_t^{(t-1)}) \).

Suppose \( q \) represents tree structure, and \( w \) represents leaf weight; the compacity of model can be expressed as:

\[
f_t(x) = w_q(x), w \in \mathbb{R}^T, q : \mathbb{R}^T \to \{1, 2, \ldots, T\}. \tag{5}
\]

Define the complexity as the sum of the number of leaves and squares of fraction value corresponding to leaf nodes in each tree, as shown in Equation (6):

\[
\Omega(f_t) = \gamma T + \frac{1}{2} \lambda \sum_{j=1}^{T} w_j^2, \tag{6}
\]

where \( \gamma, \lambda \) are adjusted parameters to prevent over-fitting. Let \( I_j = \{i | q(x_i) = j\} \) denote the set of leaf samples in the \( j \)-th tree, and \( G_j = \sum_{i \in I_j} g_i, H_j = \sum_{i \in I_j} h_i \); we obtain:

\[
f_{\text{obj}}^{(t)} = \sum_{j=1}^{T} \left[ G_j w_j + \frac{1}{2} (H_j + \lambda) w_j^2 \right] + \gamma T. \tag{7}
\]

Solve Equation (7); it is simple to obtain the following:

\[
w_j^* = -\frac{G_j}{H_j + \lambda}, \tag{8}\]

\[
f_{\text{obj}} = -\frac{1}{2} \sum_{j=1}^{T} \frac{G_j}{H_j + \lambda} + \gamma T, \tag{9}\]

where \( f_{\text{obj}} \) is a scoring function that measures the model performance. A smaller \( f_{\text{obj}} \) means a better predictive model. The pseudocodes for split finding in XGBoost are shown in Algorithm 1:

**Algorithm 1: Exact Greedy Algorithm for Split Finding**

Input: \( I \), instance set of current node

Input: \( d \), feature dimension

\[ \text{gain} \leftarrow 0 \]

\[ G \leftarrow \sum_{i \in I} g_i, H \leftarrow \sum_{i \in I} h_i \]

for \( k = 1 \) to \( m \) do

\[ G_L \leftarrow 0, H_L \leftarrow 0 \]

for \( j \) in sorted \( I \), by \( x_{jk} \) do

\[ G_L \leftarrow G_L + g_j, H_L \leftarrow H_L + h_j \]

\[ G_R \leftarrow G - G_L, H_R \leftarrow H - H_L \]

\[ \text{score} \leftarrow \max \left( \text{score}, \frac{G_L^2}{H_L + \lambda} + \frac{G_R^2}{H_R + \lambda} - \frac{G^2}{H + \lambda} \right) \]

end

end

Output: Split with max score
Thus, for CART algorithm, the computation complexity is $O(NMD)$, where $N$ is the number of samples, $M$ is the feature number, and $D$ denotes the depth of generated trees. When using CART as a base classifier, XGBoost explicitly adds regularization terms to control the complexity of the model, which helps prevent overfitting and thus improves the generalization of the model. Thus, the computation complexity of XGBoost is between $O(N\log N)$ and $O(\log 2k)$.

### 3.2. Tree-Structured Parzen Estimator for Model Optimization

Generally, hyperparameters refers to a set of parameters in which their values should be set before training starts (e.g., the number of CARTs and learning rate). They define the model architecture and control the learning process, playing a fundamental role in the development of machine learning models. Hyperparameter optimization is the process of adjusting hyperparameters to approximate the optimal prediction result. Compared with other methods (i.e., random search and grid search), automatic hyperparameter tuning can form the knowledge between parameters and models to reduce the number of tests and thus improve the efficiency of the tuning process. In this study, we implemented a variant of Bayesian optimization (BO), called Tree-structured Parzen Estimator, to automatically optimize the hyperparameters of the XGBoost model.

TPE converts superparameter space to a nonparametric density distribution to model the process of $p(x|y)$. There are three conversion modes: uniform distribution to truncated Gaussian mixture distribution, logarithmic uniform distribution to exponential-phase Gaussian mixture distribution, and discrete distribution to heavy-weighted discrete distribution. Then, the hyperparameter space is divided into two groups, namely good and bad samples, based on their fitness values and a predefined value $y^*$ (usually set to 15%), as described in Equation (10):

$$
p(x|y) = \begin{cases} 
1(x), & \text{if } y < y^* \\
g(x), & \text{if } y \geq y^*
\end{cases},$$

where $l(x), g(x)$ represents the probabilities that the hyperparameter set $\{x^i\}$ is in the good and bad groups, respectively. Then, we can summarize expected improvement (EI) as:

$$EI_{y^*}(x) = \int_{-\infty}^{y^*} (y^*-y)p(y|x)dy = \int_{-\infty}^{y^*} p(x|y)p(y)\frac{p(x|y)p(y)}{p(x)}dy. \quad (11)$$

At last, let $\gamma = p(y < y^*)$, and $p(x) = \int p(x|y)p(y)dy = \gamma l(x) + (1-\gamma)g(x)$; we can thus easily obtain:

$$EI_{y^*}(x) = \left( r + \frac{g(x)}{l(x)}(1-\gamma) \right)^{-1}. \quad (12)$$

Hence, each iteration returns an $x^*$ that obtains the maximum EI value.

### 3.3. Shapley Additivity exPlanation

Model interpretability is the main challenge in the application of machine learning methods, but the field of educational big data prediction using machine learning has not been paid enough attention. In order to improve the interpretation of machine learning model, this paper uses the SHAP method to assign a value to each input variable to reflect its importance to the predictor [30].

For students’ feature subset $S \subseteq F$ (where $F$ stands for the set of all factors), two models were trained to extract the effect of factor $i$. The first model $f_{S \cup \{i\}}(x_{S \cup \{i\}})$ was trained with factor $i$, while the other one $f_S(x_S)$ was trained without it, where $x_{S \cup \{i\}}$ and $x_S$ are the values of input features. Then, $f_{S \cup \{i\}}(x_{S \cup \{i\}}) - f_S(x_S)$ was computed for each possible subset $S \subseteq F \setminus \{i\}$. The Shapley value of a risk factor $i$ is calculated using Equation (13).

$$\phi_i = \sum_{S \subseteq F \setminus \{i\}} \frac{|S|! |F| - |S| - 1)!}{|F|!} (f_{S \cup \{i\}}(x_{S \cup \{i\}}) - f_S(x_S))$$

(13)
However, a major limitation of Equation (13) is that as the number of features increases, the computation cost will grow exponentially. To solve this problem, Lundberg et al. [20] proposed a computation-tractable explanation method, i.e., TreeExplainer, for decision tree-based ML models such as RF. The TreeExplainer method makes it much more efficient to calculate a risk factor’s SHAP value both locally and globally [31].

The SHAP combines optimal allocation with local explanations using the classic Shapley values. It would help users to trust the predictive models in not only what the prediction is but also why and how the prediction is made [32]. Thus, the SHAP interaction values can be calculated as the difference between the Shapley values of factor $i$ with and without factor $j$ in Equation (14):

$$
\phi_{i,j} = \sum_{S \subseteq F \setminus \{i,j\}} \frac{|S|!(|F| - |S| - 2)!}{|F|!} (f_{S \cup \{i,j\}}(x_{S \cup \{i,j\}}) - f_{S \cup \{i\}}(x_{S \cup \{i\}}) - f_{S \cup \{j\}}(x_{S \cup \{j\}}) - f_{S}(x_S)).
$$

(14)

Based on this advantage, we can use it to explain the XGBoost model according to Decision Tree in order to find the impact of predicting student’ different characteristics on their final destination. Therefore, compared with existing methods (such as feature importance in Random Forests), SHAP can not only sort the feature importance but also show the positive and negative effects of features on the results so as to improve the interpretation ability of model output.

### 3.4. Data and Preprocess Methods

#### 3.4.1. Data Source

This study obtained first-hand data through collection, investigation and other methods and conducted strict declassification at the beginning of data collection and integration. The data contain about 18,000 undergraduates in the class of 2018, 2019, and 2020 in a certain university, mainly including the initial data at the beginning of enrollment; students’ participation in scientific research, academic development, award, and excellence evaluation; the appointment of student leaders; student’ financial difficulties, loans, and repayment; student’ graduation status, etc. More details can be found in Appendix A.1. The data collected are changeable and traceable during their undergraduate period. Student behavior characteristics and growth patterns can be deeply mined through artificial intelligence methods such as data mining and association analysis.

#### 3.4.2. Data Description

Based on the original data set, we further eliminated the data that are invalid and missing (see Appendix A.2). Finally, we secured a data set containing 10,292 students and 20 features, as shown in Table 1. Further graduation choices were divided finely into four categories, as shown in Table 2.
Table 1. Dataset description.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Description</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td>X1</td>
<td></td>
</tr>
<tr>
<td><strong>National</strong></td>
<td>X2</td>
<td></td>
</tr>
<tr>
<td><strong>Political Landscape</strong></td>
<td>X3</td>
<td></td>
</tr>
<tr>
<td><strong>Examinee Category</strong></td>
<td>X4</td>
<td></td>
</tr>
<tr>
<td><strong>Score of college entrance examination</strong></td>
<td>X5</td>
<td></td>
</tr>
<tr>
<td><strong>Note</strong></td>
<td>X6</td>
<td></td>
</tr>
<tr>
<td><strong>Category of students with difficulty</strong></td>
<td>X7</td>
<td></td>
</tr>
<tr>
<td><strong>Honors</strong></td>
<td>Scholarship awarded by university X8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scholarship awarded by provincial X9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total amount of money X10</td>
<td></td>
</tr>
<tr>
<td><strong>GPA Data</strong></td>
<td>GPA of First Term X11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Second Term X12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Third Term X13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Fourth Term X14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Fifth Term X15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Sixth Term X16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Seventh Term X17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GPA of Eighth Term X18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall GPA X19</td>
<td></td>
</tr>
<tr>
<td><strong>Output Destination</strong></td>
<td>Final Employment Y</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Breakdown of students’ graduation destination.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Content</th>
<th>Alphabetize</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Further Study in China</strong></td>
<td>Master’s Doctorate</td>
<td>Y1</td>
<td>4264</td>
</tr>
<tr>
<td></td>
<td>Preparing for the Entrance Exam</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Second Bachelor’s Degree</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td>Sign Labor Contract</td>
<td>Y2</td>
<td>4372</td>
</tr>
<tr>
<td></td>
<td>Sign an Employment Agreement</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Certificate of Employment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-employed</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Freelance Work</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joined the Army</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Volunteer in the West</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Difficulties in Employment</strong></td>
<td>Waiting for Employment in Beijing</td>
<td>Y3</td>
<td>617</td>
</tr>
<tr>
<td></td>
<td>Return to Hometown for Employment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Apply for Non-Employment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Delay</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Study Abroad</strong></td>
<td>Has Gone Abroad</td>
<td>Y4</td>
<td>1038</td>
</tr>
<tr>
<td></td>
<td>Plans to Go Abroad</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Results and Discussion

4.1. Feature Selection

In the machine learning method, it is easy to deal with highly correlated independent variables that may lead to over-fitting [33]. Therefore, detecting the correlation of related variables through correlation analysis is not that important. However, the variables (noise variables) that are not important to the model prediction results will not only increase the model redundancy, causing training interference, but are also not conducive to the interpretation of the model output. Hence, before starting model training, we first used Recursive Feature Elimination (RFE) for feature selection. RFE is a simple adverse selection method, which uses repeated multi-fold verification method to fit the model. See [34] for
more details about RFE. Figure 2 illustrates the results of Recursive Feature Elimination in this paper.

![Figure 2. RFE feature selection results of XGBoost.](image)

As can be seen from Figure 2, when the input feature number is less than 13, the prediction score of the model increases along with the rising input features; when the parameter is higher than 13, with the increasing of input features, the prediction score of the model does not go up but down, indicating that noise variables have appeared in the model at this time. Therefore, we are sure that the optimal number of input variables of the model is 13. The best variable set is: X1, X4, X5, X7, X10, X11, X12, X14, X15, X16, X17, X18, X19.

4.2. Evaluation Metrics

On the basis of the above optimal variable set, the model was adjusted by TPE method by considering the importance of hyperparameters. Each type of sample was divided into four types: true positive (TP), false positive (FP), true negative (TN), and false negative (FN) according to the real category and prediction category of the sample. The F1-Score method is used to evaluate the model performance, as shown in Equation (15). The score of the final model is the average of F1 values of all categories. With the number of iterations set to 30, the parameter selection process is shown in Figure 2.

\[
F_1 = \frac{2 \times P \times R}{P + R}, \tag{15}
\]

where \(P\) denotes precision measuring the accuracy of the model, as shown in Equation (16); \(R\) is recall ratio representing the comprehensiveness of the model, as shown in Equation (17) [35,36]. Generally speaking, when the \(p\)-value is high, \(R\) value is usually low and vice versa. F1 value is proposed to comprehensively consider these two measurements and better indicate the prediction performance of the predictive model.

\[
P = \frac{TP}{TP + FP}, \tag{16}
\]

\[
R = \frac{TP}{TP + FN}. \tag{17}
\]

4.3. Comparison of Model’s Performance

In general, the larger the F1 value of the model, the better the prediction performance of the model. On the contrary, the smaller the F1 value is, it indicates that the constructed
model cannot well adapt to the research problem in this paper. We need to consider rebuilding the feature input or change a more suitable model. In the following section, we further conduct 10-fold cross validation and paired t-test [37] to compare our model with other mainstream methods.

As shown in Figure 3, the best F1 value in hyperparameter optimization process is 0.872, showing that the model constructed in this paper can better predict the decisions of college students. The combination of hyperparameters corresponding to the optimal F1 value is shown in Table 3. In addition, to provide more numerical insights, we compared the proposed method with the state-of-the-art methods [38], as shown in Table 4.

![Figure 3. TPE optimization process.](image)

**Table 3.** Hyper-parameters of XGBoost.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_estimators</td>
<td>331</td>
<td>Number of trees</td>
</tr>
<tr>
<td>subsample</td>
<td>0.4494</td>
<td>Percentage of random sample</td>
</tr>
<tr>
<td>max_depth</td>
<td>10</td>
<td>Maximum depth of each tree</td>
</tr>
<tr>
<td>colsample_bytree</td>
<td>0.5294</td>
<td>Random sampling characteristics</td>
</tr>
<tr>
<td>gamma</td>
<td>3</td>
<td>Penalty term for complexity</td>
</tr>
<tr>
<td>learning_rate</td>
<td>0.1533</td>
<td>Learning rate</td>
</tr>
</tbody>
</table>

**Table 4.** Comparisons of proposed method with other mainstream methods (10-fold average).

<table>
<thead>
<tr>
<th>Model</th>
<th>p</th>
<th>R</th>
<th>F1</th>
<th>Performance Comparison (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>0.803</td>
<td>0.812</td>
<td>0.807</td>
<td>−7.454% ** (0.035)</td>
</tr>
<tr>
<td>SVM</td>
<td>0.791</td>
<td>0.788</td>
<td>0.789</td>
<td>−9.518% * (0.072)</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.847</td>
<td>0.824</td>
<td>0.835</td>
<td>−4.243% *** (0.001)</td>
</tr>
<tr>
<td>Light GBM</td>
<td>0.889</td>
<td>0.846</td>
<td>0.866</td>
<td>−0.689% (0.301)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.891</td>
<td>0.854</td>
<td>0.872</td>
<td>/</td>
</tr>
</tbody>
</table>

Note: XGBoost is the benchmark for paired t-test. Negative performance of F1 indicates that the method presents worse performance than XGBoost. * At the 10% level. ** At the 5% level. *** At the 1% level. p-Values are in parentheses.
4.4. SHAP Approach for Results Interpretation

Under the structure of the optimal model above, the SHAP summary diagram is used in this section to explain the overall prediction results of the model. This paper explains the model of students studying in China, at work, under difficult circumstance, and studying overseas, respectively, so as to explore the predictive role of different characteristics in the final direction of students.

**Choose to study in China:** students studying in China account for a large proportion of the students studied, and the output of their prediction results is shown in Figure 4.

![SHAP summary diagram of domestic advanced students.](image)

In Figure 4, the closer the color of sample points to red, the larger the value of sample points it shows and vice versa. For those students, features X10, X5, X17, X1, and X15 are the five most important variables for prediction, i.e., total amount of scholarship, college entrance examination score, GPA of the seventh semester, gender, and GPA of the fifth semester. Among them, in terms of X10, the red sample points are mainly distributed in the positive area, suggesting that the larger the total amount of scholarships, the higher the SHAP value of the model, indicating that students with more scholarships tend to choose domestic education.

For X5, although a small number of red sample points are distributed in the negative area of SHAP, showcasing that students with high grades in college entrance examination also tend to study in China; the grade points of the seventh semester (X17) and the fifth semester (X15) are the same, and the red sample points tend to be distributed in the area with positive SHAP value, indicating that students with higher eigenvalues also tend to choose domestic education. Interestingly, in terms of gender (X1), the red dots (i.e., females) are mainly distributed in the negative area of SHAP, while the blue dots (males) are mostly distributed in the positive area of SHAP, suggesting that boys in school are more likely to choose domestic education than girls.

**Choose to work:** According to Figure 5, we can see that for students who are predicted to work, the features X10, X17, X12, X11, and X14 are the five most important variables for the prediction, which are the total amount of scholarships, GPA in the seventh semester, GPA in the second semester, GPA in the first semester, and GPA in the fourth semester. By analyzing feature X10, it is found that most of the red sample points are distributed...
in the area with negative SHAP value, indicating that the more scholarship students win, the less they will choose to work, which is consistent with the analysis above, which is to say that students who win more scholarships prefer to study in China. The remaining four variables are academic variables, and most of the blue dots are distributed in the area where the SHAP value is positive, showing that students with unremarkable GPA in the seventh, second, first, and fourth semester will prefer to work.

**Figure 5.** SHAP summary diagram of successful employment students.

**Difficult to find a job:** from Figure 6, we can see that for students whose decisions are hard to predict, the features X10, X5, X19, X11, and X15 are the five most important variables for prediction, which equal to the total amount of scholarships, score of college entrance examination, average GPA during college, GPA in the first semester, and GPA in the fifth semester.

By analyzing the feature X10, we can find that most of the red sample points are distributed in the area with negative SHAP value, indicating that the more scholarships students win, the less they will be distributed in this category; that is, students who obtain more scholarships generally will not face the pressure of delayed graduation or employment difficulties. It is worth noting that the second variable that is more important for prediction is the score of college entrance examination (X5). In terms of analyzing this score, it can be found that the red sample points are distributed in both areas where the SHAP value is positive and negative, but the higher scores (shown as red sample points) are generally distributed in the areas where the SHAP value is negative, and the general scores (color near purple) are more distributed in the areas where the SHAP value is positive. It demonstrates that students with high grades tend to maintain excellent learning habits and will not face the problems of delayed graduation or employment difficulties during college years or graduation, while students with medium grades have a certain probability of facing the above problems. The remaining three variables are academic variables, and most of the blue dots are distributed in the area with positive SHAP value, indicating that students with poor academic performance often face certain employment and graduation difficulties.
Choose to study aboard: according to Figure 7, for the prediction of students studying abroad, feature $X_4$, $X_7$, $X_{11}$, $X_5$, and $X_{17}$ are the five most crucial variables for the prediction, i.e., category of exam taker, category of difficult student, GPA in the first semester, score of college entrance examination, and GPA in the seventh semester. By analyzing feature $X_4$, it is found that most of the blue dot (i.e., students in rural areas) students are distributed in the negative area of SHAP, indicating that most of these students will not choose to study abroad. For feature $X_7$, the category of students with difficulties (family difficulties, family difficulties, and disabilities), samples with large numbers are mostly distributed in areas with negative number of SHAP, indicating that most students with difficulties will not choose to study abroad. Compared with other students, those in rural areas and students with difficulties are not able to afford to go abroad, so they are not likely to study abroad. The finding above is consistent with the actual situation. For feature $X_{11}$, we may find that most of blue points are distributed in the area with negative value of SHAP, indicating that low GPA in the first semester will have negative effect on their intention of studying abroad. The features $X_5$ and $X_{17}$ are less obvious, which means that the score of college entrance examination and GPA in the seventh semester have little impact on studying abroad.
5. Conclusions

In this study, we used machine learning tools such as XGBoost, TPE, and SHAP to perform prediction of college students’ career choice. The methods are supported by using data from one college located in Beijing. Based on the analysis above, we may draw the following conclusions:

(1) Within students’ basic information, the score of college entrance examination plays an important role in predicting graduates’ career choice. The results of empirical analysis show that students with high scores tend to choose further education in China, and the higher their scores, the less likely they are to face employment and graduation problems. However, it is worth noting that more students with an intermediate score suffer in employment and graduation compared with those students achieving low scores.

(2) Total amount of scholarships has an important impact on the final academic direction. Students with a higher amount tend to choose domestic postgraduate education rather than employment because they have better learning ability and make clear academic plans. At the same time, it should be noted that the evaluation of scholarship is based on the comprehensive achievements rather than GPA solely, so it is necessary to remind students of the importance of comprehensive development in their lower grade.

(3) In terms of academic data, GPA in the first semester has a vital impact on students’ future choice, which is quite obvious among students taking up further education. Most students with low GPA in the first semester will not consider studying abroad or further education in China. Most of them go to job market directly, or some of them face problems in employment or graduation.

Limitations and Future Directions

The limitations of this work could be the heterogeneity of the dataset and its quantity, such as the lack of more detailed personal characteristics (e.g., the education level of their parents). Future studies should undertake surveys to collect more data of different schools and more personal characteristics to supplement or verify the algorithm. Thus, the ML
algorithm for predicting students’ career choice can be updated and re-trained to achieve more reliable and accurate results.
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Appendix A

Appendix A.1. Data Information

Table 1. Data Attributes and Characteristics.

<table>
<thead>
<tr>
<th>New State Attribute</th>
<th>Comprehensive Quality</th>
<th>Scientific Research</th>
<th>Academic Achievement</th>
<th>Grant</th>
<th>Attribute of Employment Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Data at the Beginning of Enrollment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student Cadre Position</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Situation of Winning Awards</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outstanding Graduate of Beijing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participation in Innovation Credits</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participation in the Scientific research “Meng Ya”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPA Throughout College</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scholars-hip Award</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awards obtained during university</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grants received during university</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repayment of National Student Loans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduation Information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>Organization Name</td>
<td>Time</td>
<td>Yes</td>
<td>Participate in or Not</td>
<td>Level</td>
</tr>
<tr>
<td>Political Status</td>
<td>Position</td>
<td>Category</td>
<td>No</td>
<td>Win an Award or Not</td>
<td>Rank</td>
</tr>
<tr>
<td>Nation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students Birth Place</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examinee Category</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College Entrance Examination Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College Destination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implementation Channels</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate Destination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forms of Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date of Birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A.2. Data Processing and Coding

Table 2. Data Processing and Coding.

<table>
<thead>
<tr>
<th>Features</th>
<th>Gender Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male 0</td>
</tr>
<tr>
<td></td>
<td>Female 1</td>
</tr>
<tr>
<td>National</td>
<td>Han 0</td>
</tr>
<tr>
<td>Political Landscape</td>
<td>Masses 0</td>
</tr>
<tr>
<td></td>
<td>The Communist Youth League 1</td>
</tr>
<tr>
<td></td>
<td>Probationary Party Member 2</td>
</tr>
<tr>
<td>Examinee Category</td>
<td>Rural Fresh Graduates 0</td>
</tr>
<tr>
<td></td>
<td>Urban Fresh Graduates 1</td>
</tr>
<tr>
<td></td>
<td>Former Rural Graduates 2</td>
</tr>
<tr>
<td></td>
<td>Former Urban Graduates 3</td>
</tr>
<tr>
<td></td>
<td>Rural to Urban Fresh Graduates 4</td>
</tr>
<tr>
<td>Note</td>
<td>No 0</td>
</tr>
<tr>
<td></td>
<td>Highest Score in the Major 1</td>
</tr>
<tr>
<td></td>
<td>Special Talents in Arts 2</td>
</tr>
<tr>
<td></td>
<td>High Level Athletes 3</td>
</tr>
<tr>
<td></td>
<td>Directed student 4</td>
</tr>
<tr>
<td></td>
<td>Poverty Alleviation Program 5</td>
</tr>
<tr>
<td></td>
<td>Independent Recruitment 6</td>
</tr>
<tr>
<td>Difficult Students</td>
<td>Non-Difficult Students 0</td>
</tr>
<tr>
<td></td>
<td>Family Difficulties and Physical Disability 1</td>
</tr>
<tr>
<td></td>
<td>Former Urban Graduates 2</td>
</tr>
<tr>
<td>Provinical and Municipal Outstanding Graduates or Not</td>
<td>No 0</td>
</tr>
<tr>
<td></td>
<td>Yes 1</td>
</tr>
<tr>
<td>Awarded at the School Level above or Not</td>
<td>No 0</td>
</tr>
<tr>
<td></td>
<td>Yes 1</td>
</tr>
<tr>
<td>Total Amount of Scholarships Awarded during University</td>
<td>Total Amount of Scholarships Awarded during University</td>
</tr>
</tbody>
</table>
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