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Abstract: PLS-SEM has been used recently more and more often in studies researching critical factors
influencing the acceptance and use of information systems, especially when the technology acceptance
model (TAM) is implemented. TAM has proved to be the most promising model for researching
different viewpoints regarding information technologies, tools/applications, and the acceptance and
use of information systems by the employees who act as the end-users in companies. However,
the use of advanced PLS-SEM techniques for testing the extended TAM research models for the
acceptance of enterprise resource planning (ERP) systems is scarce. The present research aims to fill
this gap and aims to show how PLS-SEM results can be enhanced by advanced techniques: artificial
neural network analysis (ANN) and Importance–Performance Matrix Analysis (IPMA). ANN was
used in this research study to overcome the limitations of PLS-SEM regarding the linear relationships
in the model. IPMA was used in evaluating the importance and performance of factors/drivers in
the SEM. From the methodological point of view, results show that the research approach with ANN
artificial intelligence complements the results of PLS-SEM while allowing the capture of nonlinear
relationships between the variables of the model and the determination of the relative importance of
each factor studied. On other hand, IPMA enables the identification of factors with relatively low
performance but relatively high importance in shaping dependent variables.

Keywords: traditional PLS-SEM; artificial neural network (ANN) analysis; Importance–Performance
Matrix Analysis (IPMA); ERP system acceptance; TAM model

MSC: 91-11

1. Introduction

This article concerns enhancing traditional techniques in PLS-SEM with both artificial
neural network (ANN) analysis and Importance-Performance Matrix Analysis (IPMA)
when analyzing the maturity stage of the acceptance of enterprise resource planning
(ERP) systems.

A review of the literature reveals that traditional PLS-SEM has been a powerful tool in
researching business information solutions for the past 40 years [1–9]. With increasingly
advanced and complex business information solutions, the PLS-SEM approach has also
been increasingly used. However, advanced techniques and their resulting improved
usability of PLS-SEM results that are achieved by combining such analysis with techniques
such as ANN analysis are rarely reported.

The use of the PLS-SEM technique is very common in various fields of research where
the researcher is interested in identifying statistically significant influencing factors for the
dependent variables of the model. The limitation of the PLS-SEM technique is reflected, in
particular, in the assumption of linear relationships between the model variables [10,11].
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Although this limitation is important for a number of areas where this approach is applied,
its importance is even more pronounced in management, which deals with human decisions
that are multidimensional and complex by nature [12,13].

One possible approach is to supplement the results achieved by the PLS-SEM technique
with the ANN method, which is one of the most valuable and commonly implemented
artificial intelligence tools. The need to implement advanced data analysis methods in
the discipline of management and business sciences, in general, is growing. In such cases,
ANN can be an effective option for solving complex prediction problems. In management,
these approaches are particularly successful in modeling nonlinear relationships between
a dependent variable (or variables) and input data. Therefore, the previously mentioned
disadvantage of PLS-SEM being able to recognize only linear relationships can be overcome
precisely by using ANN, which recognizes nonlinear relationships [10,14]. In addition,
traditional statistical methods and models assume that consumer decisions are linear and
compensatory, which means that the deficiency of one factor may be compensated by
improving other factor predictor [15]. This is often not the case in acceptance studies,
i.e., consumer assessment as well as the decision-making process may not be compensatory
and applied linear models might be inaccurate, so ANNs could be used to successfully
resolve this issue [16]. Next, ANN techniques can give higher prediction accuracy as
compared to linear ones [11,17], and they are also more robust and flexible [13]. Finally,
the introduction of another research method would help to verify and reinforce the results
obtained by PLS-SEM, thus improving the validity and reliability of these results [18].
However, because the ANN approach is not aimed at testing hypotheses and studying the
impact of factors on the dependent variable(s) [10,14,18,19], the obtained PLS-SEM results
from the first part of our research study are used in forming an ANN model that includes
the statistically significant factors identified in the PLS-SEM.

IPMA is used in the last part of the research to assess the performance of key factors
influencing the key dependent variables of the model. The implementation of IPMA
provides additional results and important information that adds value to the PLS-SEM
findings. The analysis of path coefficients, which allows the analysis of the importance
dimension of an individual factor, is enriched in IPMA by considering the performance
dimension through the average values of latent variables along with their indicators [20].

The importance of the research and of methodological approach we propose is high
for managerial practice, as presented in this paper by the study of the acceptance of ERP
systems based on the theoretical conceptual model—the technology acceptance model
(TAM). It should be emphasized that with the digitalization of business, the importance of
information systems in companies is enormous. Nowadays, in the time of the so-called
digital transformation, the use of ERP systems in companies is necessary as they repre-
sent a central (main) information system to support almost all business processes on the
operational levels of the companies [21]. In addition to that, the main characteristics of
ERP systems are enterprise-wide integration, modular design (including business mod-
ules such as accounting and finance, purchasing, sales, manufacturing, services, human
resources, etc.), a central common database where each data is written once, real-time
operations, integration with other information systems, best business practices, consistent
user interface, strategic planning, automatic functions, etc., [21–28]. Although ERP systems
were first mentioned by Gartner in 1990, they remain the most important standard software
to support business processes in companies, where technology has changed several times
over the decades and the functionalities of these solutions are constantly being added to
and expanded [29]. Since ERP systems are standard information systems created according
to best practice, companies are expected to take over business processes ERP systems when
implemented, which often leads to changes in business processes within the company and,
among other things, to a different way of working for users. The successful implementa-
tion of ERP systems increases the company’s competitive advantages since research has
shown that the effective use of ERP systems can notably decrease the time required to
conclude business processes and increase the process of the effective sharing of information
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in companies [22,23]. On the other hand, ERP system implementations very frequently fail,
thus leading to unachieved yet expected benefits [24,25], especially in the stage of use (also
called the mature stage) of the ERP lifecycle in the company. In this stage, theoretically,
users gain in-depth knowledge of how to utilize the ERP system and therefore adopt the
system such that the usage itself is beginning to be a constant, daily activity. Several studies
(i.e., [26,27,30,31]) have identified that users’ unwillingness and their negative attitudes to
adopt and use the implemented ERP systems may be a common reason for ERP system
implementation failures. Our research provides in-depth insights into the importance of the
external and internal factors of the business information system that shape and influence
the effective mature use of ERP systems in companies.

The empirical study presented in this paper was conducted in an automotive multina-
tional corporation consisting of several subsidiary companies across several countries. In
this industry, great emphasis is placed on the use of ERP systems in the entire manufac-
turing supply chain, especially in terms of reducing costs, speeding up and automating
production, and better product quality [28], so the acceptance of ERP systems is very
important for the studied corporation. The corporation implemented an SAP ERP solution
provided by SAP AG in all subsidiary companies in the past and is now, after many years of
use, in its maturity stage; therefore it should be used at the advanced level by their SAP ERP
users. While the acceptance of the newly implemented ERP systems in companies is often
studied–-the so-called stabilization phase in the five-year period after the introduction of
the ERP into the company–-there are many fewer studies regarding the maturity stage,
referring to the advanced and therefore different usage and acceptance issues. In this paper,
we therefore present a large corporation that has been using the ERP long enough to be
able to analyze its mature, advanced use, while at the same time being multinational and
diverse. Better knowledge regarding the factors that shape user acceptance of the ERP
system in the mature stage is needed for successful ERP applications and use [30,32–35].
For this reason, the main purpose of this research is to enrich the results of PLS-SEM
with the advanced data analysis methods of ANN and IPMA, thus creating the basis for
evidence-based, grounded business decisions to support the development of the mature
use of ERPs in companies.

The structure of the paper is as follows: Section 2, Materials and Methods, introduces
the methodological techniques that were implemented in the paper, followed by a brief
description of the ERP systems and the theoretical model, TAM, as the basis of our case
research. The last two subsections in this section detail the research model and research
approach. Results, described in the subsections according to the defined stages of the
research design, are given in Section 3. Then, the research model formed, the results
obtained, the practical value for evidence-based decision making and some ideas for future
research are discussed in Section 4. Section 5 describes the main conclusions.

2. Materials and Methods
2.1. PLS-SEM

PLS path modeling is an SEM technique based on the analysis of variance. It has
become an accepted technique for analyzing path models with at first latent variables
(called the measurement model) and then their relationships (the structural model) [36].
It is often used in the fields of the social sciences, especially in economics and business
science [37–39].

Within SEM, a set of relationships between independent and dependent variables (one
or more of both) can be modeled, while variables can be constructs as well as measured
variables. The aim of the SEM can be to examine (test) the model, to test determined model
hypotheses, to reform the model formed, or to test two or more interrelated models [40].
Covariance-based SEM (such as AMOS, EQS, LISREL) and component-based SEM (such as
PLS) are two types of SEM. The SEM allows researchers flexibility in modeling relationships
between several endogenous (η) and exogenous (ξ) latent variables or constructs. There are
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two types of linear relationships: inner and outer relationships [41], as presented through
the example in Figure 1.

Figure 1. Example of the SEM model.

The internal model (also called the measurement model) determines the relationships
between unobserved constructs, whereas the external models (or the structural models)
determine the relationships between the construct and its observed or measured indica-
tors [42]. The relationships between measured variables and constructs originate from
external relations that can be defined either as reflective or formative ones. Reflective items
designate the effects of the investigated construct. Formative items compose the studied
construct. The Bentler–Weeks method is used for component-based SEM specifications [40],
where each latent or measured variable in the model is either dependent or an independent
variable. SEM specification is expressed by the following “set of equations [40], p. 743:

η = Bη + Γξ + ζ (1)

where

• η vector of dependent constructs (m × 1),
• ξ vector of independent constructs (k × 1),
• B is a (m ×m) matrix of regression coefficients between dependent variables,
• Γ is a (m × k) matrix of regression coefficients between dependent and independent

variables, and
• ζ is an error vector (m × 1).

The measurement model is assessed first. The evaluation of reflective measurement
models consists of composite reliability (CR) for the assessment of the reliability of each
indicator, internal consistency, and average variance extracted (AVE) to assess convergent
validity [43]. The internal consistency reliability measure for a specific construct used is
Cronbach’s α, where M represents the number of indicators (i = 1, 2, . . . M) by which
the specific construct is measured, and s2

i is the variance of the i-th indicator for each
construct [43]:

Cronbach′s α =

(
M

M− 1

)(
1− ∑M

i=1 s2
i

s2
i

)
(2)

Due to the limitations of Cronbach’s α (i.e., assumptions that all indicators are equally
reliable and as the number of items in the model increases, the Cronbach’s α may increase,
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even if it does not contribute to greater reliability of the measurement scale), an additional
measure of internal consistency reliability was used—a CR measure, defined as [43]:

CR =

(
∑M

i=1 li
)2

(
∑M

i=1 li
)2

+ ∑M
i=1 var (ei)

(3)

Here li constitutes the standardized outer loading of the i-th indicator (i = 1, 2 . . .
M) of the specific construct and var (ei) constitutes the i-th indicator’s variance of the
measurement error. Due to the fact that CR tends to overestimate the internal consistency
reliability, we report both criteria.

To assess the convergent validity of constructs, AVE measure was used [40], represent-
ing the communality of a specific construct:

AVE =

(
∑M

i=1 l2
i

M

)
(4)

The Fornell–Larcker criterion, cross-loadings, and HTMT ratio (the heterotrait–monotrait
ratio) of correlations may be implemented to assess discriminant validity [37–39]. The
Fornell–Larcker criterion [44,45] requires the construct to share more variance with its
associated indicators than with any other construct. Therefore, AVE should be larger
than the squared correlation with any other construct. Garson [38] pointed out that cross-
loadings are alternative to AVE and that at a bottom level, each indicator has the highest
correlation with its own construct, compared with any other construct. HTMT ratio presents
“the geometric mean of the heterotrait–monotrait correlations divided by the average of the
monotrait–hetero method correlations”, as defined by Henseler et al. [37] who suggest that
HTMT value should not exceed 0.90, while Garson [38] set the threshold at 1.0

The next stage of the research is focused on the structural model analysis–-on hypoth-
esis testing, which consists of the assessment of standardized path coefficients significance
and the level of R2 values. Garson [35] pointed out that including predictors in the model
be likely to increase R2, although the exposed predictors have only an insignificant level of
impact on the dependent variable; therefore, it is necessary to use adjusted R2. Adjusted R2

can be computed by the formula:

Adjusted R2 = 1−
((

1− R2)(n− 1)
(n− k− 1)

)
(5)

where R2 is the unadjusted R2, n equals the size of the sample, and k is the number of
predictors.

Statistical significance of the path coefficients was calculated implementing the boot-
strapping resampling method, where five thousand sub-samples were included [46]. The
bootstrap method allows testing the null hypothesis that the standardized path coefficient
equals 0 in the population. Using the standard error of the bootstrap obtained distribution,
a t test is used to test whether the path coefficient (for example β1) is significantly different
from 0, as follows:

t =
β1

se∗β1
(6)

Here se∗β1 represents the standard error of the bootstrap derived distribution for β1,
while β1 is the path coefficient estimated from the original model and empirical data.

The coefficient of determination (R2), as defined above, describes “the amount of
variance of the dependent construct explained by all of the explanatory constructs affecting
it. Its values are from 0 to 1. The higher the value better the predictive capacity of the
model” [47]. Chin determined that “0.19 is weak, 0.33 is moderate, and 0.67 is substantial
explanatory power of the model” [48]. In addition to the R2 values, the size effect f 2 is used,
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which is defined as the change in the coefficient of determination value when an individual
independent construct is excluded from the model. Its equation is as follows [49]:

f 2 =
R2

included − R2
excluded

1− R2
included

(7)

Here R2
included and R2

excluded are the coefficient of determination values for the depen-
dent variable when an individual independent “construct is included in or excluded from
the model” [49].

A mediation effect is generated if certain construct or variable intervenes between
two existing constructs. An arrow between the two constructs represents the direct relation-
ship or effect, while indirect effects involve a set of relations where one or more constructs
are intervening. Hair et al. [49] pointed out that mediation effects are often present in
the models but are often not analyzed. There could be two types of non-mediation in the
model: (1) “direct-only non-mediation”, with significant direct effect only and (2) “no-effect
non-mediation”, where there is no significant effect and three mediation types: (i) “comple-
mentary”, where both direct and indirect effects are significant and pointing in the same
direction, (ii) “competitive”, where both effects are significant but pointing to opposite direc-
tions, and (iii) “indirect-only mediation”, where only the indirect effect is significant [43,50].
Hair et al. [45] pointed out to the importance of the bootstrapping of the indirect effects’
sampling distribution. They added that bootstrapping needs no assumptions regarding the
sampling distribution of the statistics or the form of the variables’ distribution and can be
applied to small sample sizes with a higher level of confidence.

The next step includes the blindfolding procedure. Its objective is to assess the model’s
predictive accuracy. The blindfolding approach introduced by Wold [51] was implemented
that is based on the cross-validation (cv) strategy and includes the calculations of cv-
redundancy and cv-communality for constructs and indicators. The index of cv-redundancy
index (i.e., Stone-Geisser’s Q2) “measures the quality of the structural model, where the
cv-communality (H2) measures the quality of the measurement model” [38]. H2 uses only
the measurement model. It measures the capacity of the path model to predict the manifest
variables directly from their own latent variable by cv. The mean values of the Q2 that
refer to the dependent constructs are used to assess the overall quality of the structural
model if they are positive for all dependent constructs’ subparts. An H2 and Q2 value that
is greater than 0 indicates the relevance and predicting power of the structural models and
measurements [38].

2.2. Artificial Neural Network Analysis (ANN)

PLS-SEM, as well as the other well-known conventional statistical techniques, work
exceptionally well when the relationships among variables are linear. As a linear technique,
it cannot consider any non-linear effects in the research model, which in some cases
could lead to over-simplification and inaccurate results [52]. In order to overcome this
potential drawback, ANN models are introduced. ANN is “a massively parallel distributed
processor made up of simple processing units, which have a neural propensity for storing
experimental knowledge and making it available for use” [53] and it is analogous to the
human brain as it learns and stores data through iterative learning process. Artificial
neural networks are complex models, classified as artificial intelligence/machine learning
techniques, which easily model non-linear relationships [54,55]. In addition, ANN models
are also more accurate as compared to the linear models [56] and also more robust and
flexible [13,19]. Unfortunately, the ANN approach, due to “black-box” operating nature
of ANN models, cannot be used to test of causal relationship among variables [57,58].
Therefore, a hybrid, two-step approach is suggested [16,59]: Firstly, PLS-SEM is used to test
hypotheses, i.e., to establish statistically significant predictors of dependent constructs, and,
secondly, only significant predictors are utilized as constructs in ANN models. A broad
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review of the studies combining SEM and ANN in technology acceptance studies can be
found in Kalinic, et al. [60].

Though numerous different types of ANNs exists [60], in this research, feedforward
back-propagation multilayer perceptron (MLP) is used as one of the most common and
most popular ones [61,62]. An input layer and one or more hidden layers along with an
output layer form typical MLP ANN model, while each layer consists of one or more
neurons, as presented in Figure 2.

Figure 2. An example of MLP ANN.

The number of significant predictors in the model determines the number of neurons
in the input layer (i.e., input neurons); while the number of neurons in the output layer
(i.e., output neurons) equates the number dependent constructs (outputs) [54,63]. The
number of neurons in hidden layer(s) (i.e., hidden neurons) generally depend on the neural
network architecture (the numbers of hidden layers, model inputs and outputs), activation
functions, sample size, etc., [64] and often is selected using trial-and-error or by simulation
software [65].

Input neurons simply accept input signals and forward them to the neurons in the
hidden layer. A single neuron is a simple computing unit. First, the weighted sum of
all inputs to the neuron is calculated. For example, this sum for the i-th hidden neuron
would be:

si =
n

∑
j=1

wi,jxj + bi (8)

where xj is the value of j-th input signal, n equals the number of inputs, wi,j is synaptic
weight connecting j-th input with i-th hidden neuron, and bi is a bias (or a threshold) of
i-th hidden neuron. The initial values of synaptic weights and biases are set randomly,
between 0 and 1, and final values are determined through iterative training process which
minimizes cost function, via the backpropagation of error. The output of the hidden neuron
is finally calculated by feeding a previously calculated weighted sum through the activation
function, which brings nonlinearity to the ANN model. There are different examples of
triggering functions (e.g., Rectified Linear Unit—ReLU, hyperbolic tangent), but the most
frequently used in the behavioral studies is Sigmoid [60]. Here, the output of the activation
function, i.e., the output of i-th hidden neuron—hi is calculated as:

hi = σ(si) =
1

1 + e−si
=

1

1 + e−(∑
n
j=1 wi,jxj+bi)

(9)

where si is previously calculated weighted sum of inputs. Although complex ANN models
(deep learning) consist of several hidden layers, even ANNs with just the single one can



Mathematics 2022, 10, 1379 8 of 28

model any continuous function [55] and recent study shows that the most of technology
acceptance studies used ANN models with just one hidden layer [60].

The k-th neuron in the output layer (in a more general case, with more than one
output) calculates the output yk of the ANN model in the same way as hidden neurons: as
a weighted sum of its inputs (which are the outputs of the hidden neurons), fed through
the nonlinear activation function, e.g., sigmoid:

yk = σ(shk) =
1

1 + e−shk
=

1

1 + e−(∑
m
l=1 vk,l hl+ck)

(10)

where hl is the output of l-th hidden neuron, m is the number of hidden neurons, vk,l is
synaptic weight connecting l-th hidden neuron with k-th output, and ck is a bias of k-th
output neuron.

2.3. IPMA

Standard PLS-SEM studies support details on the relative significance of constructs in
the structural model and explains relationships among them. As an alternative to analyzing
the importance dimension (i.e., the path coefficients), IPMA examines the performance
dimension. IPMA involves five steps [20]. The first step demands checking the fulfilment
of the eligibility requirements for performing the analysis. The second step represents
the computation of the performance values of the latent variables. To make it possible
to interpret the performance levels and to compare them, IPMA rescales indicator scores
between 0 and 100 (0—the lowest, 100—the highest). The rescaling of j-th observation for
indicator i (i = 1, 2, . . . , M) proceeds via:

xrescaled
ij =

E
(
xij
)
−min(xi)

max(xi)−min(xi)
× 100 (11)

In Equation (11) xi is the i-th indicator, min(xi) and max(xi) constitute its minimum
and maximum value respectively, while E(xij) constitutes its actual score for respondent j.
The rescaled construct is the linear combination of both the rescaled indicator’s data and
the outer weights. The rescaled weights are calculated on the basis of the standardized
outer weights of the PLS path model estimation after being unstandardized. The third step
involves analysis of the constructs’ importance values (i.e., the meaning of construct) that
are derived from the total effect (the total sum of all the indirect effects and the direct effects
in the structural model [43]). In the fourth step, the creation of the importance–performance
map for a chosen construct originates from these previous results using scatter plotting. In
the fifth step, IPMA may be expanded on the indicator level to gain accurate data on the
highly likely successful managerial measures [20]. IPMA, therefore, extends the results of
the standard PLS-SEM method [46].

2.4. ERP Systems and the Technology Acceptance Model

Organizations are implementing ERP systems to increase productivity as well as
turn out to be more responsive. As several studies have revealed, one reason for ERP
systems implementation disasters can be recognized as employees’ unwillingness to ac-
cept and use an implemented ERP system [25,66–69]. Huang and Yasuda [67], in their
wide-ranging study of 86 surveyed scientific papers on ERP subjects, indicated that many
scientific papers deal with the pre-implementation phase combined with the implementa-
tion phase of ERP implementation, but postimplementation studies are seldom. Schlichter
and Kraemmergaard [69], in their wide-ranging study of 885 peer-assessed abstracts of
journals, also showed a study about the optimization of ERP systems which indicated that
post-implementation, usefulness, the accomplishment of competitive benefit through ERP
systems, ERP systems employees, and the financial benefits of ERP systems should all be
assessed. Several other researchers also indicated the issue of the low utilization of ERP
systems, i.e., employees do not take advantage of the implemented ERP system at a higher
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stage [21,25,32,66,68,70–72]. Therefore, researchers have focused their research attempts
on the acceptance of ERP systems by employees in companies to study circumstances that
lead to the use of EPR systems at an advanced level.

Several theoretical models are known for researching the acceptance and use of infor-
mation systems and information technology (IS/IT) in general. The most often used theoret-
ical theories and models are the “theory of planned behavior” [73], the “theory of reasoned
action” [74], the “technology acceptance model (TAM)” [75,76], the “innovation diffusion
theory” [77], the “technology–organization–environment model” [78], the “unified theory
of acceptance and use of technology” [79,80], etc. (see [27,81]). Among them, the TAM
proved to be very promising for researching different viewpoints of ERP systems acceptance
and the use by of these systems by users (employees) in companies [22,27,32–35,64,82–84].
The TAM, defined and verified by Davies, is well established and tested in numerous
studies (for the latest research, see [27]). Therefore, TAM was used as a research model in
several research studies conducted in the past 10 years. Among others, the most important
research studies were conducted by Costa et al. [32], Scholtz et al. [71], Calisir et al. [72],
Mayeh et al. [83], Shih and Huang [85], Youngberg et al. [86], Erasmus et al. [87], Klaus
and Changchit [88], Putri et al. [89], Grandón et al. [90], Koksalmis and Damar [91], etc.
These researchers have, in their research studies, experimented with the TAM model by
developing TAM model extensions and modifications.

The structure of the TAM is as follows: construct perceived usefulness (PU) and
construct perceived ease of use (PEOU) represent the most relevant beliefs for systems
and technology (the ERPs) acceptance by users [75]. The construct PU is defined as ‘the
degree to which a person believes that using a particular system would enhance his or her job
performance’ [75], p. 320. In contrast, the construct PEOU refers to ‘the degree to which a
person believes that using a particular system would be free of an effort’ [75], p. 320. According
to TAM, construct PU and construct PEOU have a positive effect on the construct user’s
attitude (AT) regarding using a system or technology, which further affects the construct
user’s behavioral intention (BI) to use it. The stronger the intentions to use the system or
technology, the higher the level of actual use (U). TAM also includes the expected impact of
the construct PEOU on the construct PU [76].

Lately, when researching ERP acceptance, models have been developed that expand
the described TAM with various external constructs, especially with constructs consid-
ered as antecedents of construct PEOU and construct PU, such as Venkatesh and Davis’s
TAM 2 [92], the model of the determinants of construct PEOU by Venkatesh [93], and
TAM 3 developed by Venkatesh and Bala [94]. The research model, presented in this paper,
was extended with the external constructs, that proved important by Sternad et al. [33–35]:
organizational process characteristics (OPC), system and technological characteristics (STC)
and personal characteristics with the information literacy (PCIL). These are affecting the
construct PU and the construct PEOU.

An additional external construct, namely perceived work compatibility (WC), was
included in our research model, seen as the employees’ perception of fit between the
ERP system used and employees’ motivation to use it, regardless of the confirmed suit-
ability [82] and refers to the level to which the ERP system enables the employees to
perform their working duties using the implemented ERP system. Additionally, the TAM
research model in our case was redesigned by replacing the constructs BI and U with
extended use (ExU), since our research case focuses on factors affecting the present-day
use of ERP systems in the maturity phase. The construct ExU was initially proposed by
Hsieh and Wang [95] in their studies. ExU is defined as the usage which exceeds the
average, normal use and can guide to a higher quality of the results and benefits [95]. ExU,
therefore, refers to the complexity and in-depth use and frequency of using different ERP
functionalities [27,30,31,34,35,41,64,77–81,83,92–94,96–98].

The relationships associated with these additional constructs (WC and EXU) are as
follows: construct WC influences construct PU [82,96]; that is, with the increased perceived
fit of the ERP system to the job needs the perceived usefulness increases, as well. A well-



Mathematics 2022, 10, 1379 10 of 28

founded assumption may also be set regarding the direct impact of the construct WC on
the construct AT and on the construct ExU. Suppose ERP users perceive that the system
increases compatibility with their everyday duties. In that case, they gain an expanded
positive posture toward using that system, including its extended use [26,34,35,76]. The
research model is further defined in the next section and presented in Figure 3.

2.5. Research Model

The research model of our research case is based on TAM, as described in the previous
section, and is presented in Figure 3 below. The external factors grouped in personal
(PCIL), organizational (OPC), and technological (STC) groups of factors are expected to
affect the construct PU and construct PEOU of ERP systems, along with the construct
WC. In Figure 3, Davis’s initial TAM research model [75,76] is marked in grey. As already
mentioned, construct PEOU has an impact on the construct PU, while both influence
construct AT and that further has an impact on the construct ExU by employees.

Regarding the use of ERP systems by its users, we can assume, as already mentioned,
that a relation among construct WC and construct PU exists, as well as the direct impact of
the construct WC on construct AT and on the construct ExU.

Figure 3. Conceptual Model [30–32,65]; extended by the authors.

Hypotheses that reflect the dependencies and directions of relationships are based on
the TAM model and its extensions [22,27,32–35,64,72,82–84]. Therefore, we hypothesized:

H1. PEOU of ERP use has direct positive impact on PU of ERP use.

H2. PEOU of ERP use has direct positive impact on AT towards ERP use.

H3. PU of ERP use has direct positive impact on AT towards ERP use.

H4. WC with ERP users’ job description tasks has a direct positive effect on their PU of ERP use.

H5. WC with ERP users’ job description tasks has a direct positive effect on AT towards ERP use.

H6. WC with ERP users’ job description tasks has a direct positive effect on the ExU.

H7. AT towards ERP use has a direct positive effect on the ExU.

The issue of the TAM research model-based studies that are focused on ERP systems
is that many of them include a very modest range of external factors influencing user
acceptance and use of these systems [33,34]. When ERP systems are used in companies,
a larger number of external factors may be important for shaping ERP user acceptance.
Consequently, for higher-order factors, it may be important to group several external factors
together. In our research, the factors of the second order were formed when hypothesizing
the following:

H8. A conceptual external factor of personal characteristics and information literacy (PCIL)
statistically significantly influences the antecedents of AT and ExU.
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H8a. A conceptual external factor PCIL statistically significantly influences the WC.

H8b. A conceptual external factor PCIL statistically significantly influences the PU.

H8c. A conceptual external factor PCIL statistically significantly influences the PEOU.

H9. A conceptual factor of the system and technological characteristics (STC) statistically signifi-
cantly influences the antecedents of AT and ExU.

H9a. A conceptual external factor STC statistically significantly influences the WC.

H9b. A conceptual external factor STC statisticalčy significantly influences the PU.

H9c. A conceptual external factor STC statistically significantly influences the PEOU.

H10. A conceptual factor of organizational-process characteristics (OPC) statistically significantly
influences the antecedents of AT and ExU.

H10a. A conceptual external factor OPC statistically significantly influences the WC.

H10b. A conceptual external factor OPC statistically significantly influences the PU.

H10c. A conceptual external factor OPC statistically significantly influences the PEOU.

2.6. Research Approach

For our research study, we chose an international corporation that consisted of several
subsidiaries which operated in the automotive industry in four countries. Researching
ERP systems and their acceptance in the automotive industry is the topic of several re-
searchers. Published research, in the majority of cases, applies TAM as a research model
for different aspects of technologies and information systems, including researching ERP
acceptance [99–104]. Therefore, we used TAM as basic research model to study the in-
ternational corporation, which consisted of companies which are suppliers producing
car components/parts for major car producers worldwide. Because the study aimed to
research ERP use in its mature stage when ERP is used at an advanced level and because we
wanted to research its use in different organizational cultures, we selected these companies.
They implemented SAP ERP systems 19 years ago and conducted several upgrades to
the systems used. The companies involved are in four countries and employ more than
4000 employees. We addressed a random sample of users in these companies, consisting of
860 employees who have been using the ERP system for several years and can be considered
advanced users. We sent them e-mails with invitations and a link to the web questionnaire.

The questionnaire was prepared in four languages (Slovenian, Serbian, Croatian, and
the Bosnian and Herzegovinian language) according to the international character of the
of companies studied. Before starting a survey, a pilot study took place, which included a
group of ERP advanced users and a group of key users from different companies. Based on
their feedback, a few minor changes were made to make the questions more understandable
to respondents in different countries. The elements with the missing data were excluded,
resulting in 208 valid questionnaires that were further analyzed (24.19%).

The empirical data were analyzed in the five stages of the methodological approach
involving the PLS-SEM by using SmartPLS 3 [46] and the ANN analysis by using IBM
SPSS 20, as follows:

• The measurement model is assessed in the first step;
• The structural model is assessed in the second step;
• The third step includes the blindfolding procedure;
• The fourth step includes use of ANN analysis;
• The fifth part of our research includes IPMA.

While analyzing data, the approaches defined by Henseler et al. [37] and Garson [38]
and Hair et al. [43,45] were implemented.
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3. Results
3.1. Description of the Sample

Table 1 displays the sample structure details. Among respondents, 27.4% (57) were
female and 72.6% (151) were male, and all were employees and users of the implemented
ERP system. The majority, over 65%, reported to have at least some higher education;
others reported secondary educational levels or less. Sample characteristics are in Table 2.

Table 1. Number of responses per country.

Country All Users * % of Users
per Country

Frequency in the
Sample

Relative Frequency in
the Sample

Slovenia 557 64.77% 141 67.79%
Croatia 196 22.79% 48 23.08%

Bosnia and Herzegovina 94 10.93% 16 7.69%
Republic of Serbia 13 1.51% 3 1.44%

Total 860 100.00% 208 100.00%

* in a multinational group of manufacturing companies in the automotive industry

Table 2. Descriptive statistics of respondents’ characteristics.

Characteristics Frequency Relative Frequency

Gender
Female 57 27.4%
Male 151 72.6%

Age
20–29 16 7.7%
30–39 62 29.8%
40–49 74 35.5%
>50 56 27.0%

Collected data show that respondents use the ERP system for about three hours daily.
59.1% (123) are employed in positions at the operational level (e.g., professional experts
and other similar positions), 29.3% (61) are managers at the low level (e.g., manager of a
group or manager of anorganizational unit), 20.6% (22) are managers at the middle level,
and 1% (2) are managers at the corporate governance and/or top management level. The
total working experience equals, on average, 16.1 years, while the average working time at
the current position equals 8.1 years.

3.2. The Assessment of the Measurement Model

The measurement model constructs were valued via assessment of reliability, then
via convergent as well as discriminant validity. Second-order external factors (implement-
ing the repeated indicators technique—the hierarchical component model proposed by
Wold [51]) were formed. Some external first-order factors did not meet the evaluation
requirements—therefore, the following four factors were excluded from further analysis:
the factor computer self-efficacy and the factor experience with computers were excluded
from the PCIL second-order factors, and the factor ERP training and the factor organiza-
tional culture were excluded from the OPC second-order factors. Results of reliability and
convergent validity for constructs are presented in Table 3. Results of discriminant validity
are presented in Table 4 and hypotheses testing results are in Table 5. Table 6 brings the
results of second-order factors. All results are discussed as follows.

Cronbach’s α and CR measures were calculated [37,38,45]. As shown in Table 3, for
each of the 14 scales used in the study Cronbach’s α and CR were higher than threshold,
which is 0.7, thus confirming their reliability [37,38,45].
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Table 3. Psychometric properties of the research instrument (sample size = 208).

Construct Indiator Mean|SD Loadings CR α AVE R2|Adj. R2

PCIL: Personal Innovativeness
PI1 5.28|1.43 0.73

0.82 0.82 0.61PI2 4.54|1.71 0.79
PI3 5.33|1.54 0.82

PCIL: Computer Anxiety CA1 6.32|1.06 0.85
0.80 0.79 0.66CA2 6.46|1.05 0.77

STC: ERP Data Quality

DQ1 4.60|1.39 0.77

0.92 0.92 0.66

DQ2 4.65|1.50 0.80
DQ3 4.04|1.62 0.80
DQ4 4.52|1.57 0.82
DQ5 4.23|1.66 0.82
DQ6 4.64|1.62 0.85

STC: System Performance

SP1 4.64|1.62 0.89

0.88 0.88 0.60
SP2 5.18|1.35 0.71
SP3 5.03|1.35 0.79
SP4 4.70|1.40 0.71
SP5 4.97|1.40 0.85

STC: User Manuals (Help)
UM1 4.38|1.55 0.93

0.88 0.88 0.71UM2 4.56|1.35 0.80
UM3 4.31|1.40 0.79

STC: System Functionality SF1 3.64|1.57 0.91
0.91 0.91 0.83SF2 3.60|1.66 0.92

OPC: Business Processes Fit
BPF1 4.86|1.45 0.93

0.93 0.93 0.87BPF2 4.88|1.41 0.93

OPC: ERP Support SU1 4.61|1.61 0.69
0.71 0.71 0.55SU2 4.29|1.51 0.80

OPC: ERP Communication
CU1 4.09|1.65 0.71

0.74 0.75 0.50CU2 3.65|1.57 0.70
CU3 4.64|1.51 0.73

PU

PU1 4.76|1.51 0.88

0.97 0.97 0.89 0.674|0.669
PU2 4.70|1.56 0.94
PU3 4.74|1.55 0.97
PU4 4.67|1.53 0.98

PEOU

PEOU1 4.61|1.48 0.88

0.83 0.82 0.57 0.614|0.612
PEOU2 4.49|1.48 0.88
PEOU3 4.05|1.58 0.72
PEOU4 4.24|1.51 0.76

WC
WC1 4.50|1.49 0.87

0.89 0.89 0.74 0.594|0.588WC2 4.75|1.45 0.88
WC3 4.92|1.35 0.83

AT
AT1 5.74|1.21 0.70

0.84 0.82 0.73 0.669|0.664AT2 5.21|1.45 0.99

ExU

ExU1 3.02|2.19 0.76

0.90 0.90 0.64 0.379|0.372
ExU2 4.21|1.51 0.88
ExU3 3.98|1.63 0.80
ExU4 3.89|1.64 0.74
ExU5 3.45|1.44 0.80

Note: α = Cronbach’s α; R2 = explanatory power or variance; Adj. R2 = adjusted R2.

Convergent validity was examined via Fornell and Larcker’s criteria: all item factor
loadings should be significant and higher than threshold, which is 0.70, and AVE for each
construct, where threshold is 0.50 [43]. All item factor loadings in our study fulfilled
these criteria except for one indicator that equalled 0.69, which is also above the minimal
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satisfactory level (0.50) suggested by Fornell and Larcker [43]. AVE values were above 0.50.
The Cronbach’s α, CR as well as AVE of the second-order model are presented in Table 6.
Cronbach’s α were above 0.70, CRs were above 0.80, and AVEs were equal to or above 0.50.
As shown in Figure 4 and Table 6, the loadings of the first-order factors on the second-order
factors went above 0.70, with the exception of two indicators, which were 0.64 and 0.68,
thus still fulfilling the criteria for the minimal satisfactory level. Measurement scales show
strong convergent validity.

The discriminant validity was analyzed using the criteria described in Section 2.1.
Details of this estimation are presented in Table 4. All measurement loadings were above
0.70. This represents that the reflective model fits well [37,38,45] and cross-loadings were
lower (data and results available by request). Additionally, all HTMT variables were less
than 1.0 (italic numbers in Table 4). All three criteria of discriminant validity are fulfilled.

Table 4. Results of discriminant validity (intercorrelation of the latent variables and HTMT vari-
ables (italic).

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1: PCIL: Personal
Innovativness 0.78

2: PCIL: Computer
Anxiety

0.33
(0.33) 0.81

3: STC: ERP Data
Quality

0.11
(0.13)

−0.03
(0.06) 0.81

4: STC: System
Performance

0.16
(0.18)

0.05
(0.10)

0.77
(0.76) 0.78

5: STC:
User Manuals

0.14
(0.15)

0.04
(0.08)

0.66
(0.66)

0.52
(0.52) 0.84

6: STC: System
Functionality

−0.17
(0.16)

−0.22
(0.22)

−0.48
(0.48)

−0.63
(0.63)

−0.32
(0.32) 0.91

7: OPC: Business
Processes Fit

0.04
(0.07)

0.05
(0.07)

0.75
(0.75)

0.66
(0.67)

0.47
(0.47)

−0.49
(0.49) 0.93

8: OPC: ERP Support 0.14
(0.16)

0.21
(0.21)

0.58
(0.57)

0.52
(0.52)

0.54
(0.54)

−0.52
(0.53)

0.44
(0.44) 0.74

9: OPC:
ERP Communication

0.10
(0.12)

0.16
(0.16)

0.52
(0.52)

0.46
(0.46)

0.50
(0.50)

−0.46
(0.46)

0.46
(0.46)

0.70
(0.71) 0.75

10: PU 0.15
(0.15)

0.13
(0.14)

0.58
(0.58)

0.61
(0.61)

0.39
(0.39)

−0.56
(0.56)

0.66
(0.66)

0.30
(0.30)

0.31
(0.31) 0.94

11: PEOU 0.19
(0.19)

0.07
(0.07)

0.67
(0.66)

0.71
(0.71)

0.57
(0.57)

−0.62
(0.61)

0.63
(0.62)

0.47
(0.47)

0.40
(0.39)

0.71
(0.70) 0.76

12: WC 0.23
(0.23)

0.13
(0.13)

0.65
(0.65)

0.64
(0.64)

0.48
(0.48)

−0.62
(0.62)

0.71
(0.71)

0.54
(0.54)

0.50
(0.50)

0.82
(0.81)

0.74
(0.74) 0.86

13: AT 0.31
(0.32)

0.27
(0.29)

0.45
(0.45)

0.55
(0.57)

0.35
(0.35)

−0.53
(0.55)

0.49
(0.50)

0.42
(0.43)

0.35
(0.37)

0.70
(0.71)

0.69
(0.71)

0.82
(0.82) 0.86

14: ExU 0.40
(0.40)

0.05
(0.10)

0.33
(0.33)

0.38
(0.38)

0.28
(0.28)

−0.30
(0.30)

0.43
(0.43)

0.21
(0.21)

0.24
(0.24)

0.51
(0.51)

0.44
(0.41)

0.61
(0.61)

0.53
(0.53) 0.80

Note: Square root of AVE in bold text; HTMT values in italic text.

Garson [38] pointed out that “standardized root means square residual (SRMS) calcu-
lates the difference among the model-implied correlation matrix as well as the observed
correlation matrix” and added that the model is well-fitted if SRMS is lower than 0.08.
However, some researchers use the more lenient cut-off of 0.10. The SRMS value of the
research model in this paper stands at 0.09, and presents that model as allowable.

All criteria of the measurement model were met, so we were able to continue our
analysis with the structural model analysis.
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3.3. Structural Model

The hypotheses listed above were tested. As already mentioned, bootstrapping
(5000 sub-samples) was used to examine the statistical significance of each path coeffi-
cient by performing t tests [48].

Table 5 and Figure 4 include the results obtained. Construct PEOU had no significant
impact neither on construct PU (t = 0.90, p > 0.05) nor on construct AT (t = 0.98, p > 0.05).
Further, construct PU had a weak positive impact on construct AT (t = 2.79, p < 0.05).
Construct WC had a strong and significant positive impact on construct AT (t = 4.81,
p < 0.01), construct PU (t = 6.38, p < 0.01), and construct ExU (t = 6.56, p < 0.01). Additionally,
construct AT had a weak but important impact on construct ExU (t = 2.20, p < 0.05).

Table 5. Hypothesized relationships (for all TAM constructs and significant relationships of extended
TAM constructs).

Relationship β (Path Coefficient) 95% Confidence Interval t Statistics f 2

OPC→WC 0.25 [0.108; 0.388] 3.50 ** 0.08 a

STC→WC 0.49 [0.341; 0.621] 6.82 ** 0.22 b

PCIL→WC 0.11 [0.012; 0.205] 2.18 * 0.04 a

STC→PU 0.19 [0.059; 0.332] 2.79 ** 0.03 a

WC→PU 0.56 [0.383; 0.721] 6.38 ** 0.42 c

PEOU→PU 0.09 [−0.114; 0.290] 0.90 n.s. 0.00
SCT→PEOU 0.71 [0.629; 0.771] 19.55 ** 1.59 c

WC→AT 0.50 [0.277; 0.684] 4.81 ** 0.33 b

PU→AT 0.21 [0.036; 0.376] 2.79 ** 0.01
PEOU→AT 0.09 [−0.080; 0.274] 0.98 n.s. 0.00
WC→ExU 0.43 [0.295; 0.558] 6.56 ** 0.15 a

AT→ExU 0.16 [0.005; 0.298] 2.20 * 0.01

Note: Path significance: ** p < 0.01; * p < 0.05; n.s. = not significant. f 2 thresholds: a > 0.02 (weak effect); b > 0.15
(moderate effect); c > 0.35 (strong effect).

As shown in Figure 4 and Table 6, the second-order factors significantly positively
impacted construct WC, construct PU as well as construct PEOU. Second-order factor
PCIL shows significantly positive but weak impact on construct WC (t = 2.18, p < 0.05).
Second-order factor STC had a weak impact on construct PU (t = 2.79, p < 0.01), a moderate
impact on construct WC (t = 6.82, p < 0.01) and a very strong positive impact on construct
PEOU (t = 19.55, p < 0.01). Additionally, the second-order factor OPC had a weak positive
impact on construct WC (t = 3.50, p < 0.01). In addition to this, other relationships between
second-order factors OPC, STC, and PCIL on one side and constructs of original TAM
(namely PEOU, PU and WC, on the other side were tested, but none of the relationships
were significant.

Table 6. Path coefficients—external constructs in the second-order model.

Second-Order Constructs

PCIL
α = 0.75

CR = 0.75
AVE = 0.50

STC
α = 0.85

CR = 0.86
AVE = 0.51

OPC
α = 0.84

CR = 0.84
AVE = 0.51First-Order Constructs

PCIL: Personal Innovativeness 0.89 (t = 48.50)
PCIL: Computer Anxiety 0.68 (t = 9.60)
STC: ERP Data Quality 0.91 (t = 60.56)

STC: System Performance 0.88 (t = 44.90)
STC: User Manuals (Help) 0.70 (t = 15.42)
STC: System Functionality −0.66 (t = 15.11)

OPC: Business Processes Fit 0.71 (t = 16.89)
OPC: ERP Support 0.84 (t = 39.06)

OPC: ERP Communication 0.88 (t = 47.68)
Note: t values are in brackets; all values are signed at p < 0.01.
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The variance explained for each dependent variable is indicated by the R2 generated
for each regression equation. The structural model gives a demonstration of predictive
power since R2 and adjusted R2 for key dependent variables are very high. R2 is 0.59 for
construct WC, 0.67 for construct PU, 0.61 for construct PEOU, 0.67 for construct AT, and
0.37 for construct ExU, as presented in Table 3. All adjusted R2 are “moderate” according
to Chin [48], except AT and PU, which are “substantial”. The research discovered that
the research model used explains, on average, a high proportion of the variance since the
average R2 equals 0.58. The model average f 2 (as defined in Section 2.1), which equals 0.24,
reflects the moderate effect size-independent factors have on dependent factors (Table 5).
The highest effect was identified for second-order factor STC on construct PEOU (f 2 = 1.59),
and it contributes the most to the research model average effect size.

Moderating effects for the factors of the extended TAM were explored, and the results
are presented in Table 7:

• When analyzing the impact of construct WC on construct ExU, complementary media-
tion exists, while direct effect as well as indirect effect are significant. Indirect effects
analysis shows the following results:

# The indirect effect of AT (AT; WC→AT→ExU) is significant (β = 0.081, t = 1.993,
p = 0.046, [0.008; 0.171]);

# The indirect effects of PU and of AT (WC→PU→AT→ExU) do not meet the
significance threshold (β = 0.019, t = 1.509, p = 0.131, [0.001; 0.053]);

• When analyzing the impact of construct WC on construct AT, complementary media-
tion exists, while direct effects and an indirect effects via construct PU are significant
and pointed in the same direction;

• When analyzing the impact of construct PEOU on construct AT, neither direct nor
indirect effects are significant (no-effect non-mediation);

For second-order factors, total effects on construct ExU were calculated—these effects
exist and are important. Each group of second-order factors significantly impacts the
construct ExU:

• OPC significantly affects the construct ExU (β = 0.133, t = 3.450, p = 0.001);
• STC has a significant effect on construct ExU (β = 0.277, t = 5.961, p = 0.000);
• PCIL has a significant effect on construct ExU (β = 0.057, t = 2.114, p = 0.035).

Further analysis shows that for all three second-order factors, only the indirect effect
through construct WC is significant (OPC→WC→ExU: β = 0.108, t = 3.099, p = 0.002;
PCIL→WC→ExU: β = 0.046, t = 2.085, p = 0.037; STC→WC→ExU: β = 0.210, t = 4.588,
p = 0.000), while indirect effects through construct PU and construct PEOU are not statisti-
cally significant.

Table 7. Direct and indirect effect of extended TAM model.

Direct Effect
(DE)

95%
Confidence

Interval of DE
t Value Significance

(p < 0.05)?
Indirect

Effect (IE)

95%
Confidence

Interval of IE
t Value Significance

(p < 0.05)?

WC→ExU 0.432 [0.295; 0.558] 6.563 Yes (0.000) 0.081 [0.008; 0.171] 1.993 Yes (0.046)
WC→AT 0.495 [0.277; 0.684] 4.805 Yes (0.000) 0.117 [0.008; 0.171] 2.417 Yes (0.016)

PEOU→AT 0.089 [−0.080; 0.274] 0.980 No (0.327) 0.020 [−0.017; 0.095] 0.733 No (0.464)
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Figure 4. Findings of structural model analysis. Note: Path sign.: ** p < 0.01; * p < 0.05; n.s. = not
significant (dotted arrows).

3.4. Blindfolding Procedure

In addition to assessing the R2 values (i.e., a measure of predictive accuracy), the
Stone–Geisser’s Q2 value (i.e., a criterion of predictive relevance) was calculated as well.
The blindfolding approach [51] calculates the cv-communality index (H2) as well as the
cv-redundancy index (Q2) for constructs and indicators. An H2 and Q2 values greater than
zero confirm that the structural and measurement models are important for forecasting [38].
As can be seen from Table 8, all values of H2 exceed 0 (average values of H2 = 0.492) and
all values of Q2 exceed 0 (average value of Q2 = 0.442). Our measurement model shows a
higher level of quality as compared with the structural one. Since the value of 0.02 indicates
“a small effect size, 0.15 a medium one, and 0.35 a high effect size” [105], both models have
a high level of predictive acceptability.
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Table 8. cv-redundancy (Q2) and cv-communality (H2) indices.

Construct H2 Q2

PCIL: Personal Innovativeness 0.456 0.559
PCIL: Computer Anxiety 0.427 0.353

PCIL 0.250
STC: ERP Data Quality (Content) 0.597 0.582

STC: System Performance 0.511 0.504
STC: User Manuals (Help) 0.576 0.38
STC: System Functionality 0.604 0.396

STC 0.432
OPC: Business Processes Fit 0.640 0.454

OPC: ERP Support 0.296 0.533
OPC: ERP Communication 0.322 0.504

OPC 0.342
PU 0.830 0.547

PEOU 0.456 0.32
WC 0.611 0.403
AT 0.448 0.437

ExU 0.558 0.217

3.5. Artificial Neural Network Analysis

The next step is the application of ANN models. They are applied to classify the
relative impact of only important predictors acquired from analysis of PLS-SEM. Based on
the proposed research model and the results of PLS-SEM, it is possible to create four ANN
models: Model 1, where the inputs are OPC, PCIL, and STC and the output is WC; Model 2,
where the inputs are STC and WC and the output is PU; Model 3, where the inputs are
WC and PU and the output is AT); and Model 4, where the inputs are WC and AT and the
output is ExU).

However, before assessing the ANN models, the ANOVA Test of Linearity was ap-
plied [15,62]. It tests the presence of non-linear relationships in potential ANN models. The
results of the ANOVA test of Linearity are included in Table 9.

Table 9. ANOVA Test of Linearity.

Sum of
Squares df Mean

Square F Sig. Deviation from
Linearity

WC × OPC 1.275 35 0.036 1.242 0.184 NO
WC × PCIL 0.842 21 0.040 0.877 0.621 NO
WC × STC 2.000 55 0.036 1.108 0.310 NO
PU × STC 2.217 55 0.040 1.038 0.419 NO
PU ×WC 0.379 17 0.022 0.962 0.503 NO
AT ×WC 0.864 17 0.051 2.922 0.000 YES
AT × PU 0.249 10 0.025 0.903 0.531 NO

ExU ×WC 0.809 17 0.048 1.237 0.239 NO
ExU × AT 0.841 11 0.076 1.808 0.055 NO

The test results show that the connection among construct WC and construct AT
has a statistically significant deviation from linearity (with significance p < 0.05), while
the relationship between construct AT and construct ExU is very close to this conclusion
(p = 0.055). These results justify the introduction of artificial neural networks, which are ca-
pable of considering non-linear effects present and, therefore, of more accurately modeling
user behavior.

In this research, ANNs were formed in SPSS 20. All ANN models have one hidden
layer [59], and the number of neurons in this hidden layer was regulated by simulation
software system [65,106]. There were two hidden layers for all four ANN models. As
an activation function in hidden as well as output layers, sigmoid was used [58,101]. An
example of an ANN model created in SPSS is shown in Figure 5.

The testing research sample was split into training sub-sample (90% of the data) and
testing sub-sample (left over 10% of the data) [19,107]. Among the more common prob-
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lems in the ANN analysis is the over-fitting—the situation when the ANN model simply
remembers all training cases and loses the capability for general analysis, i.e., forecasting
the result accurately with a previously invisible set of inputs [64]. To avoid this situation,
ten-fold cross-validation was used [52,107].

“The RMSE (Root Mean Square Error) is applied to estimate the predictive accuracy of
ANN models” [65,108]. The results that refer to both sets of data (testing and training) for
all 10 ANNs were obtained (Table 10).

Low average values for RMSE for all four ANN models, for both training and test-
ing datasets (varying from 0.0913 to 0.1354), reflect the good predictive power of the
models [57].

Finally, to determine the relative importance of each predictor (variations of the output
for different values of the input), sensitivity analysis of the ANN models was performed.
The normalized significance of each predictor was computed by dividing the relative
significance values by the largest significance value [16,107]. It is usually expressed in
percentages. The results of ANN sensitivity analysis, i.e., the relative and normalized
importance of the predictors in each ANN model, were obtained (Table 11).

Figure 5. An example of an ANN model—Model 1.

Table 10. RMSE values of ANN model.

ANN

Model 1
Inputs: OPC, PCIL, STC;

Output: WC

Model 2
Inputs: STC, WC; Output:

PU

Model 3
Inputs: WC, PU;

Output: AT

Model 4
Inputs: WC, AT;

Output: ExU

Training Testing Training Testing Training Testing Training Testing

1 0.1320 0.0915 0.1049 0.1311 0.1066 0.0978 0.1344 0.1327
2 0.1141 0.1040 0.1100 0.1053 0.0997 0.1089 0.1329 0.1225
3 0.1191 0.1159 0.1254 0.0983 0.1296 0.0673 0.1311 0.1499
4 0.1113 0.1240 0.1127 0.0926 0.0988 0.0805 0.1601 0.1309
5 0.1164 0.0934 0.1091 0.1049 0.1022 0.0737 0.1322 0.1189
6 0.1124 0.1095 0.1075 0.1146 0.0937 0.1234 0.1312 0.1306
7 0.1114 0.1486 0.1075 0.1125 0.0988 0.0819 0.1356 0.1338
8 0.1178 0.1040 0.1105 0.0881 0.1038 0.0840 0.1343 0.1246
9 0.1162 0.0784 0.1100 0.1065 0.0975 0.1079 0.1309 0.1290

10 0.1163 0.0957 0.1093 0.0990 0.0984 0.0880 0.1314 0.1237

Mean 0.1167 0.1065 0.1107 0.1053 0.1029 0.0913 0.1354 0.1297
St. dev. 0.0060 0.0197 0.0056 0.0123 0.0100 0.0177 0.0088 0.0086
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The most significant predictor of WC is the OPC—(second-order construct), followed
by STC (second-order construct) and PCIL (second-order construct), which is in contrast
with the PLS-SEM results, in which STC had a stronger effect than OPC. WC was identified
as a far more important antecedent of PU than STC, which is the same as predicted by
PLS-SEM, with a minor relative difference in influence—the ANN model predicted that
this relative difference was slightly lower than that predicted by PLS-SEM. Similarly, WC
was identified as a far more significant predictor of AT than PU, which is again the same as
predicted by PLS-SEM results. Again, there was a minor relative difference in influence—
the ANN model predicted that this relative difference was slightly higher than the PLS-SEM
predictions. Finally, the ANN model predicted that WC has a stronger influence on ExU
compared to AT, which is in line with PLS-SEM findings, but the relative difference was
slightly lower. These minor differences between the two techniques and the results obtained
reflect the higher prediction accuracy of the ANN models, which consider existing non-
linear effects among variables [62].

Table 11. Neural network sensitivity analysis.

Network
Model 1

Relative Importance
Model 2

Relative Importance
Model 3

Relative Importance
Model 4

Relative Importance

OPC PCIL STC STC WC WC PU WC AT

1 0.498 0.072 0.43 0.242 0.758 0.568 0.432 0.666 0.334
2 0.39 0.208 0.402 0.214 0.786 0.778 0.222 0.71 0.29
3 0.529 0.152 0.32 0.263 0.737 0.547 0.453 0.608 0.392
4 0.471 0.121 0.408 0.398 0.602 0.955 0.045 0.588 0.412
5 0.451 0.117 0.433 0.218 0.782 0.759 0.241 0.69 0.31
6 0.56 0.149 0.291 0.296 0.704 0.872 0.128 0.737 0.263
7 0.503 0.02 0.478 0.237 0.763 0.946 0.054 0.637 0.363
8 0.426 0.068 0.506 0.321 0.679 0.683 0.317 0.746 0.254
9 0.499 0.186 0.315 0.285 0.715 0.914 0.086 0.716 0.284

10 0.529 0.01 0.461 0.318 0.682 0.907 0.093 0.724 0.276

Average Importance 0.486 0.110 0.404 0.279 0.721 0.793 0.207 0.682 0.318
Normalized Importance (%) 100.0 22.7 83.3 38.7 100.0 100.0 26.1 100.0 46.6

3.6. The Importance–Performance Map Analysis (IPMA)

To obtain further insights, IPMA was used, by merging the importance (I) and perfor-
mance (P) dimensions analysis [20,38]. IPMA allows identifying areas where the action is
required. Namely, one may identify parts of the process with relatively high importance yet
relatively low performance to implement the corresponding management tools leading to
improvements. Table 12 and Figure 6 show both dimensions of the constructs influencing
the dependent variable—ExU.

Table 12. Data of the importance–performance map for extended use of ERP system (ExU).

Importance Performance

AT 0.162 74.207
OPC 0.133 57.527
PCIL 0.057 77.587

PEOU 0.018 56.665
PU 0.034 61.965
STC 0.277 62.019
WC 0.532 62.075

Mean value 0.173 64.578

IPMA results are presented by the two-dimensional graph, where the horizontal axis
describes the “importance” (total effect) of influential factors using a scale from 0 to 1, and
the vertical axis describes their performance, using a scale from 0 to 100. The graphs in
Figure 6 and Table 12 reveal that the most important construct was WC, followed by STC,
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AT, OPC, PCIL, PU, and PEOU. However, the construct with the best performance was PCIL,
followed by the AT, STC, WC, PU, OPC, and PEOU. The most important finding is that the
performance of WC does not match its importance. Consequently, for managerial activities
to increase the ExU, the emphasis should be on the construct of WC, which can be obtained
by emphasizing the predecessors of the second-order construct STC and second-order
construct OPC, where performance still has the possibility for significant improvements.

Figure 6. 3 IPMA for the endogenous variable extended use of the ERP system (ExU).

4. Discussion

The main objective of this paper is to show the effectiveness of the proposed method-
ological process, which consists of five phases and are aimed at determining the important
information provided by the results of each implemented methodological phase: (i) PLS-
SEM—assessment of measurement model; (ii) PLS-SEM—assessment of structural model;
(iii) PLS-SEM—the blindfolding procedure; (vi) ANN analysis based on PLS-SEM results;
(v) IPMA procedure based on PLS-SEM results.

We presented a research case and a model of constructs influencing the adoption
and in-depth use of important information technology in companies by employees. We
emphasize that the information technology we are considering is crucial for maintaining the
company’s competitive position and for creating its competitive advantages; moreover, in
the conditions of the digitalization of business, which are especially present in the automo-
tive industry (which we considered in our research case), the in-depth use of information
systems in the company is the basis of and condition for the operation (existence) of the
company. The information technology in question is the ERP, which is a core information
system in modern companies.

The importance of successful ERP implementation in all phases of the life cycle is
extremely important for companies [46,64,69,81]. Nevertheless, this implementation often
suffers from failure, reflecting the fact that the success of the advanced use of ERPs in
companies is influenced by several factors, in turn influencing the level of acceptance of
these systems by employees. In the research case presented in this paper, we analyzed
the factors that influence the acceptance of ERPs by employees in companies based on the
attitude they develop towards this information technology and their in-depth use of it. The
importance of this topic for companies is also evidenced by extensive research work and
the search for solutions to reduce the failure rate through process modeling with a series of
theoretical models. In doing so, the TAM has been confirmed to be appropriate in a number
of different cases, with SEM proving to be an appropriate methodology used to test the
model [11–14,109–113].

Although business information solutions and systems themselves are becoming in-
creasingly complex, the research methodology for testing theoretical models in this field
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relatively rarely uses advanced, new approaches within SEM or their combinations with
advanced artificial intelligence methods despite the high level of complexity associated
with human decisions (which is, of course, the case in the field addressed in this study).
Results show that the proposed methodological process enriches results of PLS-SEM; this is
achieved using the advanced data analysis methods of the ANN and IPMA, thus creating
the basis for evidence-based, grounded business decisions to support the development of
the mature use of ERPs in companies. We explored a combined methodological approach
involving PLS-SEM, advanced new procedures in this framework, and ANN analysis of
artificial intelligence that can intervene in the linearity of the SEM model. We wanted to
supplement the PLS-SEM results in terms of the assumption of nonlinear relationships
in the model on one hand and, on the other hand, to establish the ranking of the factors
obtained with PLS-SEM according to their relative importance as predictors.

The research results obtained in the first three phases (i) PLS-SEM—assessment of
measurement model; (ii) PLS-SEM—assessment of structural model; and (iii) PLS-SEM—
the blindfolding procedure) follow.

The outcomes endorse the existence and significance of most of the expected rela-
tionships foreseen in the structural model using the PLS-SEM technique (Figures 3 and 4),
except relationships for construct PEOU (hypotheses H1 and H2), which are two relation-
ships proposed by Davis [75,76]. As Figure 4 shows, construct PEOU had no significant
impact on the construct PU and/or the construct AT. This finding corresponds with findings
of research studies by other authors, which argue that PEOU seems to be more meaningful
during implementation phases of the ERP system and becomes less important in the latter
stages of the ERP system life cycle, when the system is in use for a longer time [30,76].

Data analysis shows that construct PU had a direct positive impact on the construct
AT, which confirms H3 and prior conducted research studies [33,75,76]. Construct WC was
introduced as the level to which an ERP user is able to implement almost all of his/her
work duties using implemented ERP system. Our investigation shows that construct WC
influenced construct PU, which confirms hypotheses H4 and prior findings [34,35,81,97].
Construct WC also directly and indirectly (through construct PU) influenced construct AT,
which confirms hypotheses H5 and prior research studies [30,34,35]. Construct WC also
directly and indirectly (through construct AT) influenced construct ExU, which confirms
hypothesis H6 [35]. Construct AT did not have as strong a direct impact on construct ExU
as construct WC, but it was a significant one (which confirms H7).

The research included external factors by grouping them into second-order factors
(which confirms hypotheses H8a, H9a, H9b, H9c and H10a). Results (Figure 4, Table 8)
show that several important external factors were identified.

Research results of the fourth phase ((vi) ANN analysis based on PLS-SEM results)
that enrich the results of the first three phases follow.

The results show that some relationships show a significant deviation from linearity,
which was expected given the content characteristics of the variables in the model. There
were some, albeit minor, differences between the findings of the traditional PLS-SEM
technique in addition to the ANN analysis, which can represent important added value and
useful information for the informed decision-maker and the basics for business decision-
making. For example, such a result is a different order of importance for factors or predictors
of WC values: the most important predictor was OPC, followed by STC and PCIL, which
is in contrast to the PLS-SEM results, in which STC had a stronger influence than OPC.
Similarly, the ANN model predicted that WC had a stronger impact on ExU as compared to
AT, which is consistent with the PLS-SEM findings, but the relative difference between their
importance in ANN is slightly smaller. The results of the ANN analysis and the differences
with the SEM results reflect the higher prediction accuracy of the ANN models, which
consider existing non-linear effects among variables [62].

Research results of the fifth phase ((v) IPMA procedure based on PLS-SEM results),
add the following important information to what has already been gained.
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The last step in the research was the importance–performance analysis to identify the
gap between the levels of importance and the levels of performance of factors in the model.
Based on IPMA results, the researched company can improve ExU through construct WC
and its second-order antecedents, as well as via the STC, where the most effort should be
focused on data quality and accuracy, higher system performance, better user manuals,
and improved ERP system functionalities.

By implementing this methodological approach, this research gives important insights
on how to increase the recognition of the impact of several constructs that can expand the
level of the ExU in the maturity stage. Knowing the structure of the individual important
factors that we have identified, but which have not yet been sufficiently developed in the
company, it is possible to form direct instructions for the implementation of managerial
decisions based on the results of the research. The implementation of these decisions then
affects the success of the acceptance of the ERP system in the mature phase of the use of
these systems in the company and results in more in-depth use of ERP solutions by ERP
users. This contributes to improvements in their productivity.

This study was limited to quantitative research and was conducted using the TAM
research method for the described sample. We also believe that the described findings
can be extended by implementing the qualitative approach, which could further enrich
the understanding in the field of acceptance and perception of information technology by
employees in companies. As we have already noted, human perception and assessment
are complex. Therefore, additional qualitative research, with in-depth interviews with
carefully selected focus groups (IS/IT users, managers, developers of business information
systems) could represent important value-added content from the conducted quantitative
research. In addition to that, it would make sense to upgrade this research by examining
the differences regarding acceptance of an ERP system by two groups (management and
employees) as the scope of functionality that one group of users (employees) has to use
varies greatly as compared to the other group (management). This study was also limited
to the mature stage of ERP usage in the company; therefore, future research may also
investigate the factors that influence the acceptance of ERP solutions in different stages of
the life-cycle of ERP usage in companies. Furthermore, it would be also worth studying and
testing the model for other business information systems such as CRM, HRM, DMS, etc.

5. Conclusions

The results of our research are important from two perspectives: (i) from a method-
ological perspective and (ii) from a business practice perspective, to provide a basis for
evidence-based decision-making.

From a methodological point of view, we showed how to upgrade the traditional
PLS-SEM method results with the artificial intelligence method of ANN analysis and with
new advanced techniques within PLS-SEM. We showed how to enrich the results of the
PLS-SEM model by identifying nonlinear relationships in the model and by analyzing
the relative importance of factors in the model, as well as by IPMA, which in some way
shows a bottleneck in the process—the possible gap between the levels of importance and
performance for individual factors in the model.

On this basis, business managerial decisions can be more in-depth and reasoned. We
used this approach in the example of the model of the acceptance of business information
systems by users in organizations, where we studied the mature stages of the use of ERP
systems in a company. The presented methodological process is useful in various areas of
the business decision-making process in organizations.
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52. Kalinić, Z.; Marinković, V.; Djordjevic, A.; Liebana-Cabanillas, F. What drives customer satisfaction and word of mouth in mobile
commerce services? A UTAUT2-based analytical approach. J. Enterp. Inf. Manag. 2020, 33, 71–94. [CrossRef]

53. Haykin, S. Neural Networks: A Comprehensive Foundation; Prentice Hall: Englewood Cliffs, NJ, USA, 2001.
54. Higueras-Castillo, E.; Kalinic, Z.; Marinkovic, V.; Liébana-Cabanillas, F. A mixed analysis of perceptions of electric and hybrid

vehicles. Energy Policy 2020, 136, 111076. [CrossRef]
55. Negnevitsky, M. Artificial Intelligence: A guide to Intelligent Systems, 3rd ed.; Pearson Education: Essex, UK, 2011.
56. Foo, P.-Y.; Lee, V.-H.; Tan, G.W.-H.; Ooi, K.-B. A gateway tp realising sustainability performance via green supply chain

management practicies: A PLS-ANN approach. Expert Syst. Appl. 2018, 107, 1–14. [CrossRef]
57. Leong, L.-Y.; Hew, T.-S.; Ooi, K.-B.; Lee, V.-H.; Hew, J.J. A hybrid SEM-neural network analysis of social media addiction. Expert

Syst. Appl. 2019, 133, 296–316. [CrossRef]
58. Liebana-Cabanillas, F.; Marinkovic, V.; Ramos de Luna, I.; Kalinic, Z. Predicting the determinants of mobile payment acceptance:

A hybrid SEM-neural network approach. Technol. Forecast. Soc. Chang. 2018, 129, 117–130. [CrossRef]
59. Sharma, S.; Sharma, H.; Dwivedi, Y. A Hybrid SEM-Neural Network Model for Predicting Determinants of Mobile Payment

Services. Inf. Syst. Manag. 2019, 36, 243–261. [CrossRef]
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