Joint Optimization of Ticket Pricing Strategy and Train Stop Plan for High-Speed Railway: A Case Study
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Abstract: In this study, we examined ticket pricing and train stop planning for the high-speed railway (HSR), which integrates two key aspects of railway operation and organization. We considered that passenger demand is sensitive to the generalized travel cost (depending on the ticket price and the travel time) and that the train stop plan can affect the travel time and passenger distribution. Then, a mixed-integer non-linear optimization model was proposed for the joint problem of ticket pricing and train stop planning to maximize HSR’s transport revenue and minimize passengers’ travel time. Based on the high similarity between combinatorial optimization problems and the solid annealing principle, we designed a combined simulated annealing (CSA) algorithm to solve practical problems. The results of a numerical example in the real HSR network showed that the proposed method can improve transport revenue by 5.1% and reduce passengers’ travel time loss by 11.15% without increasing transport capacity.
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1. Introduction

High-speed railway (HSR) is the preferred transport mode for medium-to-long-distance passengers across the world, especially in China. Up to now, China has constructed an HSR network with an operational mileage of 40,000 km, which has successfully transported more than 18 billion passengers. HSR has enabled most of the railway passenger transport in China, and is playing an increasingly important role in the entire passenger transport market.

However, compared with other competitive transport modes, such as air and highway transportation, the market-oriented operation of the HSR is relatively backward in China. This is mainly manifested in its fixed pricing strategy. The ticket price of HSR in China is calculated by multiplying the transport mileage by the price rate depending on seat class and has been strictly controlled by the government for the past few years. This price mechanism ignores the effect of passenger demand on price adjustment, which is not conducive to the sustainable development of the HSR.

Realizing the drawbacks of the existing pricing strategy, the National Development and Reform Commission has allowed railway enterprises to set HSR ticket prices independently since 2016. Several railway enterprises have implemented price reforms for some high-speed trains, and the practical results have demonstrated that dynamic pricing for HSR can indeed help railway operators improve ticket revenue, which means realizing revenue management (RM) for HSR.
Since originating in the 1970s, RM has been a long-standing issue in many service industries, such as airlines and hospitality [1–7]. The successful application of RM in airlines has encouraged many researchers to conduct RM studies for railways [8–12]. Compared with conventional railways, the policies in pricing and operation modes for HSR are more flexible, which provides more RM applicability for HSR. In Japan and some European countries, railway enterprises implemented RM for HSR earlier than for conventional railways [9]. China Railway has obtained pricing rights for HSR, and has an opportunity to further realize RM.

Ticket pricing and seat control are two significant strategies used by railway enterprises to realize RM. They are interrelated and complementary to each other, and thus should be comprehensively considered in an RM system. Since the train stop plan has a significant impact on seat allocation, it is also mutually interrelated with ticket pricing. The ticket pricing and seat allocation problem has generated numerous studies, but often the two issues have been treated separately. Moreover, such papers have assumed that the train stop plan is fixed to compute the optimal allocation of resources.

This paper aims at filling this gap by establishing a mathematical model for the joint problem of ticket pricing, seat allocation, and train stop planning for HSR. The goal is to balance transport supply and passenger demand, improve the revenue of railway enterprises, and reduce the total travel time of passengers.

Our contributions can be summarized as follows:

(1) Few studies consider the joint problem of HSR pricing, seat allocation, and train stop planning. This is one of the limited number of papers that jointly optimize pricing, seat allocation, and stop planning for HSR.

(2) Considering the impact of the stop plan on the travel time, an elastic passenger demand function related to the ticket price and travel time is constructed.

(3) Based on the simulated annealing theory, an efficient solution algorithm is designed for the combinatorial optimization problem of ticket pricing, seat allocation, and train stop planning for HSR.

The remainder of this paper is organized as follows. Section 2 presents the research on ticket pricing, seat allocation, and train stop planning. Section 3 describes the elastic passenger demand and choice behaviors in a mathematical way, and formulates a collaborative ticket pricing and stop planning model. Section 4 elaborates on the design of the solution algorithm and the specific implementation steps. Section 5 provides an empirical analysis. Section 6 concludes the research and gives future research directions.

2. Literature Review

Dynamic pricing is a classic strategy used by enterprises to improve revenue. It involves selling the same product to different consumers at the right time at different prices. The basics of dynamic pricing comprise the supply capacity of enterprises and the market demand. A suitable dynamic pricing strategy can also regulate and guide the market demand, which is beneficial to the operation of enterprises. Many papers have examined dynamic pricing problems for railways. Vuuren [13] and Jarocka and Ryciuk [14] focused on dynamic pricing for the peak and off-peak periods. In their studies, social welfare and enterprise profits were the main considerations for peak and off-peak pricing, respectively. In a number of studies, division of the ticket pre-sale horizon was the first stage of the dynamic pricing process. Mutations in passenger ticketing demand were usually regarded as signals from which to adjust ticket prices [15]. Based on the number of research efforts on passenger choice behavior [16,17], railway RM models for dynamic pricing of competing routes have been proposed [18,19]. They assumed that passengers can choose other transport modes providing different alternative timetables. In this context, Chen and Gao [19] developed a new method to compute the generalized travel cost, and then use the logit model to allocate passenger flows to different routes.
Numerical experiments suggested that their RM models can lead to significant revenue gains.

In terms of seat allocation, most existing research has assumed that passenger demand is fixed [20]. Nevertheless, railway passenger demand varies dynamically. Thus, Jiang et al. [21] studied an approach for HSR seat allocation with dynamic adjustments. They integrated dynamic seat allocation and short-term demand forecasting to improve the utilization of seats. Yan et al. [22] developed a seat allocation model for multiple HSR trains with flexible train formation. The authors allowed changes in the formation of each train to gain flexible capability. The study provided decision support for seat allocation and train formation simultaneously.

In recent years, the integration of pricing and seat allocation decisions has received more attention. The joint study was first conducted on a single train. Hettrakul et al. [23] supposed that the daily passenger demand was fixed, and used the multinomial logit and latent class models to obtain the ticket reservation time of passengers. Finally, they proposed a collaborative optimization model for railway dynamic pricing and seat allocation. Later, a limited number of studies focused on the joint pricing and seat allocation problem for multiple HSR trains with different stop patterns [24–27]. However, little research has included flexible train stop planning in the joint pricing and seat allocation problem.

The train stop plan is the most important part of the operation scheme for HSR. It determines whether a train can allocate tickets to an origin-destination pair (OD) and affects the total stopping time of each train. The stop plan is usually formulated according to passenger demand. Trains are generally scheduled to stop at large stations and partial small stations to form a good stop plan. On the one hand, this can improve the service quality of each station; on the other hand, it helps railway enterprises save the stopping cost by arranging resources rationally [28]. The stop plan formulation problem has been traditionally modeled and solved considering fixed train formation and fixed stopping time in order to minimize the total cost or the total travel time of passengers [29–31]. Jin et.al. [32] argued that a fixed stopping time may be insufficient for passengers to get on or off the train. Thus, their optimization model considered flexible train formation and flexible stopping time. In addition, many studies have incorporated timetabling in the stop plan optimization problem [33,34], and Qi et al. [35] further ameliorated the seat allocation during the joint optimization process.

In Table 1, we summarize the studies reviewed in this section and compare them with the study we propose. Comparisons are carried from the presence of a competitor and optimization aspects.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Competitor</th>
<th>Pricing</th>
<th>Seat Allocation</th>
<th>Stop Plan</th>
<th>Timetable</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13–15]</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[18,19]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[20–22]</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[23–27,35]</td>
<td>×</td>
<td>√</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[28–32]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>×</td>
</tr>
<tr>
<td>[33,34]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>√</td>
<td>✓</td>
</tr>
<tr>
<td>This research</td>
<td>×</td>
<td>√</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
</tbody>
</table>

3. Mathematical Formulation

3.1. Problem Analysis

The ticket price of HSR comprises the fees paid by passengers to purchase the HSR transport service, and should be determined considering national policies, transport costs,
capacity supply, and passenger demand. In recent years, China Railway has tried to independently set prices for high-speed trains under flexible supply and demand. Figure 1 depicts the price variation with supply and demand, where $Q$ and $G$ denote passenger demand and capacity supply, respectively; $D$ and $S$ represent the demand curve and supply curve, respectively; and the intersection (B) of the two curves is the equilibrium point of supply and demand.

![Figure 1. The impact of supply and demand on ticket price. (a) The demand curve; (b) The supply curve.](image)

The HSR train stop plan refers to the composition of trains’ stopping patterns under the given train operating section, class, and number of trains. It determines the stopping sequence of each train on the running path, and plays a crucial role in capacity supply. The stop plan determines the ODs for which each train can provide capacity, which in turn affects the number of tickets that each train allocates to each OD. As shown in Figure 2, Train 1 stops at Station 2 and Station 4 while Train 2 stops at Station 3. Assuming that the train capacity is 1000, the transport supply provided by the stop plan is shown in Table 2.

![Figure 2. An example of a train stop plan.](image)

**Table 2.** Transportation supply provided by the sample stop plan.

<table>
<thead>
<tr>
<th>OD</th>
<th>Availability of Transportation</th>
<th>OD Service Frequency</th>
<th>Possible Maximum Number of Tickets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train 1</td>
<td>Train 2</td>
<td></td>
</tr>
<tr>
<td>(1,2)</td>
<td>✓</td>
<td>✗</td>
<td>1</td>
</tr>
<tr>
<td>(1,3)</td>
<td>✗</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>(1,4)</td>
<td>✓</td>
<td>✗</td>
<td>1</td>
</tr>
<tr>
<td>(1,5)</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
</tr>
<tr>
<td>(2,3)</td>
<td>✗</td>
<td>✗</td>
<td>0</td>
</tr>
<tr>
<td>(2,4)</td>
<td>✓</td>
<td>✗</td>
<td>1</td>
</tr>
<tr>
<td>(2,5)</td>
<td>✓</td>
<td>✗</td>
<td>1</td>
</tr>
<tr>
<td>(3,4)</td>
<td>✗</td>
<td>✗</td>
<td>0</td>
</tr>
<tr>
<td>(3,5)</td>
<td>✗</td>
<td>✓</td>
<td>1</td>
</tr>
<tr>
<td>(4,5)</td>
<td>✓</td>
<td>✗</td>
<td>1</td>
</tr>
</tbody>
</table>
From Table 2, we can see that the train stop plan cannot serve OD (2,3) and (3,4). Thus, the corresponding number of tickets is 0. OD (1,5) can be served by two trains, so the number of tickets allocated to it can be up to 2000. This simple example can reflect the impact of the stop plan on the transport supply. By affecting the market supply and demand, the stop plan has an indirect impact on ticket prices.

For HSR trains, “stop depending on passenger demand” is an important principle. HSR is an alternative transportation mode whose passenger demand is affected by the ticket price; that is, the stop plan is indirectly affected by the ticket price.

On an HSR line consisting of N stations and N - 1 sections, there are L trains that run with different stop modes. According to the ticket-buying behavior of HSR passengers, the ticket pre-sale period is divided into multiple periods. Then, based on the price elasticity of passenger demand and the impact of the stop plan on passenger demand, the ticket pricing strategy, seat allocation scheme, and train stop plan should be decided simultaneously.

The variables and parameters used to model the problem are defined in Table 3.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>Set of all OD in a certain direction on an HSR line, any OD ((r, s) \in W) and (1 \leq r \leq s \leq N).</td>
<td>-</td>
</tr>
<tr>
<td>L</td>
<td>Set of all trains that depart on a certain day on the line, any train (l \in L).</td>
<td>-</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Set of predetermined price discounts, (\beta = {\beta_1, \beta_2, \ldots, \beta_M}) and (\beta_1 &lt; \beta_2 &lt; \cdots &lt; \beta_M).</td>
<td>-</td>
</tr>
<tr>
<td>(C_l)</td>
<td>The carrying capacity of train (l).</td>
<td>passengers</td>
</tr>
<tr>
<td>(K)</td>
<td>The number of ticket pre-sale periods, (k = 1, 2, \ldots, K).</td>
<td>-</td>
</tr>
<tr>
<td>(p_{lrs}^k)</td>
<td>The published ticket price (ceiling price) of train (l) on ((r, s)) in pre-sale period (k).</td>
<td>yuan</td>
</tr>
<tr>
<td>(e_{lrs}^k)</td>
<td>The generalized travel cost of the train (l) on ((r, s)) in pre-sale period (k).</td>
<td>yuan</td>
</tr>
<tr>
<td>(t_{lrs})</td>
<td>The travel time of train (l) on ((r, s)). (t_{lrs} = +\infty) when train (l) cannot provide transport service for ((r, s)).</td>
<td>minutes</td>
</tr>
<tr>
<td>(\varphi_{lrs}^k)</td>
<td>The sharing rate of train (l) for the passenger flow on ((r, s)) in pre-sale period (k).</td>
<td>%</td>
</tr>
<tr>
<td>(d_{lrs}^k)</td>
<td>The elastic passenger flow demand of train (l) on ((r, s)) in pre-sale period (k).</td>
<td>passengers</td>
</tr>
<tr>
<td>(\pi_l^n)</td>
<td>The stopping cost of train (l) at station (n).</td>
<td>yuan</td>
</tr>
<tr>
<td>(u_l^n)</td>
<td>The stopping time of train (l) at station (n).</td>
<td>minutes</td>
</tr>
<tr>
<td>(r_{lrs}^{k-1})</td>
<td>The passenger flow that is rejected in pre-sale period (k - 1) and continues to choose train (l) in period (k).</td>
<td>passengers</td>
</tr>
<tr>
<td>(\eta^k)</td>
<td>The elastic demand function coefficient in pre-sale period (k).</td>
<td>-</td>
</tr>
<tr>
<td>(v)</td>
<td>The time value conversion coefficient.</td>
<td>yuan/min</td>
</tr>
<tr>
<td>(\theta)</td>
<td>The utility conversion coefficient.</td>
<td>-</td>
</tr>
</tbody>
</table>

Decision variables

| \(y_{lrs}^k\) | The price discount of train \(l\) on \((r, s)\) in pre-sale period \(k\). \(y_{lrs}^k \in \beta\) and \(y_{lrs}^k\) is a discrete variable. | - |
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\[ x^n_l = 1 \text{ when train } l \text{ stops at station } n; \text{ otherwise } x^n_l = 0. \]
\[ z^k_{irs} \] The number of seats that train \( l \) allocates to \((r, s)\) in pre-sale period \( k \). \( z^k_{irs} \) is an integer variable.

From Table 3, the price discount \( \beta \) gives the lowest and highest fare levels \( \beta_1 \) and \( \beta_M \). \( \beta_M \) is the published ticket price set by the government to ensure HSR’s social welfare, while \( \beta_1 \) is determined based on the operational cost of HSR. Then, the ticket price can be represented by

\[ p^k_{irs} = y^k_{irs} \cdot p_{irs} \]  \hspace{1cm} (1)

where \( p^k_{irs} \) is the ticket price of train \( l \) on \((r, s)\) in pre-sale period \( k \), \( y^k_{irs} \) is the corresponding price discount, and \( p_{irs} \) is the published ticket price of train \( l \) on \((r, s)\).

To simplify the research and formulation of the problem, some assumptions used in our model are as follows:

(1) All ODs have the same demand elasticity in the same ticket pre-sale period.
(2) For the same OD and same train, the ticket price will not be reduced as the train departure time approaches.
(3) Passengers who fail to obtain tickets in a certain period will continue to buy the tickets in the next period.
(4) Different seat classes, ticket overbooking, and cancellations are not considered.

3.2. Elastic Passenger Demand and Choice Behavior

Generalized travel cost is the most critical influencer of passenger demand. It is described by the ticket price and the travel time (Deng et al. [27]):

\[ c^k_{irs} = p^k_{irs} + v \cdot t_{irs} \]  \hspace{1cm} (2)

where \( t_{irs} \) is the travel time of train \( l \) on OD \((r, s)\) in pre-sale period \( k \), and \( v \) is the time value conversion coefficient.

Then, the average generalized travel cost of \((r, s)\) is

\[ c^k_{rs} = \frac{1}{\sum_{l \in L} x^k_l \cdot x^n_l} \sum_{l \in L} c^k_{irs} \cdot x^k_l \cdot x^n_l \]  \hspace{1cm} (3)

The passenger flow demand will vary flexibly with the generalized travel cost. Here, the log-linear function is used (Qi et al. [35]) to describe the elastic demand of \((r, s)\) in period \( k \).

\[ q^k_{rs}(c^k_{rs}) = q^{k_0}_{rs}(c^{k_0}_{rs}) \cdot \exp \left[ -\eta^k \left( \frac{c^k_{rs}}{c^{k_0}_{rs}} - 1 \right) \right] \]  \hspace{1cm} (4)

where \( c^{k_0}_{rs} \) is the average generalized travel cost of \((r, s)\) under the fixed pricing strategy, \( q^{k_0}_{rs}(c^{k_0}_{rs}) \) is the corresponding passenger demand, and \( \eta^k \) is the elastic demand function coefficient in pre-sale period \( k \).

For all trains that can serve \((r, s)\), we use the logit model to describe passengers’ choice behavior among them (Qiin et al. [26]):

\[ \varphi^k_{irs} = \frac{\exp \left( -\theta c^k_{irs} \right)}{\sum_{l' \in L} \exp \left( -\theta c^k_{irs} \right)} \]  \hspace{1cm} (5)

where \( \theta \) is the utility conversion coefficient.

Then, the elastic passenger demand of train \( l \) on \((r, s)\) in pre-sale period \( k \) can be obtained by
\begin{equation}
q_{lrs}^k = q_{lrs}^k(r,s) \cdot \varphi_{lrs}^k = q_{lrs}^k(r,s) \cdot \exp \left[ -\eta_k \left( \frac{c_{lrs}}{c_{rs}} - 1 \right) \right] \cdot \frac{\exp(-\theta c_{lrs})}{\sum_{r's} \exp(-\theta c_{r's})}
\end{equation}

3.3. Integrated Optimization Model of Ticket Pricing and Stop Planning

3.3.1. Objective Function

In order to improve the revenue of the enterprise, the objective function is constructed based on two aspects: maximizing the transport revenue for HSR and minimizing the total time loss for passengers.

(1) Transport revenue

The revenue is the difference between the ticket income and the stopping cost of all trains.

\begin{equation}
R = \sum_{k=1}^{K} \sum_{(r,s) \in W} \sum_{l \in L} y_{lrs}^k \cdot p_{lrs} \cdot z_{lrs}^k - \sum_{l \in L} x_l^1 \cdot \pi_l^n
\end{equation}

where \( z_{lrs}^k \) is the number of seats that train \( l \) allocates to \((r,s)\) in pre-sale period \( k \), \( x_l^n \) is the stopping variable, and \( \pi_l^n \) is the stopping cost of train \( l \) at station \( n \).

(2) Time loss of passengers

The time loss of passengers is determined by trains’ stopping time at each intermediate station. We introduce passengers’ average unit time value \( \vartheta \) to describe it.

\begin{equation}
V = \sum_{(r,s) \in W} \sum_{l \in L} \left[ \sum_{k=1}^{K} z_{lrs}^k \cdot \sum_{n=r+1}^{s-1} x_l^n \cdot u_l^n \right]
\end{equation}

where \( u_l^n \) is the stopping time of train \( l \) at station \( n \).

Finally, use weighting coefficients \( \omega_1 \) and \( \omega_2 \) to unify the sub-objective functions as a single objective function

\begin{equation}
\max Z = \omega_1 \cdot R - \omega_2 \cdot V
\end{equation}

where \( \omega_1 \) and \( \omega_2 \) should be determined according to the importance of each sub-objective function. Here, the values of \( \omega_1 \) and \( \omega_2 \) are, respectively, taken as 0.6 and 0.4.

3.3.2. Constraints

(1) Price constraints

At first, the ticket price must be positive.

\begin{equation}
y_{lrs}^k > 0 \quad (r,s) \in W, l \in L, 1 \leq k \leq K
\end{equation}

For the railway enterprises to better organize passenger transport, it is necessary to prevent passengers from buying tickets near the departure time. Thus, the closer to the departure time, the higher the ticket price should be.

\begin{equation}
y_{lrs}^{k-1} \leq y_{lrs}^k \quad (r,s) \in W, l \in L, 2 \leq k \leq K
\end{equation}

(2) Ticket (seat) constraints

Firstly, the number of tickets that any train \( l \) allocates to \((r,s)\) in period \( k \) should be an integer.

\begin{equation}
z_{lrs}^k \in N \quad (r,s) \in W, l \in L, 1 \leq k \leq K
\end{equation}

Secondly, a train may allocate tickets to OD \((r,s)\) only when it can serve the OD.

\begin{equation}
(x_l^1 \cdot x_l^n - 1) \cdot z_{lrs}^k = 0 \quad (r,s) \in W, l \in L, 1 \leq k \leq K
\end{equation}

Finally, the number of tickets (seats) that train \( l \) allocates to \((r,s)\) in period \( k \) should not exceed the passenger demand (Deng et al. [27]).
\[ x_{irs}^k \leq q_{irs}^k + r_{irs}^{-k} \ (r,s) \in W, l \in L, 1 \leq k \leq K \]  \hfill (14)

where \( r_{irs}^{-k} \) refers to the passenger demand that is rejected in pre-sale period \( k - 1 \) and continues to choose train \( l \) in period \( k \). The setting of this variable makes it possible for the passenger demand rejected in early periods to be satisfied in subsequent periods, so that more passenger demand can be satisfied. According to the assumption (3), passengers who fail to obtain tickets in a certain period will continue to buy tickets in the next period. The transfer passenger demand can be regarded as part of the initial passenger flow in the next period. Therefore, if the rejected passenger demand is denoted as \( f_{irs}^{k-1} \), \( r_{irs}^{-k} \) can be obtained according to:

\[ r_{irs}^{-k} = f_{irs}^{k-1} \cdot q_{irs}^k = f_{irs}^{k-1} \cdot \exp \left[ -\eta^k \left( \frac{c_{irs}^k}{c_{irs}^0} - 1 \right) \right] \cdot \frac{\exp(-\theta c_{irs}^k)}{\sum_{l' \in L} \exp(-\theta c_{l's}^k)} \]  \hfill (15)

(3) Capacity constraints

The number of tickets allocated by a train to any section cannot exceed the train’s capacity.

\[ \sum_{k=1}^{K} \sum_{r=1}^{j} \sum_{s=j+1}^{N} z_{irs}^k \leq C_l \ l \in L, \forall j \in [1, N - 1] \]  \hfill (16)

where \( C_l \) is the carrying capacity of train \( l \).

(4) Reachability constraints

For each OD pair, there must be trains that can serve it.

\[ \sum_{l \in L} x_{l}^r \cdot x_{l}^s \geq 1 \ (r, s) \in W \]  \hfill (17)

To sum up the above expressions (1)–(17), Equations (2), (4), (5), and constraint (14) refer to existing studies, while others are newly proposed here.

The objective function (9), Constraint (13), Constraint (15), and Constraint (17) are nonlinear, while other constraints are linear. Constraint (13) can be linearized by introducing a large enough positive number \( M \):

\[ z_{irs}^k \leq M \cdot x_{l}^r \ (r, s) \in W, l \in L, 1 \leq k \leq K \]  \hfill (18)

\[ z_{irs}^k \leq M \cdot x_{l}^s \ (r, s) \in W, l \in L, 1 \leq k \leq K \]  \hfill (19)

Constraint (17) can be linearized by introducing a new binary variable \( g_{irs} \):

\[ \sum_{l \in L} g_{irs} \geq 1 \ (r, s) \in W \]  \hfill (20)

\[ g_{irs} \leq x_{l}^r \ (r, s) \in W, l \in L \]  \hfill (21)

\[ g_{irs} \leq x_{l}^s \ (r, s) \in W, l \in L \]  \hfill (22)

Finally, the joint optimization model for HSR ticket pricing and train stop planning can be formulated as follows s.t.

\[ \max Z = \omega_1 \cdot R - \omega_2 \cdot V \]  \hfill (23)

Constraints (10)–(12), (14)–(16), and (18)–(22)

Table 4 details the variables and constraints in the formulated model.

<table>
<thead>
<tr>
<th>Item</th>
<th>Type</th>
<th>Size</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{irs}^k )</td>
<td>Variable</td>
<td>( (</td>
<td>L</td>
</tr>
</tbody>
</table>
4. Solution Method

As an HSR line usually has many intermediate stations and an HSR train has many seats, the model proposed above is a super-large-scale mixed-integer nonlinear programming model. Numerous variables and constraints make it difficult to solve the model with efficient and accurate algorithms. Thus, a heuristic algorithm is chosen for solving and computational analysis. Moreover, the joint problem is a combinatorial optimization problem, which has a strong similarity with the solid annealing principle of SA (as shown in Table 5). Thus, we will design an efficient method based on SA to solve the joint model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>x_i^h</th>
<th>Variable</th>
<th>z_k^l</th>
<th>Variable</th>
<th>g_lrz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x_i^h</td>
<td>Variable</td>
<td></td>
<td></td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>z_k^l</td>
<td>Variable</td>
<td></td>
<td></td>
<td>Integer</td>
<td></td>
</tr>
<tr>
<td>g_lrz</td>
<td>Variable</td>
<td></td>
<td></td>
<td>Binary</td>
<td></td>
</tr>
<tr>
<td>Constraint (10)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (11)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (12)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (14)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (15)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Nonlinear</td>
<td></td>
</tr>
<tr>
<td>Constraint (16)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (18)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (19)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (20)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (21)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
<tr>
<td>Constraint (22)</td>
<td>Constraint</td>
<td></td>
<td></td>
<td>Linear</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Solid annealing vs. combinatorial optimization.

<table>
<thead>
<tr>
<th>Solid Annealing</th>
<th>Combinatorial Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>Solution</td>
</tr>
<tr>
<td>System energy</td>
<td>The objective function</td>
</tr>
<tr>
<td>The lowest energy state</td>
<td>The optimal solution</td>
</tr>
<tr>
<td>Heating to melt</td>
<td>Setting the initial temperature</td>
</tr>
<tr>
<td>Isothermal process</td>
<td>Generating and accepting (or rejecting) new solutions</td>
</tr>
<tr>
<td>Cooling process</td>
<td>Changing the current temperature</td>
</tr>
</tbody>
</table>

The simulated annealing (SA) algorithm is a stochastic algorithm based on Monte-Carlo iteration, which involves asymptotic convergence and allows random movements in the searched neighborhood to escape local minima. It randomly searches for the global optimal solution in the solution collection, and can jump out with a certain probability when falling into the local optimum. In addition, it is easy to implement and less limited by the initial solution. Although proposed more than 40 years ago, it still attracts some attention and is broadly used in many existing solutions for different variants of optimization problems.

HSR's dynamic pricing, seat allocation scheme, and stop plan are mutually influential and restrictive. Once obtained, the optimal stop plan remains unchanged in the pre-sale period. However, the ticket price and seats allocated for the same OD pair are different for each period. Thus, the optimization process can be divided into two layers. The stop plan is first optimized in the outer layer, and then the ticket price and seat allocation scheme under the determined stop plan are optimized in the inner layer level. Thus, the CSA algorithm is proposed for solving the problem. In this way, the algorithm
only needs to search for the optimal solution in a smaller solution space in each iteration, so that improves the possibility of searching for the global optimum in the same computing time. If an appropriate termination strategy is adopted, the algorithm can effectively save computing time.

The CSA algorithm needs to start the iterative process based on the initial solution. For our problem, the initial solution includes three aspects: the initial stop plan, ticket prices, and seat allocation scheme. We set them according to the current operational mode of HSR.

4.1. Neighborhood Structure

The neighborhood of the CSA algorithm is divided into inner and outer layers to be constructed separately.

4.1.1. Outer Neighborhood

The outer layer optimizes the stop plan. The stop mode of a train is described by a vector composed of the 0–1 variable, in which 1 indicates stopping at the station and 0 indicates no stopping.

As shown in Figure 3, the neighborhood structure of the outer layer can be constructed in two ways. One involves randomly selecting two intermediate stopping variables of one train for inversion. Another involves randomly selecting two trains, and inverting one intermediate stopping variable of each train. If the newly obtained stop plan does not satisfy the OD pair reachability constraint, we return to the reconstruction.

Figure 3. Neighborhood structure of train stop plan.

4.1.2. Inner Neighborhood

The inner layer determines the ticket price and seat allocation. We randomly select a coefficient \( y^k_{rs} \) from the current price discount solution and \( \beta' \) from the set \( \{ \beta \mid y^{k-1}_{rs} \leq \beta \leq y^{k+1}_{rs} \} \). Then let \( y^k_{rs} = \beta' \) to construct the neighborhood ticket price solution.

Under the new stop plan and ticket prices, we obtain the passenger demand by Formulas (1)–(6) and round it as the pre-seat allocation scheme. If it satisfies all constraints, the scheme is regarded as a new feasible seat allocation scheme. If any constraints are not satisfied, corresponding adjustments are required. For any train \( l' \) and any section \((j', j'+1)\) that exceed the train capacity limit (constraints (16)), we adjust the pre-seat allocation scheme to obtain a feasible scheme.

\[
z^k_{l'rs} = \frac{q^k_{l'rs}}{\sum_{k=1}^{K} \sum_{r=1}^{J} \sum_{s=j'+1}^{s} q^k_{l'rs}} \times C_{l'} \quad l' \in L, r \leq j' < j' + 1 \leq s, 1 \leq k \leq K \quad (24)
\]
4.2. Implementation Process

In the CSA, the initial temperature is given by the objective function value of the initial feasible solution, the temperature drops proportionally with a given cooling parameter, and the number of iterations under the same temperature is controlled by an upper limit. When the current temperature is lower than the given end temperature or the current best solution remains unchanged within the specified number of iterations, the algorithm is terminated.

The steps of the CSA algorithm are as follows.

Step 1: Initialization. Set the initial temperature $T_0$, the cooling parameter $\alpha$, the end temperature $T_{\text{min}}$, and the maximum iteration numbers $I_1$ and $I_2$ for the inner and outer layer algorithms under the same temperature. Determine the initial feasible solution $S$ and calculate the objective function value $Z(S)$. Let the current temperature $t = T_0$, and the current iteration number $i = i' = 1$. The best solution $\tilde{S} = S$.

Step 2: Construction of the outer neighborhood solution. Implement the outer neighborhood structure method to obtain a new train stop plan.

Step 3: Perform the inner algorithm.

Step 3.1: Obtain the initial solution of the inner layer. Under the new stop plan, use the inner neighborhood construction method to obtain a new pricing strategy and seat allocation scheme; that is, a new feasible solution $S'$. Then, calculate the objective function value $Z(S')$.

Step 3.2: Construction of the inner neighborhood solution. Based on the feasible solution $S'$, implement the inner neighborhood method to obtain a new pricing strategy and seat allocation scheme, which constitutes a new feasible solution $S''$. Then, calculate the objective function value $Z(S'')$.

Step 3.3: Metropolis criterion test for the inner layer. If $Z(S'') \geq Z(S')$, let $S' = S''$. Otherwise, randomly generate a number $\rho$ from the interval $(0,1)$, and if $\rho \leq \exp \left(-\frac{(Z(S') - Z(S''))}{\tau} \right)_t$, let $S' = S''$, otherwise, refuse the inferior solution and keep the current solution $S'$ unchanged.

Step 3.4: Iteration times test for the inner layer. Let $i' = i' + 1$. If $i' \geq I_2$, set $i' = 1$, output the solution $S'$, and go to step 4; otherwise go to step 3.2.

Step 4: Metropolis criterion test for the outer layer. If $Z(S') \geq Z(S)$, let $\tilde{S} = S'$, $S = S'$. Otherwise, randomly generate a number $\rho$ from the interval $(0,1)$, and if $\rho \leq \exp \left(-\frac{(Z(S) - Z(S'))}{\tau} \right)_t$, let $S = S'$, otherwise, refuse the inferior solution and keep the current solution unchanged.

Step 5: Iteration number test for the outer layer. Update the iteration times: $i = i + 1$. If $i \geq I_2$, let $t = t \cdot \alpha$, $i = 1$, and go to step 6; otherwise go to step 2.

Step 6: Termination check. If $t < T_{\text{min}}$ or the current optimal solution $\tilde{S}$ remains unchanged in $\tau$ iterations, terminate the algorithm and output the optimal solution $\tilde{S}$; otherwise, reset $i = 1$ and go to step 2.

It should be noted that the CSA algorithm records the best solution $\tilde{S}$. Once a better solution is found, the algorithm will replace $\tilde{S}$ with the better one regardless of the Metropolis criterion. Thus, the utilization efficiency of the searched optimal solution can be improved significantly.

5. Empirical Analysis

5.1. Basic Data

The Beijing–Shanghai HSR line is taken as an example to verify the feasibility of the model and algorithm. Among the trains that depart from Beijing South Station and arrive at Shanghai Hongqiao station, four trains G11, G19, G21, and G113 with different stopping patterns are selected for analysis. As Figure 4 shows, these four trains involve 12 stations: Beijing South, Tianjin South, Dezhou East, Jinan West, Taian, Qufu East, Tengzhou East,
Xuzhou West, Nanjing South, Zhenjiang South, Suzhou North, and Shanghai Hongqiao. We number them 1–12 sequentially, where 1 and 12 represent Beijing South and Shanghai Hongqiao, respectively. To simplify the problem, we suppose that all HSR transport services adopt the same price discount in the same pre-sale period.

Each train is formed of 16 cars, and its stopping cost and stopping time at each station are 3200 yuan and 7 min, respectively. The seat number of G11, G21, and G113 is 1043, while that of G19 is 1015.

According to the ticket data from 1 August 2016 to 31 July 2017, we can depict passengers’ booking rules in Figure 5 and further divide the ticket pre-sale period into four periods: pre-sale days 1–19, 20–25, 26–28, and 29–30. The elastic demand function coefficient $\eta^k$ reflects the sensitivity of passenger demand to ticket prices, which intensifies as the departure date approaches. We take $\eta^k$ as 1.8, 1.4, 1.2, and 0.8 for periods 1–4, respectively.

The highest (corresponding to the published price) and lowest price discounts are 1 and 0.56, respectively, and we take the interval of 0.04 to define the price discount coefficient set $\beta = \{0.56, 0.60, \ldots, 0.96, 1\}$. According to Qi et al. [35], we have $\nu = 0.6$ yuan/minute and $\theta = 0.012$. For the CSA algorithm, $I_1 = 7920$, $I_2 = 400$, $\alpha = 0.95$, $T_{\min} = 0.001$, and $\tau = 100$.

5.2. Results and Analysis

We used the Python programming language to implement the algorithm and solve the model. Figure 6 presents the iteration process of the CSA algorithm. The objective value starts to converge around 130 iterations and remains unchanged thereafter.
The results show that the transportation revenue and the total passenger time loss are 1,717,166 yuan and 85,829 min, respectively. Compared with 1,633,840 yuan and 96,600 min under the current fixed operational mode, the revenue increased by 5.10% and the time loss decreased by 11.15%.

Figure 7 shows the optimal stop plan. Compared to the current stop plan shown in Figure 4, the stop frequency is reduced from 22 to 17, and the total stopping cost is reduced by 16,000 yuan (a decrease of 22.73%). G19 and G113 reduced by three and four stops, while G11 and G21 added stops at Station 2 and Station 3, respectively. For some ODs, it indicated that their passenger demand does not necessitate so many trains to serve them. One additional stop for G11 and G21 trains can help meet the demands of these ODs. Moreover, for passengers taking G11 and G21 trains, their stopping time loss only increased by one-stop time, which is less than the reductions in the stopping time loss for passengers on G19 and G113.

Under the fixed operational mode, the passenger flows of G11, G19, G21, and G113 are 1157, 1002, 1113, and 1239, respectively. After optimization, the passenger flows of G11 and G21 increase to 1334 and 1441, while those of G19 and G113 decrease to 705 and 780, respectively. The reason is that G11 and G21 can serve more OD pairs. Conversely, as G19 and G113 reduce stops at several intermediate stations, they no longer serve part of the OD pairs. As a result, the passenger flow of these OD pairs transfers to G11 and G21.

Table 6 gives the optimal dynamic pricing strategy for some ODs (the ticket price is accurate to 0.5 yuan). For any OD, the closer the period is to the departure date, the higher the ticket price. The dynamic price is lower than the fixed price for the first two periods, while it is higher for the last two periods. This is because passengers are generally more sensitive to the ticket price during early ticket pre-sale time, so the passenger demand is
rich in elasticity. Discounts on ticket prices in early periods can attract more passengers to buy tickets.

Table 6. Ticket prices for different ticket pre-sale periods.

<table>
<thead>
<tr>
<th>OD Pairs</th>
<th>Dynamic Prices (Yuan)</th>
<th>Public Prices (Yuan)</th>
<th>Current Prices (Yuan)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k = 1$</td>
<td>$k = 2$</td>
<td>$k = 3$</td>
</tr>
<tr>
<td>1–4</td>
<td>129</td>
<td>175.5</td>
<td>203</td>
</tr>
<tr>
<td>1–9</td>
<td>310.5</td>
<td>421.5</td>
<td>488</td>
</tr>
<tr>
<td>1–11</td>
<td>366.5</td>
<td>497.5</td>
<td>576</td>
</tr>
<tr>
<td>1–12</td>
<td>387</td>
<td>525.5</td>
<td>608.5</td>
</tr>
<tr>
<td>8–12</td>
<td>195.5</td>
<td>265</td>
<td>307</td>
</tr>
<tr>
<td>9–12</td>
<td>94</td>
<td>128</td>
<td>148</td>
</tr>
</tbody>
</table>

As shown in Figure 8, the passenger flow of most ODs has increased significantly in the first period. By exchanging low ticket prices for more passengers, the revenue can be enhanced. However, passengers booking tickets in the last two periods usually make their travel plans temporarily. Most of them are less sensitive to price and more willing to accept higher ticket prices. Thus, raising ticket prices hardly affects their demand. It can be seen from Figure 8 that the passenger flow of most ODs falls by less than 15% for the last two periods. The contribution of raising the price is more significant than the loss of passenger flow, which can also expand the revenue.

Figure 8. Passenger flow growth of each OD pair.

Figure 9 compares the ticket sales under the fixed price (initial case) and dynamic price (optimal case). The closer the period is to the departure date, the higher the ticket sale volume. For all ODs, the tickets are sold in the latter two periods, which matches the distribution of passenger demand and thus is conducive to obtaining more ticket revenue.
Figure 9. Comparison of ticket sales volume for different ODs in different periods.

Compared to the fixed price, the ticket sales volume of most ODs in the first two periods increased significantly, which indicates that the dynamic pricing strategy can effectively guide passengers to purchase tickets earlier, which is beneficial for railway enterprises to organize passenger transport.

Table 7 gives the passenger flow comparison of each OD before and after optimization. The optimized passenger flow of some ODs increased, but that of more ODs decreased slightly. For most ODs, passengers prefer to buy tickets in the last two periods. The rise in ticket prices will cause some passengers to give up HSR and choose another transport mode. In addition, the passenger demand for the first two periods is relatively weak. Although the ticket price is discounted, only a small number of passengers were attracted. Thus, the passenger flow of most ODs decreased overall.

Table 7. Passenger flow of each OD pair (before/after optimization).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5/5</td>
<td>22/20</td>
<td>13/15</td>
<td>-</td>
<td>3/3</td>
<td>12/12</td>
<td>50/46</td>
<td>77</td>
<td>86/87</td>
<td>140/137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5/5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3/3</td>
<td>0/0</td>
<td>-</td>
<td>10/10</td>
<td>12/11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>43/38</td>
<td>21/23</td>
<td>16/14</td>
<td>22/19</td>
<td>53/48</td>
<td>11/12</td>
<td>30/28</td>
<td>110/97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>9/10</td>
<td>0/0</td>
<td>5/5</td>
<td>0/0</td>
<td>0/0</td>
<td>11/14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>15/10</td>
<td>0/0</td>
<td>16/19</td>
<td>42/45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1/1</td>
<td>-</td>
<td>0/0</td>
<td>0/0</td>
<td>9/8</td>
<td>1/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>83/74</td>
<td>14/17</td>
<td>49/45</td>
<td>81/75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>59/65</td>
<td>139/126</td>
<td>529/299</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2/2</td>
<td>9/8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>145/129</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Although the total stopping frequency of all trains decreased, the passenger flow of each OD hardly fluctuates. The underlined data in Table 7 denotes the OD whose service frequency is reduced. We can see that the passenger flow fluctuation of these ODs (13.64~1.16%) is not greater than that of other ODs (~33.33~27.27%). This indicates that our model can reasonably adjust the stop plan according to the dynamic passenger demand, which can reduce the stopping cost while maintaining passenger flows and ensuring service quality.

Figure 10 shows the improvement of the objective function value (OFV) under different passenger demands, which indicates that our method can always effectively improve the quality of the optimal combinatorial scheme. The OFV is growing with increases in passenger demand. But after the demand reaches a certain level, the growth rate of the OFV gradually slows as the demand continuously increases. This is because
after the total demand has exceeded the transport capacity of the HSR system, the ticket prices for later pre-sale periods will reach the ceiling price. Then, when the demand continues to increase, the highest prices should remain unchanged, which results in the reduction of the OFV’s growth rate.

Figure 10. Optimization effect under different initial passenger demand.

6. Conclusions

In this paper, we introduced a mixed-integer non-linear model for jointly optimizing HSR ticket pricing and train stop planning considering multiple trains with multiple stopping patterns, and proposed a CSA algorithm combining the characteristics of the problem. The objective was to maximize the revenue of railway enterprises and minimize the total travel time of passengers. An empirical study based on ticket reservation data was conducted to present the performance of the proposed model and algorithm.

The results obtained illustrate the impacts that the strategy derived from the optimization model has on passenger demand, capacity allocation, and revenue. The solution from the proposed method provides a significant improvement in revenue from the initial 5.1% and causes a marked decline in the total travel time loss of passengers from the initial 11.5%. The dynamic pricing strategy encourages more passengers to buy tickets in earlier pre-sale periods. The optimized train stop plan decreases the total stopping cost of railway enterprises and the total time loss of passengers. In conclusion, this paper has illustrated how railway operators can exploit existing data sources to further realize RM.

The following areas indicate possible directions for future research. Other factors should be considered in the railway RM problem, such as seat classes and ticket cancellations. It would also be interesting to develop a more efficient algorithm that combines exact and metaheuristic methods to solve the proposed model.
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