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Abstract: With the advent of big data and the information age, the data magnitude of various complex networks is growing rapidly. Many real-life situations cannot be portrayed by ordinary networks, while hypergraphs have the ability to describe and characterize higher order relationships, which have attracted extensive attention from academia and industry in recent years. Firstly, this paper described the development process, the application areas, and the existing review research of hypergraphs; secondly, introduced the theory of hypergraphs briefly; then, compared the learning methods of ordinary graphs and hypergraphs from three aspects: matrix decomposition, random walk, and deep learning; next, introduced the structural optimization of hypergraphs from three perspectives: dynamic hypergraphs, hyperedge weight optimization, and multimodal hypergraph generation; after that, the applicability of three uncertain hypergraph models were analyzed based on three uncertainty theories: probability theory, fuzzy set, and rough set; finally, the future research directions of hypergraphs and uncertain hypergraphs were prospected.
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1. Introduction

With the development of deep learning technology, a large number of research results on complex networks and hypergraphs have emerged in recent years. Although hypergraph is not a new theory, few review papers have clearly defined and introduced their development history and theoretical foundations. This paper reviewed and compared the key technologies for new generation hypergraphs at home and abroad. Finally, the future technical challenges and research directions will be presented.

Hypergraph, a branch and extension of graph theory, is a system of subsets of finite sets and the most general structure in discrete mathematics. It has a wide range of applications in the natural sciences, including physics, mathematics, computing, and biology. Hypergraph theory was proposed by C Berge in the 1960s, followed by French and Hungarian mathematicians such as Berge, C, who studied directed hypergraph theory, hyperloops of hypergraphs, hypergraph coloring, and hypergraph design. Berge, C. [1] established the theory of undirected hypergraphs systematically for the first time and applied matrix structures to study the application of hypergraph theory to operations research. Lovasz, L. [2] verified the normal hypergraph and perfect graph conjectures and applied the results to the problems of integer-valued linear programming. Erdos, P. [3] studied the theory of 3-color hypergraphs and related properties. However, early hypergraph theory was mainly used to solve combinatorial and optimization problems [4–8]. In the 1980s, when information scientists studied database theory, they found that hypergraphs were closely
related to databases and introduced concepts such as acyclic hypergraphs, which were combined with database theory to solve practical problems [8–10]. In the late 20th century, with the rapid development of the Internet and other IT technologies, the data magnitude of various complex networks grew rapidly. The original network analysis methods became impotent in the face of the massive data, and hypergraphs began to be widely used for image segmentation [11], high dimensional spatial clustering [12], multimodal data modeling [13], recommendation systems [14], social networks [15], and many other fields with their ability to describe multivariate, high-order, complex relationships.

Figure 1 shows the number of research papers related to hypergraphs from Google Scholar between 1970 and 2021. It can be seen that hypergraph theory has been slow to develop in the early years due to its abstract nature. However, the past year has been the most rapid year for the development of hypergraph theory. From the available research results, the past two years have been a period of rapid development of hypergraph theory and applications. Unlike the previous in-depth research on the concept and nature of hypergraphs, the research and applications of hypergraphs in recent years have been mainly applied to network analysis tasks. For example, clustering [16], node classification [17], personalized recommendation [18], link prediction [19], etc. The application of hypergraphs to network analysis tasks is focusing on how to map each node in a network to a low-dimensional and distributed vector representation space. This is called network representation learning, or network embedding. However, as hypergraph theory is relatively abstract and complex in structure, it poses a great challenge to existing network embedding models.

![Figure 1. Statistics of research papers related to hypergraphs from 1970 to 2021.](image)

With the advent of the information age, people’s lives have become integrated with communication and information resources, and human society has evolved from the era of simple network relationships to the era of complex networks where multiple networks interact and integrate. Many situations in real life that cannot be portrayed by ordinary networks. However, hypergraphs can describe and represent the interactions between nodes well, and show various information in nodes clearly. Hyperedges can portray complex networks perfectly. For example, paper collaboration networks [20–22], protein networks [23], and chemical polymer networks [24]. Therefore, the study of the theory and its applications has become a new and urgent topic. There are only a few reviews on hypergraph theory and applications at present. Table 1 summarizes the related overviews work of hypergraphs.

Xu, X., et al. [25] reviewed the main results on hypergraph theory and its applications generated in the 1980s and 1990s, defined the basic concepts of hypergraphs, i.e., the theory of connectivity of hypergraphs, hypertrees and k-hypertrees, minimal cut-two partitioning of hypergraphs, and applied the directed hypergraph theory to the topology analysis of electrical networks.
Table 1. Related work.

<table>
<thead>
<tr>
<th>Paper Title</th>
<th>Date of Publication</th>
<th>Main Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypergraph theory and its applications [25]</td>
<td>1994</td>
<td>This paper introduced the theory of undirected hypergraph and directed hypergraph, discussed the connectivity of hypergraph, hypertree, and k-hypertree, the minimum cut division of hypergraph, and the application of directed hypergraph theory to the topological analysis of hypernetwork.</td>
</tr>
<tr>
<td>An evolving hypernetwork model and its properties [26]</td>
<td>2013</td>
<td>Analyzed the hyperedge growth mechanism and priority connection mechanism of hypernetwork, constructed the dynamic evolution model of hypernetwork, and studied its topological properties.</td>
</tr>
<tr>
<td>Modeling and application of complex hypernetworks [27]</td>
<td>2014</td>
<td>This paper performed a comparative analysis of heterogeneous hypergraph representation learning from five aspects: unsupervised clustering, meta-path, random walk, matrix decomposition and neural network, established a three-layer structure of knowledge hypergraph, and briefly introduced the representation methods of knowledge hypergraph from four aspects: soft rules, translation methods, tensor decomposition, and neural network.</td>
</tr>
<tr>
<td>Hypergraph learning: Methods and practices [29]</td>
<td>2020</td>
<td>In this paper, hypergraph learning algorithm is divided into spectrum analysis method, neural network, expansion method and non-expansion method.</td>
</tr>
<tr>
<td>Survey on hypergraph learning: algorithm classification and application analysis [30]</td>
<td>2022</td>
<td>This paper summarized hypergraph representation learning methods from three aspects of matrix decomposition, random walk and deep learning, and compared them with ordinary graph representation learning methods. Then, it compared and analyzed three kinds of hypergraph learning optimization algorithms: dynamic hypergraph, multi-modal hypergraph, and hyperedge weight optimization. Finally, it introduced the research status of uncertain hypergraph.</td>
</tr>
</tbody>
</table>

Hu, F., et al. [26,27] analyzed the concepts related to hypergraph-based hyper networks, topological properties, provided a method to construct a hyper network evolution model based on the hyper edge growth and preferential linking mechanism of realistic networks, and defined the node hyper-degree.

On this basis, Ling, T., et al. [28] analyzed and summarized the existing hypergraph technologies, established a three-layer architecture of knowledge hypergraphs, introduced and compared the knowledge hypergraph representation methods briefly from four directions: soft rules, translation methods, tensor decomposition, and neural networks, and provided an outlook on its application fields and future directions.

Professor Gao, Y., et al. [29] generalized hypergraph generation based on hypergraph research work in 2020 and before as an approach based on distance calculation, vector space reconstruction, attributes, and network structure, and introduced existing hypergraph learning methods for hypergraphs, including guided hypergraph learning, inductive hypergraph learning, hypergraph structure updating, and multimodal hypergraph learning, and proposed a tensor-based dynamic hypergraph representation learning framework, THU-HyperG.

In a recent review of hypergraph research, Hu, B., et al. [30] classified hypergraph learning methods into spectral analysis methods and neural network methods based on their design characteristics, summarized the hypergraph learning methods from both unfolding and non-folding perspectives, and designed experiments to compare and analyze the results of various algorithms.

Through the research of papers on hypergraph research and an analysis of the changing trends of hypergraph literature on Google Scholar and China Knowledge Network, it can be concluded that 2021 is a key turning point in the development of hypergraph, with the number of articles published and the index of interest reaching a new historical high. At the same time, influenced by the rapid development of deep learning methods and technologies, a large number of hypergraph learning models based on deep learning algorithms such as hypergraph capsule neural network [31], hypergraph pretrained neural network [32], and adaptive hypergraph convolutional neural networks [33] have emerged over the year, but none of these methods are mentioned in the above review papers. Meanwhile, as hypergraph theory and methods continue to improve, researchers have
found that they have to consider various uncertainties in real networks and carry out research on uncertain hypergraphs if they want to use hypergraph to provide a perfect portrayal of real networks [34].

In summary, the study of representation learning theory and methods for hypergraphs is in its infancy and is developing rapidly. There is still a long way to go in terms of correspondence and transformation methods between ordinary graphs and hypergraphs, rational selection of traditional representation learning algorithms and deep representation learning algorithms, correspondence mechanisms between deterministic and uncertain hypergraphs, and future research on reducing computational complexity and improving model accuracy. In this paper, we focused on a review of representation learning theory and methods for hypergraphs. The major contribution of this study are as follows:

1. Based on the ordinary graph representation learning method, the representation learning theory, modeling method, and structure optimization method of hypergraph were analyzed and compared, which provided a theoretical basis for studying the correspondence and the transformation method between ordinary graph and hypergraph, and establishing the model framework of hypergraph learning.

2. Based on the characteristics of complex and uncertainty of the real networks, this paper introduced the application scope, model construction, and representation learning methods of three kinds of uncertain hypergraph models, namely random hypergraph, fuzzy hypergraph, and rough hypergraph respectively, summarized the research status of uncertain hypergraph for the first time, and pointed out the future application field and development direction of uncertain hypergraph.

As far as we know, this is the first paper that makes a comparative analysis between hypergraph representation learning and ordinary graph representation learning, and it is also the first review paper on uncertain hypergraphs.

2. Representation Learning Theory and Methods for Hypergraph

As an extension of graph theory, hypergraph theory also has a system of representations that is similar to graph theory for expressing the various concepts under the hypergraph definition. This chapter introduces the theory and method of hypergraph representation learning from the definition of the hypergraph.

2.1. Hypergraph Related Concepts

Hypergraphs are generalizations and extensions of ordinary graphs (for ease of discussion, we refer to the common graph containing two nodes per edge as an ordinary graph). In a hypergraph, an edge can contain any number of vertices, and the hyperedge is then a simple closed curve containing more than one vertex. An example of a paper collaboration network is shown in Figure 2.

![Figure 2](image_url)  
Figure 2. The structure comparison between ordinary graph and hypergraph of a cooperative network.
Authors with collaborative relationships (here this lists $A_1 \sim A_7$, seven authors) are connected; such a concatenated edge can only see the pairwise relationship between two authors, and cannot describe the collaborative relationship of three or more authors. However, if a hypergraph structure of a paper collaboration network is constructed with the authors as nodes and the papers that the authors have collaborated on as hyperedges, a perfect portrayal of this type of network is possible. The hypergraph has the ability to describe complex relationships of multiple and higher orders compared with ordinary graphs, which also makes the hypergraph have better performance in applications.

For different network structures, different structures of hypergraph definitions are generated, and the following are several common hypergraph structures and definitions.

Hypergraph: a hypergraph is defined by two sets, the vertex set and the hyperedge set, usually denoted by $G(V, E)$, where $V$ is the set of vertices and $E$ is the set of hyperedges.

Weighted hypergraph $G(V, E, W)$: Weight $w(e)$ indicates the importance of the relationship of the hyperedge links in the overall hypergraph.

Heterogeneous hypergraphs: Hypergraphs that contain different types of nodes and edges. Currently, data nodes and relationship types in practical applications are often heterogeneous, so most research and applications of hypergraphs are also aimed at heterogeneous hypergraphs, and there is usually no clear distinction between heterogeneous and traditional hypergraphs.

K-uniform hypergraph: A hypergraph in which each hyperedge contains exactly K vertices.

D-regular hypergraph: A hypergraph where each vertex is of degree D.

The symbolic representations and calculations in the hypergraph are represented in Table 2.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
<th>Calculation Formula</th>
</tr>
</thead>
</table>
| $H$     | Correlation Matrix | (1) $h(v_i, e_j) = 1$ if $v_i \in e_j$, otherwise $h(v_i, e_j) = 0$
|         |             | (2) $h(v_i, e_j)$ can also be taken within $[0, 1]$, whose value indicates the likelihood of the vertex $v_i$ being assigned to hyperedge $e_j$ or the importance of the vertex $v_i$ being assigned to hyperedge $e_j$ |
| $w(e_i)$ | Diagonal matrix of hyperedge weights | The elements on the diagonal indicate the weight of each hyperedge $w(e_i)$ |
| $d(v_i)$ | The degree of a vertex is the number of hyperedges associated with the vertex | $d(v_i) = \sum_{e_i \in E} w(e_i) \cdot h(v_i, e_i)$ |
| $\delta(e_i)$ | The degree of the hyperedge is the number of vertices in the hyperedge | $\delta(e_i) = \sum_{v_i \in V} h(v_i, e_i)$ |
| $D_v$    | Diagonal matrix of hyper-vertex degrees | |
| $D_e$    | Diagonal matrix of hyperedge degrees | |
| $A$      | Adjacency matrix | $A = H^T W D_e^{-1} H$
| $L$      | The Laplace matrix of the hypergraph | $L = D_v - A$
| $\Delta$ | Normalized hypergraph Laplacian matrix | $\Delta = I - D_v^{-1/2} H W D_e^{-1} H^T D_v^{-1/2}$

2.2. Hypergraph Representation Learning Algorithms

Since most real-world data can be easily represented by graphs, the study of graph representation learning has received more and more attention in recent years. Due to hypergraphs being generalizations and extensions of ordinary graphs, many scholars have extended ordinary graph representation learning algorithms to hypergraphs and have produced a large number of hypergraph learning research results based on theories such as matrix decomposition, random walk and deep learning. Distinguishing from previous learning methods based on transductive and inductive methods [29], spectral methods...
and neural network methods \cite{30}, and unfolding methods and nonfolding methods \cite{30}, in this paper, we compared and contrasted the learning methods of ordinary graphs and hypergraphs based on matrix decomposition, random walk, and deep learning methods, and analyzed the correspondence between ordinary graphs and hypergraphs. The aim was to analyze the correspondence and transformation methods between ordinary graphs and hypergraphs, and to provide a theoretical basis for the in-depth study of the representation learning methods of hypergraphs.

2.2.1. Matrix Decomposition-Based Methods

The basic idea of a graph representation learning algorithm is to represent a node in a complex network as a low-dimensional vector in a way that reflects the complex interaction information of that node in the network without losing information about the structure and content of the graph. Matrix decomposition is a common approach to graph representation learning, the core idea of which is to find an approximate matrix representation of the original graph and then learn the embedding vectors of the nodes through a form of matrix decomposition. Currently, there are two main types of graph learning based on matrix decomposition. One is the Laplace matrix decomposition of the graph (a spectral analysis approach) and the other is the decomposition of the node adjacency matrix.

(1) Laplace Matrix Decomposition

The Laplacian matrix is a central and fundamental concept in the theory of spectral graphs, a product of the combination of graph theory and linear algebra, which investigates the properties of graphs by analyzing the eigenvalues and eigenvectors of certain matrices of the graph. In 2003, Belkin, M. et al. \cite{35} first applied graph Laplacian feature mapping to dimensionality reduction and representation learning of high-dimensional data. Chen, M. \cite{36} transformed the graph representation learning algorithm into a least squares regression problem and proposed a new efficient graph representation learning framework. He, X. \cite{37} proposed encoding and feature ranking of local features of graph-structured data by Laplace fraction (LS), and achieved good results in classification tasks. In 2006, Zhou, D., et al. \cite{38} extended the idea of Laplace matrix decomposition to the hypergraph representation learning problem and proposed algorithms for hypergraph representation learning and conductive reasoning for application in biological and social network analysis. Dalian University of Technology, Lu, F., et al. \cite{39} used the concept related to spectral clustering to define loss functions and objective functions, and performed representation learning on hypergraph structures according to the properties related to Laplace matrices.

The Laplace operator is a second-order differential operator in Euclidean space, defined as the scattering of gradients. It is used in graph theory to obtain the (degree of freedom) gain of a node with respect to other neighboring nodes, and then the result of the action of the Laplace operator on all nodes in the Laplace matrix.

\[
\Delta f = \begin{pmatrix} \Delta f_1 \\ \vdots \\ \Delta f_N \end{pmatrix} = \begin{pmatrix} d_1 f_1 - w_1 f_1 \\ \vdots \\ d_N f_N - w_N f_N \end{pmatrix} = \begin{pmatrix} d_1 & \cdots \\ \vdots & \ddots \\ \cdots & \cdots & d_N \end{pmatrix} \begin{pmatrix} f_1 \\ \vdots \\ f_N \end{pmatrix} - \begin{pmatrix} w_1 \\ \vdots \\ w_N \end{pmatrix} = (D - W)f
\]

(1)

Normalization of the Laplace matrix.

\[
L_{\text{sym}} = D^{-1/2}LD^{-1/2} = I - D^{-1/2}WD^{-1/2}
\]

(2)

By the properties of normalized Laplacian matrices, for any vector \( f \in R^n \) there are:

\[
f^T L_{\text{sym}} f = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} \left( \frac{f_i}{\sqrt{d_i}} - \frac{f_j}{\sqrt{d_j}} \right)^2
\]

(3)
Taking label prediction as an example, the spectral hypergraph transductive algorithm is used for the binary classification problem, and the representation learning of the hypergraph using Laplacian matrix is to solve the minimization objective function:

\[ \arg\min_{\Omega(f)} + \mu \varnothing(f) \]  

(4)

where \(\Omega(f)\) is the graph structure loss function, which can be found according to the definition of the Laplace matrix:

\[ \Omega(f) = f^T L_{sym} f \]  

(5)

\(\varnothing(f)\) is the supervised empirical error expressed as

\[ \varnothing(f) = \mu \sum_{u \in v} (f(u) - q(u))^2 \]  

(6)

where \(\mu\) are the regularization parameters, the \(f(u)\) is the original label, and \(q(u)\) is the predicted label.

(2) Graph Representation Learning Based on Node Adjacency Matrix

In addition to Laplace matrices, a method for solving generalized eigenvalues, node adjacency matrices can be used to approximate the proximity of nodes in a low-dimensional space by minimizing the objective function. As early as 1970, Golub, G.H., et al. [40] investigated the theory of singular value decomposition (SVD) and least squares methods. On the basis of this, Yang, C. [41] incorporated the textual features of vertices into the network representation learning in the framework of matrix decomposition, and solved them using low-order matrix decomposition. Singh, P. [42] proposed an ensemble matrix decomposition model to decompose multiple matrices simultaneously in multiple relations. Each relation has a different error distribution but shared parameters to solve the problem of one entity node participating in multiple relations in the network. A stochastic optimization algorithm for large-scale coefficient matrices was also proposed to cope with the sparsity problem of the network. Subsequently, Xiang, L. [43] proposed the preprocessing-based hypergraph non-negative matrix decomposition algorithm PHGNMF on the basis of the non-negative matrix decomposition algorithm.

Although matrix-based decomposition methods can present information about the graph structure and have achieved good results in many applications, they require a rigorous mathematical derivation and resolution process, have a high time and space complexity, and the solution of adjacency matrices can be limited in many cases.

2.2.2. Method Based on Random Walk

The random walk method was first introduced by Pearson, K. [44] in 1905. Based on random walk, the graph with a large number of paths was sampled by traversing from random initial nodes, and then the nearest neighbor set of nodes was constructed. The random nature of node walk provides the ability to explore the contextual information of the graph, and to capture global and local structural information by traversing neighboring nodes. Probability models such as Skip gram [45] and Bag-of-Words [46] learn node representations through random sampling paths. Traditional random walk models for graphs are divided into two types: width-first search-based and breadth-first search-based. The most typical algorithms are Deep Walk [47] and Node2vec [48].

Deep Walk uses node-to-node co-occurrence relationships in the graph to learn vector representations of nodes, and is a depth-first (DFS) traversal algorithm that can repeatedly visit visited nodes, which has the advantage of better globalization but is less useful for the representation of more distant neighbors.

Unlike the Deep Walk method, the subsequently proposed LINE [49] model uses a breadth-first (BFS) traversal algorithm to construct the adjacency matrix of nodes by vertex
negative sampling and edge sampling, defines first-order similarity and second-order similarity, and can be applied to weighted graphs.

BFS has a higher coverage of surrounding neighbors, but the search is localized and cannot sense more distant neighboring nodes. Node2vec combines the advantages of DFS and BFS, thus compromising between local and global, to obtain a higher quality sampling sequence, and its random walk strategy as shown in Figure 3.

![Figure 3. BFS and DFS policies on node U.](image)

This same idea of random walk has also been extended to hypergraph representation learning. In order to maintain the high-order proximity of the hypergraph, Huang, J., et al. [50] constructed the Hyper2vec model and proposed an efficient and scalable second-order random walk model under the framework of the Skipgram model. On this basis, the concept of hyperpath was proposed, the indecomposability of the hyperpath was measured, and the hyperpath-based random walk algorithm Hyper-gram [51] was designed to preserve the structural information of the hypernetwork. Yang, D., et al. [52] applied the random walk model of the hypergraph to position information-based social networks, and first constructed a hypergraph (LBSN hypergraph) including user–user (friendship) homogeneous hyperedges and user–time–position semantic heterogeneous hyperedges as shown in Figure 4.

![Figure 4. Position-based heterogeneous hypergraphs of social networks.](image)

The black dashed lines in the figure indicate user–to–user friendship links, and the bold colored lines indicate the links between the users who checked in, the type of activity, the time, and the place. Based on this, this author also proposed a random walk-stay scheme as shown in Figure 5, which jointly samples user check-ins and social relationships, and then learns node embeddings from the sampled hypergraphs, not only maintaining the proximity of n-way nodes captured by the hypergraphs, but also considering the transformation of the embedding space between node domains to fully capture the complex structural features of the LBSN heterogeneous hypergraphs.
In summary, the walk-based graph representation learning method is designed to capture the cooccurrence relationships between nodes in the network more fully by designing a walking strategy. As long as the walking strategy is designed to obtain the walk sequence, the node vectors can be obtained, so it is relatively easy to implement. However, the method only takes into account the structural features of the nodes in the graph, but not the additional information such as attributes and text of the nodes. This information plays an important role in networks, especially in heterogeneous networks. How to adequately embed both textual and structural information into the vector representation of nodes is also currently a hot research issue.

2.2.3. Deep Learning Based Approach

The spectral analysis methods dominated and most of the research was based on spectral theory before neural networks were introduced to the field of graph representation learning. With the emergence of various deep learning algorithms, researchers have also started to try to extend some deep learning algorithms such as convolutional neural networks and attention mechanisms to graph representation learning. Deep learning-based graph representation learning began with the creation of the graph convolutional neural network GCN [53]. GCN does the same thing as CNN, extracting graph structure features for graph data and using them for node classification, graph classification, edge prediction, graph representation learning, etc. On the basis of the GCN, Wang, X., et al. [54] proposed a heterogeneous graph neural network model HAN (Heterogeneous graph Attention Network) based on hierarchical attention mechanism, which learns the importance between nodes and their neighbors based on meta-paths to carry out representation learning on nodes, and finally complete the text classification task.

GCN is also a neural network layer that propagates from layer to layer in the following manner:

$$H^{(l+1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} W_l \right)$$

where \(H^{(l+1)}\) is the graph convolutional neural network’s \(l+1\) the hidden layer representation of nodes, and \(H^{(l)}\) is the upper hidden layer representation of nodes, and \(W_l\) is the matrix of transformable parameters to be learned. \(\tilde{A}\) is the adjacency matrix of nodes, and the left and right comultiplication of its degree matrix \(\tilde{D}^{-\frac{1}{2}}\) to complete the normalization, and \(\sigma(\cdot)\) denotes the activation function, where the RELU function activation is mostly used.

From the above propagation of graph convolutional networks, it is not difficult to find that GCN achieves the extraction of graph structure space features by using Laplace matrix decomposition technology, and its feature extractor is called Laplace convolutional kernel.

Graph Convolutional Networks, which enable the extraction of high-level information by aggregating features in node neighborhoods, have a wide range of applications in social networks, chemical molecular structure modeling, recommendation systems, language processing, and complex word-sentence relationships, and are therefore quickly being extended to the learning of hypergraph representations. HGNN [55] (HyperGraph Neural Network) is a GCN model based on hyperedge convolutional computation to learn higher-
order correlations of realistic data. On top of this, Zhang, R., et al. [56] used the GAT model to learn homogeneous and heterogeneous graphs with variable hyperedge sizes. The HWNN [57] (Hypergraph Wavelet Neural Network), HyperGCN [58] (HyperGraph Convolutional Network) and other models all use the GCN model to model complex relations.

In addition to this, Liang, Y., et al. [31] proposed a hypergraph capsule convolutional neural network (HGC-CNN) with multiple features, using capsule neural networks to integrate different types of features. Correlations between samples were learnt using hypergraph regularization methods. In this way, the ability to describe the hypergraph was improved. Du, B., et al. [32] proposed Hypergene, an end-to-end, graph neural network-based hypergraph pretraining framework that combines two levels of self-supervised tasks (node-level and hyperedge-level respectively), supports both transductive and inductive learning settings, does not require additional datasets, and is adaptive, which helps pretrained models to be better adapted to downstream tasks. Wu, X., et al. [33], to improve the performance of multilabel classification, proposed a higher-order semantic learning model (AdaHGNN) based on adaptive hypergraph neural networks to automatically construct adaptive hypergraphs using label embeddings. Hypergraph neural network (HGNN) was used to associate graph feature vectors, explore higher-order semantic interactions, and use multi-scale learning to reduce sensitivity to object size inconsistencies.

Table 3 compares the advantages and disadvantages of different presentation learning methods.

<table>
<thead>
<tr>
<th>Algorithm Classification</th>
<th>Representative Models</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix decomposition</td>
<td>Laplace matrix decomposition [38]</td>
<td>Ability to visualize diagram structure information</td>
<td>High temporal and spatial complexity</td>
</tr>
<tr>
<td>Nodes adjacency matrix representation [41]</td>
<td>Adequate display of node co-occurrence information and easy to implement walk strategy</td>
<td>Only the structural characteristics of the nodes in the graphs are taken into account</td>
<td></td>
</tr>
<tr>
<td>Random wandering</td>
<td>Node2vec [48], Hyper2vec [50], Hyper-gram [51], LBSN hypergraph [52], etc.</td>
<td>Efficiently and fully exploit the high level information of the graph structure</td>
<td>Poor model interpretability and high computational complexity</td>
</tr>
<tr>
<td>Deep Learning</td>
<td>GCN [53], HGNN [55], HWNN [57], HyperGCN [58], etc.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In summary, most traditional graph representation learning algorithms can be generalized to tasks of representation learning for hypergraphs. However, due to the complexity of the hypergraph structure itself, representation learning of it has to take into account both the accurate capture of features and the high time and space complexity it entails, which is one of the problems that hypergraph representation learning needs to address urgently.

3. Optimization of the Hypergraph Structure

The current hypergraph generation methods mainly includes distance-based [59–61], representation-based [61–63], attribute-based [64,65], and network-based approaches [66,67]. However, these methods have certain limitations. One is that the constructed hypergraphs may not be optimized, resulting in the models being unable to fit the data well. In addition, the computational cost of the model is too high, especially when the hypergraph structure is updated simultaneously. So, it is difficult to apply the general hypergraph algorithm to largescale datasets. However, the modeling capability of the hypergraph structure has a significant impact on the learning performance and the learning efficiency is also critical for large-scale data. Therefore, optimizing existing hypergraph structures and investigating a more efficient intensive solution is a high priority for hypergraph learning. In this paper, we summarized existing hypergraph optimization methods, focusing on dynamic hypergraphs, hyperedge weight optimization and multimodal hypergraphs.

3.1. Dynamic Hypergraph

Hypergraph representation learning aims to represent network information as low-dimensional dense real vectors to solve tasks such as link prediction, anomaly detection,
and recommender systems. Although there has been significant progress in hypergraph representation learning research in recent years, the research is mostly based on static networks. In contrast, the real world constitutes a dynamically changing network, so how to consider the dynamics of the network and truly reflect the evolution of the real network will make hypergraph representation learning more valuable.

To address the shortcomings of existing hypergraph-based neural networks that only use the initial hypergraph structures and ignore the dynamic modification of these structures Zhang, Z., et al. [68] proposed a dynamic hypergraph learning structure. Based on this, DHGNN [69] (Dynamic HyperGraph Neural Network) overcomes the shortcoming of existing graph. It consists of two modules: dynamic hypergraph construction (DHG) and hypergraph convolution (HGC). The HGC module consists of vertex convolution and hyperedge convolution, which are used to aggregate features between vertices and hyperedges respectively. The graph network is allowed to evolve itself by extracting features to mine new relationships, and dynamic hypergraph construction is achieved by adjusting feature embeddings to dynamically modify the graph or hypergraph structure during the training process.

As shown in Figure 6: firstly, a dynamic hypergraph construction method (DHG) is proposed, which uses the KNN method to generate the basic hyperedges and extends the set of neighboring hyperedges by a k-means clustering algorithm.

![Figure 6. Structure of the dynamic hypergraph neural network model [69].](image-url)

For each vertex u in the hypergraph, multiple hyperedges are first generated by a dynamic hypergraph construction process, and then a separate vertex convolution is performed on each of these hyperedges to obtain the hyperedge features. Then, we perform hyperedge convolution of these hyperedge features, and finally the new features of the central vertex u are obtained. The whole process is to update the features of vertex u so that a new hypergraph can be constructed based on the new features of vertex u, in a continuous loop. The local and global relationships of data can be extracted by dynamic hypergraph construction.

In addition to the above dynamic optimization of hypergraph structures through feature learning, many scholars have incorporated temporal features in their analysis of specific network structures for better downstream tasks. For example, Ge, S.L., et al. [70] considered that social networks are dynamic over time. By improving Node2vec’s random walk strategy and integrating attention mechanism in hypergraph, they proposed Meta-DHGAT, a hypergraph model suitable for community discovery on heterogeneous dynamic networks, and solved the model by generating association matrix of fusion time characteristics. The generation process of its dynamic association visits is shown in Figure 7.

As shown in Figure 7, firstly, the dataset is divided into equal time slices in chronological order, and an adjacency matrix is generated for the nodes on each time slice. Starting from the second time slice, the multislice weighted modularity values with the previous time slice are calculated to generate a local modularity matrix. Then, the modularity matrix...
is multiplied with the adjacency matrix on the current time slice to generate an association matrix that incorporates the modularity information. Finally, the matrices generated from the different time slices are updated with the fused temporal correlation matrix.

![Diagram](image)

**Figure 7.** The process of generating correlation matrix of fusion time feature.

### 3.2. Optimization of Hyperedge Weights

A good choice of hyperedge weights can improve the performance of graph-based algorithms significantly. The weight of hyperedges can indicate the degree of importance of different hyperedges. The hyperedge weights should be set to different values depending on the connections between nodes. The setting of the hyperedge weight can have an impact on the information representation of the graph structure and the results of the model computation. Therefore, it is crucial to weigh the hyperedges according to the representational capability of each hyperedge.

In the initial hypergraph structure, the hyperedge weights are often simply set to 1 [38]. Currently, in most studies, the weight of the hyperedge is often calculated based on certain rules. Huang, Y. et al. [59] designed a probabilistic hypergraph model-based image retrieval system that generates hyperedges by the K-nearest neighbor method, and calculates the weight of each hyperedge using the sum of the similarity between the central vertex of the current hyperedge and all other vertices.

\[
    w(e) = \sum_{x_a, x_b \in e} \exp \left( -\frac{d(x_a, x_b)^2}{\sigma^2} \right)
\]

where \(x_a, x_b\) are two vertices in the same hyperedge, and \(d(x_a, x_b)\) is the Euclidean distance between the two vertices, and \(\sigma\) is the average distance between all vertices.

Zhang, Z., et al. [71] proposed a new hypergraph framework for unsupervised feature selection. In order to accurately represent the higher-order information in the hypergraph structure, multidimensional interaction information (MII) was proposed as a higher-order similarity metric to calculate the weights of the hyperedges.

\[
    w_{1,...,jk} = K \frac{I(x_{i1},x_{i2},...,x_{ik})}{H(x_{i1}) + H(x_{i2}) + \cdots + H(x_{jk})}
\]

where \(I(x_{i1},x_{i2},...,x_{ik})\) is the interaction information of the \(K\) vertices, and \(H(x_{i1}) + H(x_{i2}) + \cdots + H(x_{jk})\) is the information entropy.

Gao, Y., et al. [62] calculated the weights of hyperedges from the sum of similarity between vertices in the hyperedges and applied them to 3D object detection and recognition (multimodal hypergraph). Yu, J. et al. [72] added a sparsity constraint to the loss function by
setting the weights of useless hyperedges to 0, added two constraint terms to the objective function with a sum of hyperedge weights of 1 and nonnegative weight values, used the coordinate descent method, and proposed an alternating update label and weights in an iterative process.

Subsequently, Chasapi, A., et al. [73] used gradient descent to update the hypergraph weights with good results, but the iterative operation of such methods has high computational complexity. Chen, Z., et al. [74] designed the Adaptive Multimodal Hypergraph Learning for Image Classification (AMH) algorithm based on hypergraphs. Their main contribution was to propose a weight optimization method for multimodal data. Firstly, the initial weight of the hyperedge was calculated based on different features. Then, the constraint conditions were transformed into penalty functions to optimize the weight matrix.

Yu, Y.X. [18], from the perspective that different hyperedges have different effects on the hypergraph representation results, summarized the hyperedge weight optimization methods as three methods, based on monomorphic volume, scattering matrix trace, and linear reconstruction error from three perspectives of geometry, multivariate statistical analysis, and linear regression respectively, which remeasure the similarity between point sets to optimize the hyperedge weights.

(1) Hyperedge weighting method based on monomorphic volume

\[
Vol(E) = \sqrt{\frac{\det(G^T G)}{k^k}}
\]  

(10)

The matrix \( G \) is defined as a matrix of order \( k \times k \), where the column vector of the matrix \( G \) is \( g_i = (x_0 - x_i) \), \( Vol(E) \) is the monomorphic volume of the hyperedges, and the smaller its value, the closer the node relationships within the hyperedges. On this basis, the hyperedge weights can be expressed as

\[
w(e) = e^{-\frac{Vol(E)}{\mu}}
\]  

(11)

where \( \mu \) is a positive parameter.

(2) Hyperedge weighting method based on walking tracks

The scatter matrix is used to measure the closeness of the nodes within the hyperedges and is calculated as

\[
S = (X - \overline{X})(X - \overline{X})^T
\]  

(12)

where the matrix \( X = (x_1, x_2, \cdots, x_k) \) is the matrix associated with the hyperedge nodes of degree \( k \). \( X \) is the \( k \times d \) dimensional vector.

The weight of the hyperedge is therefore

\[
w(e) = tr\left(-\frac{e^T}{\mu}\right)
\]  

(13)

where \( tr(\cdot) \) represents the trace of the matrix, \( \mu \) is a positive parameter.

(3) Hyperedge weighting method based on linear reconstruction error

Inspired by linear regression methods, the reconstruction error of the hyperedge is defined as

\[
R = \frac{1}{k} \sum_{i=1}^{k} \frac{\|x_i - X_{i\neq i, \in e} \hat{c}_i^T\|_2^2}{\|x_i\|_2^2}
\]  

(14)

where the reconstruction factor \( \hat{c} \) is obtained by the least squares method, i.e.,

\[
\hat{c}_i = arg\min_x \left(\frac{1}{k} \sum_{i=1}^{k} \frac{\|x_i - X_{i\neq i, \in e} \hat{c}_i^T\|_2^2}{\|x_i\|_2^2}\right)
\]  

(15)
where $X_{t \neq i, t \in e}$ is a $d \times (k - 1)$ matrix, the $t$ column of the matrix is $x_t, t \neq i$ and $1 \leq t \leq k$.

The hyperedge weights are expressed as

$$w(e) = e^{-\frac{R}{\mu}}$$  (16)

where $\mu$ is a positive parameter.

In summary, the optimization methods for the hyperedge weights are summarized in Table 4.

**Table 4. Hyperedge weight optimization method.**

<table>
<thead>
<tr>
<th>Method Type</th>
<th>Optimization Methods</th>
<th>Advantages and Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectrum hypergraph</td>
<td>Simple set of hyperedge weights $w(e)$ are equal to 1</td>
<td>The different roles of different types of hyperedges in the representation of hypergraph structural information are not considered.</td>
</tr>
<tr>
<td>Distance Metric</td>
<td>$w(e) = \sum_{x_i, x_j \in e} \exp\left(-\frac{(x_i - x_j)^2}{\sigma^2}\right)$</td>
<td>The distance between nodes can be inaccurate due to noise and outliers, and the number of nearest-neighbor nodes selected can also affect model performance.</td>
</tr>
<tr>
<td>Multidimensional interactive information metrics</td>
<td>$w_{i1, \ldots, ik} = K \prod_{l=1}^{i} H(x_{i_l})$</td>
<td>Accurate representation of higher-order information in hypergraph structures.</td>
</tr>
<tr>
<td>Adaptive hyperedge optimization</td>
<td>Adaptive computation of hyperedge weights by coordinate descent</td>
<td>Adaptive calculation of weights, but iterative process increases computational costs.</td>
</tr>
<tr>
<td></td>
<td>Add a sparsity constraint and set the useless hyperedge weight to 0</td>
<td>Improved efficiency of model calculations.</td>
</tr>
<tr>
<td>Monomorphic volume</td>
<td>$w(e) = e^{-\frac{\text{Vol}(e)}{\mu}}$</td>
<td>Highly interpretable models but high computational complexity.</td>
</tr>
<tr>
<td>Walking tracks</td>
<td>$w(e) = \text{tr}\left(-\frac{e}{\mu}\right)$</td>
<td></td>
</tr>
<tr>
<td>Linear reconstruction error</td>
<td>$w(e) = e^{-\frac{R}{\mu}}$</td>
<td></td>
</tr>
</tbody>
</table>

### 3.3. Multimodal Hypergraph Generation

A multimodal hypergraph is a hypergraph whose vertices or hyperedges are constructed and generated by a multimodal data source. In this paper, multimodal data sources were summarized as both multimodal data and multimodal features. Multimodal data refers to the data is composed in different forms, for example in video analysis, containing multimodal information such as audio, images, and subtitle text. Multimodal features refer to the analysis of unimodal data from different perspectives. For example, images can be analyzed in terms of intensity or different modal features such as greyscale and texture. There is a certain correlation between this multimodal information, and hypergraphs can use their advantages to unify the information of different modalities and carry out comprehensive analysis to achieve complementary fusion of multimodal features and joint learning of potentially shared information between modalities, thus improving the efficiency of downstream tasks. Therefore, multimodal hypergraph research has been one of the research hotspots and has attracted the attention of more and more researchers.

(1) Multimodal Feature hypergraph

Chen, Z. et al. [75] proposed a hypergraph-based cross-modal retrieval algorithm that extracts both the features of textual model and sentiment modal of comments, which can significantly improve the accuracy of sentiment classification while reducing the computational cost, and whose model is shown in Figure 8:
As shown in Figure 8: the algorithm constructs a hypergraph for each feature separately, and the most effective part of the nodes from each hypergraph are selected to construct the final hypergraph. This approach effectively reduces the time complexity and is helpful for larger datasets. However, this method is based on the selection of nodes from a single modal hypergraph, which reduces the complementarity between the multimodal data and does not effectively reflect the characteristics of multimodal data.

In summary, with the continuous development of Internet technology, network data also contain a large amount of text, image, voice, video, and other multi-modal information. The fusion of multimodal data into a hypergraph model to improve model performance is also a research hotspot in recent years. Multimodal hypergraphs make up for the limitations of single modal data representation. However, the sparsity of the dataset is increased threefold when the visual, audio, and text features of the target items are considered compared with the single-modal feature space. Therefore, effectively alleviating the sparsity caused by multi-channel features without affecting the model performance is the key to solve this problem.

Figure 8. Schematic diagram of emotion classifier across modal hypergraphs [75].

Li, Q., et al. [76], Dalian University of Technology combined the hypergraph algorithm with multimodal data to solve the problem of weight assignment of different modalities in the process of processing multimodal data, and applied the hypergraph algorithm to land data to cluster the influencing factors of heavy metal pollution in land, and then solved the problem of tracing the source of heavy metal pollution.

(2) Multimodal Data hypergraph

He, L. et al. [77] constructed a hypergraph between users, goods, and multimodal attributes, learned group aware representations of users and goods on the basis of the hypergraph, fused the group aware representations with the temporal representations to obtain the final user representations, and combined the learned items representations on the hypergraph with the original items representations to obtain the final item representations.

Xu, L. et al. [78] integrated multimodal information including image content, user-generated labels and geographic location into a unified hypergraph framework for image ranking. Compared with single visual features, multimodal fusion can achieve higher accuracy and stronger robustness.

Wang, L. et al. [79] proposed a new feature fusion strategy that integrates multimodal features into a unified hypergraph. An effective multimodal hypergraph (EMHG) was constructed to address the high computational complexity of multimodal feature fusion methods. A multi-label association hypergraph (LCHG) was also constructed to model the complex associations between labels. Finally, combining the two hypergraphs, an adaptive learning algorithm was used to learn both the label scores and the hyperedge weights, and the importance of different features was represented by the hyperedge weights applied to the image classification task.
Although hypergraphs can represent deterministic multivariate relationships (including binary and monadic relationships) in complex systems, in the real world, deterministic things are relative and uncertain things are absolute. With the rapid development of various industries and the advent of the era of big data, there will be a huge amount of data continuously generated all the time, and these data contain a large amount of uncertainty data. How to use hypergraphs to describe and measure the uncertainty in these complex relationships has received more and more attention from scholars [80].

Uncertain hypergraphs are used to describe systems with uncertainty and relative complexity. It is an important and useful tool for describing complex systems in real life. The only review of uncertain hypergraphs that can be found so far is the work of Peng, J., et al. [81], which constructs a new interdisciplinary theory for uncertainty theory and hypergraph theory. The paper introduced the concept of uncertain hypergraphs and provided a brief analysis of the representation, operations, and properties.

Uncertainty problems are usually classified as random, fuzzy, and rough, and the resulting hypergraph models for the characterization of uncertain relationships contain three aspects. The following hypergraph modeling approaches for the characterization of uncertain relations are presented from three perspectives: probabilistic-based hypergraphs, fuzzy hypergraphs, and rough hypergraphs.

### 4.1. Random Hypergraphs

Since the causal relationship of things is uncertain, the uncertainty of the outcome resulting from the occurrence of events can be measured by probability. Random graphs use probability to indicate the likelihood of an event occurring. Firstly, Kolmogorov, A. [82] introduced probability theory into graph theory, followed by Erdős, P. [83], and Gilbert, E.N. [84] defined random graphs almost simultaneously. Since then, many scholars have studied random hypergraphs. For example, Cooper, J., et al. [85] studied the problem of asymptotic descriptions of neighborhood eigenvalues of random and perfectly consistent hypergraphs. Semeno, A., et al. [86] discussed the number of weakly colored random hypergraphs. Liu, Y.P., et al. [87] studied the problem of the upper tail of random hypergraphs. In addition to the study of the properties of random probability hypergraphs, Gan, Y. [88] introduced the combination of Bayesian nets and hypergraphs into the analysis of uncertain data descent, defined the hypobayesian graph, performed the calculation and simplification of descent probabilities, and provided the local propagation process of descent on the hypobayesian net. Liu, G. et al. [16] proposed a method for constructing...
probabilistic hypergraphs of patent texts based on the k-nearest neighbor strategy, and provided an algorithm for automatic classification of patent texts based on hypergraph learning on this basis. However, the application of stochastic hypergraphs is usually limited by the fact that uncertain quantities can only be described by probability theory when the obtained data are close enough to the probability distribution of the true frequencies.

4.2. Fuzzy Hypergraphs

Ambiguity arises because events have no clear qualitative meaning and no clear quantitative boundaries, resulting in an ‘either/or’ form of uncertainty, which is measured by affiliation, indicating the extent to which something belongs to a classification. In real life, we can invite experts in the field to obtain confidence in a quantity with uncertain information when sufficient data are not available or the cost of obtaining data is too high. With the development of fuzzy set theory, some scholars began to introduce fuzzy set theory into graph theory. Subsequently, fuzzy graphs [89] were proposed and a lot of research work was carried out on fuzzy graphs and fuzzy hypergraphs. For example, Wang, Q., et al. [90] used fuzzy equivalence relations to delineate hyperedges, and then constructed fuzzy hypergraphs and represented the granular structure. Luqman, A., et al. [91] proposed a new generalized fuzzy hypergraph and provided an application of a complex orthogonal fuzzy hypergraph. Wang Junhu, Northwest Normal University [92], with the help of hesitant fuzzy sets and fuzzy hypergraphs, defined hesitancy fuzzy hypergraph, and analyzed its formal concept, structure, and graph operation. On this basis, he also put forward a multi-attribute decision algorithm of hesitancy fuzzy hypergraph model based on granular computation and applied it to social networks. Liu, Y. [93], Wuhan University et al., established a fuzzy affiliation function for the characteristics of various factors in the land evaluation problem, used the affiliation value of each evaluation unit to construct the fuzzy feature similarity between data objects as the similarity metric function, constructed a fuzzy-based hypergraph clustering model to complete the land evaluation clustering task, and achieved better clustering results.

All existing hypergraph methods based on fuzzy sets and their extensions can be applied using affiliation functions and parameterization tools. However, in certain cases where no additional information, affiliation functions, or parametric properties are available, existing hypergraph based models are difficult to apply.

4.3. Rough Hypergraph

The theory of rough sets proposed by Pawlak, Z. [94] is an important branch of uncertainty theory and does not require any prior information. Indiscernibility between events is caused by insufficient and incomplete knowledge (or information) describing events. Rough sets assign all those indistinguishable events to a boundary domain. Rough hypergraphs, as an extension of hypergraphs, can use the given information to investigate incomplete information in the hypergraph model, i.e., no additional assumptions are required. To address the problem that traditional hypergraphs cannot handle continuous-type attributes, Shi, J. [95] and Liu, X. [96] combined the neighborhood rough set theory and the connection degree of incomplete and unbalanced information system, reconstructed the data features before constructing the hypergraph, proposed the neighborhood hypergraph, and applied it to the classification task. Gauthama, R.M.R. [97] combined rough set and hypergraph theory, used conditional attributes as vertices, constructed hyperedges by attribute reduction and thus proposed a new feature selection algorithm for finding optimal feature subsets, which was applied to feature detection systems. Recently, Sarwar, M. [98] applied the concept of rough sets to hypergraphs and introduced the new concept of rough hypergraphs based on rough relations. The concepts and properties of isomorphism, consistency, linearity, duality, conjunction, exchangeability, and distributivity in rough hypergraphs were provided for study. There are also links to formal concept analysis and rough set theory based on hypergraphs [99] links between supergroups, rough sets and hypergraphs, and hypergraph operations based on up-down approximation relations [100].
However, the fusion of rough set and hypergraph research is mostly confined to the feature extraction of data, and the roughing process performed during the structural feature analysis of hypergraphs, rough hypergraph theory, and the nature of research, not for the actual application according to nodes in the hypergraph and hyperedges roughness to construct the rough relational hypergraph model, needs to be further explored, which is the next research work.

In summary, the random hypergraph, fuzzy hypergraph, and rough hypergraph models proposed for uncertainty problems have their own characteristics and applicability conditions, and the type of data in the uncertainty problem can be targeted by choosing different uncertain hypergraph models for processing. Table 5 summarizes the scope of application and core techniques of the three uncertain hypergraphs.

Table 5. Comparative analysis of uncertainty hypergraph models.

<table>
<thead>
<tr>
<th>Type of Algorithm</th>
<th>Applicable Conditions</th>
<th>Core Ideas</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Hypergraph</td>
<td>The problem meets certain preconditions and the amount of data is sufficient</td>
<td>Measuring causal uncertainty with probability</td>
<td>The assumption of independent homogeneous distributions limits the extraction of higher-order information and it is expensive to obtain data</td>
</tr>
<tr>
<td>Fuzzy Hypergraph</td>
<td>Some expert systems to aid decision making</td>
<td>Measuring categories of things with affiliation</td>
<td>Reliance on expert experience, too subjective</td>
</tr>
<tr>
<td>Rough Hypergraph</td>
<td>No prior knowledge required</td>
<td>Approximate inscription of uncertain knowledge using equivalence relations for known knowledge bases</td>
<td>Lack of raw data processing mechanism needs to be used in conjunction with other algorithms</td>
</tr>
</tbody>
</table>

5. Conclusions and Future Research Directions

By reviewing the development process of hypergraph theory, we introduced the basic concepts of hypergraph theory briefly, and reviewed the key technologies of the new generation of hypergraph representation learning and structure optimization methods at home and abroad. The research on hypergraph representation learning is moving from theory to applications and the structural optimization of its models, as shown by the publications in the last two years. Hypergraphs have been applied with good results in a variety of fields such as clustering, classification, link prediction, importance ranking, recommendation systems, computer vision, chemical analysis, and biological networks. More and more research scholars are focusing on the structural and theoretical study of uncertain hyper-graphs, but further in-depth research on the representation and application of uncertain hypergraphs is urgently needed. Several potential research directions exist for the study of hypergraphs and uncertain hypergraph learning algorithms as follows.

1. How to reduce the algorithmic time and space complexity of hypergraph learning while accurately acquiring higher-order semantic information will be a hot topic of research in the long term;
2. How to obtain the adjacency matrix and point-edge association matrix accurately;
3. How to design an uncertain hypergraph model according to application scenarios combining the uncertainty of hypergraph vertices and hyperedges;
4. How to combine uncertainty theories such as probability theory, fuzzy sets, and rough sets to measure uncertain relationships in real networks, and thus construct vertex adjacency matrices and point-edge association matrices suitable for uncertain hypergraph structures;
5. How to establish correspondence and transformation methods between ordinary graphs and hypergraphs, and analyze the mechanism of correspondence between deterministic hypergraphs and uncertain hypergraphs, so that traditional representation learning can be better adapted to hypergraphs as well as representation learning of uncertain hypergraphs.
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