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Abstract: An unrelated parallel machine scheduling problem motivated by the scheduling of a printed
circuit board assembly (PCBA) under surface mount technology (SMT) is discussed in this paper.
This problem involved machine eligibility restrictions, sequence-dependent setup times, precedence
constraints, unequal job release times, and constraints of shared resources with the objectives of
minimizing the makespan and the total job tardiness. Since this scheduling problem is NP-hard, a
mathematical model was first built to describe the problem, and a heuristic approach using a non-
dominated sorting genetic algorithm (NSGA-II) was then designed to solve this bi-objective problem.
Multiple near-optimal solutions were provided using the Pareto front solution and crowding distance
concepts. To demonstrate the efficiency and effectiveness of the proposed approach, this study first
tested the proposed approach by solving test problems on a smaller scale. It was found that the
proposed approach could obtain optimal solutions for small test problems. A real set of work orders
and production data was provided by a famous hardware manufacturer in Taiwan. The solutions
suggested by the proposed approach were provided using Gantt charts to visually assist production
planners to make decisions. It was found that the proposed approach could not only successfully
improve the planning time but also provide several feasible schedules with equivalent performance
for production planners to choose from.

Keywords: multi-objective; unrelated parallel machine scheduling problem; non-dominated sorting
genetic algorithm II; machine eligibility restrictions; resource constraints

MSC: 68U35; 90B35; 68W50

1. Introduction

In recent years, newer generations of electronic products have been coming out quickly,
and the manufacturing of products gradually tends toward a large variety of items with
small quantities of each. As the product life cycles are shortened, enterprises must respond
to the customer requirements more quickly. In compliance with complex and diversified
production restrictions, production plants must import more advanced and cost-efficient
production techniques [1]. Efficient scheduling can optimize the allocation and planning of
the resources of production lines. This helps to increase the manufacturing efficiency and
on-time delivery rate. It also enhances an enterprise’s customer satisfaction and competi-
tive advantage in the industry. Therefore, in a scheduling system, multiple performance
indicators should be used as the criteria for scheduling with different considerations and
requirements, which presents a multi-objective scheduling problem.

The objectives in a multi-objective problem may be positively correlated, uncorrelated,
or negatively correlated. A multi-objective scheduling problem is more complicated than
a single-objective scheduling problem. The approaches used for multi-objective problem
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solving in the existing literature can be divided into three executive modes [2]. The
first one is the prior approach. The decision maker has to label the importance of each
objective before solving it. The prior approach is divided into weighted and hierarchical
computing modes. In the weighted mode, the decision maker gives different weights
based on the importance of each objective with a weighted sum of 1. Multiple objectives
are merged into a single-objective problem. In the hierarchical model, the objectives
are sorted based on their importance. Then, hierarchical solving is performed, and the
optimal solution obtained in the previous level is used in the next level as a constraint.
The second approach to multi-objective problem solving is the posterior approach. It
aims to obtain a set of non-dominated solutions (also known as Pareto solutions). This
set of solutions is better than the other feasible solutions for each objective. The decision
maker selects an eligible optimal solution from this set of solutions. The third one is the
interactive approach. The decision maker expresses their preferred target value for each
objective in the solution process. The overall computing mode extracts a feasible trade-off
solution based on the objective equation and the decision-maker’s preference. In the actual
scheduling work, the production environment is likely to vary with material availability,
machine status, manpower, quality, and customer requirements. It is unlikely to measure
the relative importance to allow for giving weights according to the objectives. Therefore,
many scholars combined the posterior approach with a meta-heuristic to solve the multi-
objective scheduling problem, e.g., multi-objective ant colony optimization [3], modified
multi-objective teaching–learning-based optimization-refined learning scheme [4], and
multi-objective particle swarm optimization [5]. The essence is that the optimal solution
is not a single value; instead, it is a solution set. Each solution in the solution set is a
feasible optimal solution, and the only difference is which objective equation each optimal
solution prefers.

The unrelated parallel machine scheduling problem is a type of parallel machine
scheduling problem. It is often seen in manufacturing industries, such as printed circuit
board assembly [6], wafer fabrication [7], the textile industry [8], the transport industry [9],
semiconductor wafer manufacturing [10], and supply chain scheduling problems [11].
Multiple machines can work simultaneously and independently in a parallel machine
production environment. Each job is processed on only one machine once. In terms
of unrelated parallel machines, the processing time of each job on different machines is
different, and there is no specific scale value [12]. As each machine may have several jobs
to be processed, the unrelated parallel machine scheduling problem should determine the
machine tool for each job and the processing sequence of jobs on each machine.

Garey and Johnson [13] indicated that unrelated parallel machine scheduling problems
are NP-hard problems. When the problem scale is expanded, it is hard to obtain the optimal
solution within a reasonable time using mathematical programming. In the face of this
problem, most scholars often use a meta-heuristic to obtain the approximate solution;
the tabu search method [14–16], genetic algorithm [17], particle swarm optimization [18],
variable neighborhood search [19], and ant colony optimization [20] are some examples.

This study took a famous computer hardware manufacturer in Taiwan (hereinafter
referred to as Company G) as the research subject. The company specializes in research and
development, manufacturing, and sales of electronic products, such as mainboards, graphic
cards, and PCs. PCB assembly is required in the manufacturing processes of these electronic
products. The process comprises surface mount technology (SMT), a dual inline package,
testing, and packaging. The electronic parts are soldered on the surface of a circuit board
with solder paste in the SMT process. The SMT process of Company G comprises multiple
production lines. These production lines have different configurations and manufacturing
capacities. If each production line is regarded as a machine, the processing time for each
product on each machine is different. This manufacturing environment can be regarded
as unrelated parallel machines. In addition, the products have different complexities.
Some products can be processed only on some machines, meaning that there are machine
eligibility restrictions. Before processing each product, the materials and parts for the
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product should be put in the feeder one by one, and the settings should be confirmed.
The required setup time varies with the differences in the processed products. There are
constraints due to the sequence-dependent setup times. Some advanced products have
parts mounted on both sides of the PCB. They should be split into the front panel and
backplane during processing, and the backplane must be processed before the front panel
is processed. These are called precedence constraints. Additionally, before processing each
product, it is necessary to make sure that all required materials are ready. Therefore, each
job has unequal job release times. Besides these processing constraints, a stencil applicable
to the product should be used as a fixture in the SMT process to print the solder paste on
the circuit board. The apertures and positions in the stencils are different. The total number
of stencils available for a particular model is limited. Thus, this production environment
has extra shared resource constraints. These constraints increase the difficulty of arranging
the production schedule to best utilize the production capacity while ensuring on-time
delivery in practice. Without proper tools to assist the production scheduling, it usually
took Company G several hours of cross-checking for one feasible production schedule.
When the situation changed, such as late deliveries from suppliers, a change in product
due dates, machine breakdown, and the like, it required several more hours for Company
G to rearrange the production schedule in response to those changes.

The scheduling problem in the SMT process of Company G was regarded as an un-
related parallel machine scheduling problem in this study. This problem had machine
eligibility restrictions, sequence-dependent setup times, precedence constraints, unequal
job release times, and extra shared resource constraints. Many different performance indica-
tors are used to measure the quality of production schedules. Among them, the makespan
and total tardiness were chosen in this study as the two objectives to be minimized for
the production schedules. Optimizing the former was chosen to ensure the balanced use
of machines, while optimizing the latter was undertaken to make sure that if there were
jobs that could not be completed before their due dates, they would not be delayed for
too long. As this problem, even with just one objective, is NP-hard, the time for solving
this problem was expected to exponentially increase with the problem scale. Therefore,
this study used the heuristic algorithm based on the scheduling logic of Company G, i.e.,
the current scheduling method, to generate the initial solution meeting the scheduling
constraints. It also used the non-dominated sorting genetic algorithm II (NSGA-II) to
optimize the scheduling objective through the test data and the actual work orders data to
be scheduled by Company G. This was chosen to evaluate the feasibility and effectiveness
of this algorithm. NSGA-II uses the posterior approach to deal with multi-objective opti-
mization. It is an effective approach that generates a set of Pareto solutions, instead of one
solution, for decision makers to ponder and thus is more acceptable in practice.

This paper is organized as follows. Section 2 reviews the related literature and Section 3
presents the studied problem along with the research methods. The results and analysis of
the numerical experiments are organized in Section 4. Section 5 concludes this paper with
a research summary and points out future directions.

2. Preliminaries
2.1. Multi-Objective Optimization Scheduling Problem

In an actual scheduling problem, multiple performance indicators should be con-
sidered together, wherefrom the scheduling problem of multi-objective optimization is
derived. The objectives of a multi-objective problem conflict with each other. In this type of
problem, the objectives should be accepted or rejected. The obtained optimal solution is a
feasible set. Decision makers can assign weights based on the importance of each objective
and determine a satisfactory optimal solution from the solution set. A multi-objective
optimization problem can be represented using the following mathematical model [21]:

min/y = f (x) = ( f1(x), f2(x), . . . , fn(x)) (1)

subject to x = (x1, x2, . . . , xm) ∈ X (2)
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y = (y1, y2, . . . , yn) ∈ Y (3)

where x is the decision vector, X is the parameter space, y is the objective vector, and Y
represents the objective space. Multi-objective optimization problems aim at finding all
non-dominated solutions. Without loss of generality, considering a maximization problem
with n objectives and two decision vectors a and b (a, b∈ X), a is said to dominate b only if
all the objective values in a are at least as high as the respective values in b and there exists
at least one objective value in a that is greater than that in b, as represented in Equation (4):

(∀ i ∈ {1, 2, . . . , n} : fi(a) ≥ fi(b)) ∧
(
∃ j ∈ {1, 2, . . . , n} : f j(a) > f j(b)

)
(4)

Furthermore, if no other decision vectors of the parameter space could dominate a,
then a is called a non-dominated solution.

Shahvari and Logendran [22] discussed the unrelated parallel machine scheduling
problem of batch machines. They considered the sequence-dependent and machine-
dependent setup times. The available machine time and unequal job release times were
dynamic. The objective was to minimize the total weighted makespan and total weighted
tardiness. They used the linear combination to reduce the bi-objective problem to a single-
objective problem. Bozorgirad and Logendran [23] discussed the hybrid flow line schedul-
ing problem with different unequal job release times, different unequal job release times
of machines, and sequence-dependent setup times. The objective was to minimize the
weighted makespan and weighted tardiness. The bi-objective problem was simplified via
weighting. Their study used the simulated annealing, tabu search, genetic algorithm (GA),
and two-stage GA methods to solve the problem and the results were compared. The results
showed that the GA produced a better solution than the other three algorithms. Zheng and
Wang [24] discussed the green energy manufacturing industry’s unrelated parallel machine
scheduling problem and considered the resource constraints. The objectives included
minimizing the makespan and total carbon emissions. A collaborative multi-objective fruit
fly optimization algorithm was used to solve this problem. Critical-path-based carbon
saving was used to increase the modes of job processing time on a non-critical path. Carbon
emissions could be reduced without increasing the makespan to obtain the Pareto solution
with two better objective functions.

Afzalirad and Rezaeian [25] proposed an unrelated parallel machine scheduling prob-
lem and considered unequal job release times, sequence-dependent setup times, and
machine eligibility restrictions. The objective was to minimize the weighted average pro-
cessing time and weighted average tardiness. They used NSGA-II and multi-objective ant
colony optimization to solve this problem. Gao et al. [26] mentioned that the scheduling
problem should avoid late delivery. The problem can lead to untimely manufacturing
of products, increasing the inventory cost. Therefore, for an elastic job-shop scheduling
problem with available machine restrictions, they took the makespan and total delay or
lead time as solution objectives. They used the harmony search algorithm to solve this
problem, which was provided with the concept of domination. After every iteration, if
the new solution could dominate one or more non-dominated solutions, it replaced the
previous best solution. Additionally, Gao et al. also used local searching for different
objectives to optimize the current solution and increase the solution efficiency. Aiming at
the total tardiness and total setup cost of the machine, Zhang et al. [27] combined multi-
objective particle swarm optimization with local searching to solve a batch processing
parallel machine scheduling problem with sequence-dependent setup times. In addition to
clustering the obtained feasible solutions based on domination, the distribution pattern
of feasible solutions in the solution space was considered. The solutions that could not
dominate others were sorted using crowded distance to ensure that feasible solutions could
be extensively distributed in the solution space.
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2.2. Unrelated Parallel Machine Scheduling Problem

The unrelated parallel machine scheduling problem involves a set of jobs to be pro-
cessed on one machine in a simple job environment. Each job is processed only once,
and each machine only processes one job at a time. This problem aims to obtain the
scheduling result that optimizes the objective while satisfying production constraints. The
computing modes for this problem include mathematical programming and heuristic al-
gorithms while considering the restrictions of a real production environment. In recent
literature/years, most scholars used heuristic and meta-heuristic algorithms for large-scale
scheduling problems.

McNaughton [28] studied the unrelated parallel machine scheduling problem in the
first place. As the production environment became complex, many scholars discussed the
unrelated parallel machine scheduling problem with sequence-dependent and machine-
dependent setup times, aiming at minimizing the makespan according to different schedul-
ing restrictions. Yilmaz Eroglu et al. [29] used a GA and the proposed local search to
solve this problem. They compared it with the ant colony optimization, and the result
showed that the GA generated/provided a better solution. Ezugwu and Akutsah [30]
used the firefly algorithm to obtain the initial solution and used the local search to change
the working order, which optimized the initial solution to obtain a robust near-optimal
solution. Ewees et al. [31] used the salp swarm algorithm to solve the problem. They used
the firefly algorithm to optimize the obtained preliminary solution probabilistically. The
result showed that the hybrid algorithm could enhance the algorithm’s solving ability and
shorten the computing time.

Mir and Rezaeian [32] discussed the existing restrictions of sequence-dependent and
machine-dependent setup times and unequal job release times. They considered the
job deterioration problem, where processing a delayed job would take more processing
time. The scheduling problem with the learning effect allows for the possibility that
the processing time can be shortened with operator experience. They set the objective
as minimizing the total machine-loading capacity. They combined the particle swarm
optimization with a GA to solve the problem. Two particles were crossed over in every
iteration and the optimum solution was mutated. The study of Mir and Rezaeian mentioned
that the diversity of solutions could be increased by using the logic of crossover and
mutation to work out a better solution. Chen et al. [7] also discussed a similar problem but
with the job expired time, which can often be found in semiconductor fabrication. They
applied a hybrid tabu search to solve this problem. Yepes-Borrero et al. [33] considered
the machine-dependent and sequence-dependent setup times and the machine-dependent
and sequence-dependent extra resource constraints, and set the objective as minimizing
the makespan. They proposed the greedy randomized adaptive search procedure. The
solution procedure was divided into two stages. In stage 1, the machine assignment and
job sorting were performed. The solution obtained at stage 1 was checked in stage 2 for
the extra resource constraints and repair was conducted. A local search was performed for
the repaired solution to optimize the current solution. Zheng and Wang [34] discussed the
scheduling problem with extra resource constraints and aimed at minimizing the makespan.
They used the two-stage adaptive fruit fly optimization algorithm to solve the problem.
The proposed heuristic algorithm was used to generate the initial solution in stage 1. The
solution was used as the initial center position of the colony in stage 2. A food source was
randomly looked for near the center position using the sense of smell. Odorousness was
calculated, then the possible location with maximum odorousness was sought using vision,
and the center position of the fruit fly was renewed.

Bektur and Saraç [35] considered the sequence-dependent setup times and machine
eligibility restrictions. Compared with general setup time restrictions, there was only
one set of common servers for the setup operation before processing. There would be
idle time if there were more than two machines to set up simultaneously. This study
used the dispatching rules of apparent tardiness cost with setups (ATCS) to generate the
initial solution. The tabu algorithm was used and the annealing algorithm was simulated



Mathematics 2022, 10, 2305 6 of 21

to optimize the initial solution to minimize the total weighted tardiness. The findings
showed that when compared with the randomly generated initial solution, the initial
solution generated using the dispatching rules of ATCS could obtain a better solution
faster. Al-Harkan and Qamhan [36] discussed the unrelated parallel machine scheduling
problem with sequence-dependent setup times, unequal job release times, extra resource
constraints, and the minimized makespan as the objective. They used a two-stage hybrid
variable neighborhood search with simulated annealing (TSVNS_SA) for solving. The
proposed heuristic algorithm obtained an initial solution in stage 1. This initial solution
was optimized using TSVNS_SA in stage 2. Fanjul-Peyro [37] also studied an unrelated
parallel machine scheduling problem with sequence-depend setups and shared resources.
A mixed-integer programming model was formed to minimize the makespan. To solve the
problem, a three-phase exact algorithm was designed in which the machine assignment
and the job priority were determined in the first two stages and the jobs were assigned
while considering the setups of the shared resources.

2.3. Non-Dominated Sorting Genetic Algorithm II (NSGA-II)

Non-dominated sorting genetic algorithm II (NSGA-II) was proposed by Deb et al. [38].
It was used to solve many problems, including scheduling [39,40], redundancy alloca-
tion [41,42], reducing carbon emissions [43], battery thermal management system man-
agement [44], passive heat supply tower management [45], and vehicle routing [46,47].
NSGA-II originated from the GA based on the natural evolution process, where the fittest
individuals are selected for reproduction to produce offspring of the next generation via
selection, crossover, and mutation.

In the multi-objective optimization problems, the decision vectors that are nondom-
inated within the entire search space are denoted as Pareto optimal and constitute the
so-called Pareto-optimal front. All other decision vectors are called dominated solutions.
On the Pareto-optimal front, multiple solutions exist that could not dominate each other.
NSGA-II defined the crowding distance of solution i, where solution i is on the Pareto-
optimal front, denoted as CDi, which measures the distance of solution i to its neighbors.
CDi is calculated using Equation (5) [38]:

CDi =
M

∑
m=1

∣∣ f i+1
m − f i−1

m
∣∣

f max
m − f min

m
i = 2, 3, . . . , l − 1 (5)

In Equation (5), M is the number of objectives; f i
m is the fitness value of the mth

objective of solution i; f max
m and f min

m represents the maximum and minimum values of the
fitness of the mth objective of the solution, respectively; and l represents the number of
solutions on the Pareto-optimal front. In each of the M objectives, the crowding distances
of the solutions with the largest and the smallest values of the fitness are set as infinity.
The larger value of the crowding distance of a solution means that it is more distant from
other solutions and hence more representative. Therefore, the solutions on the Pareto-
optimal front could be ranked using this approach to identify the most representative
feasible solution in each solution space. In each iteration of the evolving process, selecting
the solutions with larger crowding distances could help to improve the diversity of the
population. NSGA-II defined a crowded-comparison operator, denoted as ≺n, as described
in Equation (6):

(arank < brank) or ((arank = brank) and (CDa > CDb )) (6)

In Equation (6), arank and brank represent the nondomination ranks of solutions a and
b, respectively; CDa and CDb represent the crowding distance of these two solutions, re-
spectively. a ≺n b means solution a is preferred over solution b under crowded comparison.
This means that the solution with a lower rank is preferable between the two, and the
one located in a lesser crowded region is preferable should both solutions belong to the
same front.
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3. Research Method and Procedure
3.1. Problem Description

This study aimed to investigate the bi-objective unrelated parallel machine scheduling
problem with machine eligibility restrictions, sequence-dependent setup times, precedence
constraints, unequal job release times, and extra shared resource constraints. It took the
SMT process of Company G as the subject of implementation, where the SMT process is
shown in Figure 1. The NSGA-II was used to build the scheduling optimization system with
a minimum makespan and tardiness. First of all, the PCB to be assembled was fed into the
solder paste screen printer and printed with solder paste. When the solder paste printing
inspection machine confirmed the correct solder paste printing, the parts were mounted on
the circuit board by the mount. Then, the solder paste was fused using reflow. The quality
was controlled using automated optical inspection (AOI) and manual circuit inspection.

Figure 1. Schematic diagram of the SMT process.

The SMT process of Company G had nine production lines. Regarding the present
work order scheduling method, the field production management personnel assigned work
orders to specified production lines based on the production environment restrictions and
their experience. The work orders were divided into planned production and build-to-
order production according to acceptance or rejection. The main difference between them
was that the work order of build-to-order production was determined according to the
due date specified by the customer, while the delivery time of the work order of planned
production was determined according to the production plan. Therefore, the scheduling
was relatively complex. The field production management personnel spent much of their
working time on scheduling. According to the production environment setup of Company
G, the bi-objective unrelated parallel machine scheduling problem investigated in this
study had the following restrictions:

(1) The work order processing time is different in various production lines.
(2) The feasible machine tool for each work order is different.
(3) The work order has a sequence-dependent setup time.
(4) Work order precedence constraints.
(5) Different unequal job release times of work orders.
(6) The work order processing requires an extra shared resource.

Pinedo [12] proposed three parameters for describing the scheduling problem: α|β|γ,
where α represents the machine environment setup, β represents the scheduling restriction,
and γ represents the objective of the scheduling problem. To solve this scheduling problem,
this study took the actual production environment configuration for the SMT process of
Company G as the subject of implementation. The following assumptions were made for
this problem:

(1) Each machine only processes one work order at a time.
(2) When a work order is assigned to a machine and processed, the processing may not

be interrupted.
(3) The workable machine for each work order and the processing time are confirmed

and known.
(4) Unequal job release times and work order delivery times are confirmed and known.
(5) The setup time of different product types is confirmed and known.
(6) The reworking characteristic of work orders is disregarded.
(7) Machine fault and maintenance are disregarded.
(8) The extra shared resources are renewable sources.
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For the above scheduling restrictions and problem assumptions, this study used NSGA-
II to build a scheduling optimization system to minimize the makespan and total tardiness.
It was expected to assist the field production management personnel in scheduling and
increase the SMT process’s manufacturing efficiency.

3.2. Building a Mathematical Model

This study constructed a mixed-integer programming (MIP) model to describe this
production scheduling issue.

Subscripts
i: machine number, i ∈ M;
h, j, k: work order number, h, j, k ∈ N;
q: resource number, q ∈ V;
t: time, t ∈ H;
o: virtual work order.
Sets
M: machine set, i = {1, 2, . . . , |M|};
N: work order set, h, j, k = {1, 2, . . . , |N|};
V: resource set, q = {1, 2, . . . , |V|};
H: time set, t = {1, 2, . . . , |H|}.
Parameters
pij: processing time of work order j on machine i;
sjk: setup time between work order j and work order k of subsequent processing;
rj: start time of work order j;
dj: delivery time of work order j;

Eij =

{
1, If work order j can be processed by machine i
0, otherwise

;

PRhj =


1, If work order h and work order j have priority restrictions and

work order h processing is completed, then work order j can be processed
0, otherwise

;

ARq: available quantity of resource q;
resjq: quantity of resource q required to process work order j;
G: maximum value.
Decision variables
Tj: delay time of work order j;

xij =

{
1, If work order j is scheduled to be processed on machine i
0, otherwise

, i ∈ M ; j ∈ N;

xijk =


1, If work order j is scheduled to be processed on machine i,

and the processing of work order k is continued
0, otherwise

, i ∈ M ; j, k ∈ N;

xi0j =


1, If work order j is scheduled to be processed on machine i,

and it is the first work order
0, otherwise

, i ∈ M ; j ∈ N;

zjt =

{
1, If work order j is scheduled to be processed at time t
0, otherwise

, j ∈ M ; t ∈ H.

Objective equations
Min Cmax (7)

Min Tardiness =
n

∑
j=1

Tj (8)

Constraints
∑i∈M xij = 1, ∀ j ∈ N (9)

∑i∈M ∑j∈{0}∪{N} xijk = 1, ∀ k ∈ N (10)

∑j∈N, j 6=k

(
xikj + xi0j

)
= xij, ∀ i ∈ M ; ∀ k ∈ N (11)
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|H|
∑

t = pik

(t ∗ zkt) ≥
|H|
∑

t = pij

(
t ∗ zjt

)
+ ∑

i∈M

(
∑

k∈N,k 6=j
sjk ∗ xijk

)
+ ∑

i∈M
(pik ∗ xik)

+ G
(

∑i∈M xijk − 1
)

, ∀ j ∈ N ; k 6= j
(12)

∑
|H|
t=pik

(t ∗ zkt) ≥ rk + ∑i∈M

(
∑k∈N,k 6=j sjk ∗ xijk

)
+ ∑i∈M(pik ∗ xik),

∀ j, k ∈ N , k 6= j
(13)

∑t∈H zjt = 1, ∀ j ∈ N (14)

∑t∈H
(
t ∗ zjt ∗ PRh,j

)
−∑t∈H

(
t ∗ zht ∗ PRj,h

)
≥ PRh,j ∗

(
∑i∈M ∑j∈N j 6=k skj ∗ xikj + ∑i∈M

(
pij ∗ xij

))
∀ h, j ∈ N , h 6= j

(15)

∑j∈N ∑i∈M ∑t+pij−1
s=t

(
resjq ∗ zjs ∗ xij

)
≤ ARq ∀ q ∈ V; ∀ t ∈ H (16)

xijk ≤ Eik, ∀ i ∈ M ; ∀ j, k ∈ N, k 6= j (17)

xi0j ≤ Eij, ∀ i ∈ M ; ∀ j ∈ N (18)

xij ≤ Eij, ∀ i ∈ M ; ∀ j ∈ N (19)

Tj ≥∑t∈H

(
t ∗ zjt

)
− dj, ∀ j ∈ N (20)

Cmax ≥ t ∗ zjt, ∀ j ∈ N ; ∀ t ∈ H (21)

Tj ≥ 0, Cmax ≥ 0, xij, xijk, zjt ∈ {0, 1} ∀ i ∈ M ; ∀ j, k ∈ N (22)

Equations (7) and (8) are objective equations that minimize the makespan and mini-
mize the total tardiness of the work order, respectively. Equation (9) makes sure that each
work order will be assigned to a machine and processed. Equation (10) makes sure that
each work order will be assigned to at most one machine and processed, and each work
order will be followed by only one work order. Equation (11) specifies that the work orders
will be continuously processed on the machine. If work order k is assigned to machine
i, then work order j will certainly be processed earlier than work order k on machine i.
Otherwise, it is the first work order processed on machine i. Equation (12) ensures that the
makespan of the next processed work order k is not smaller than the makespan of work
order j plus the setup time between work orders j and k plus the processing time thereof.
Equation (13) represents the unequal job release times of the work orders, making sure
that work order k is not processed until the unequal job release times are added by the
setup time for the previous work order j and its processing time. Equation (14) makes sure
that each work order will be processed in a one-time interval only, meaning each work
order will be processed only once. Equation (15) represents the precedence constraints,
which makes sure that of the two work orders with precedence constraints, work order
j will not be processed until work order h is processed. Equation (16) is the extra shared
resource constraint, making sure that the quantity of each resource to be used in the same
time interval will not exceed the available quantity of the resource. Equations (17)–(19)
are the machine eligibility restrictions, ensuring that each work order will be processed
by its eligible machine. Equation (20) calculates the work order tardiness. Equation (21)
calculates the makespan of a work order. Equation (22) specifies the constant positivity of
the tardiness and makespan, and the decision variable is binary.

According to the environment setup and scheduling restriction of the SMT process of
Company G described using the MIP mathematical model and the fact that the unrelated
parallel machine scheduling problem was demonstrated to be an NP-hard problem, solving
a large-scale problem will take a long time. As a result, this study only used a mathematical
model to solve the test data on a smaller problem scale. To optimize the scheduling system
of Company G, this study used NSGA-II to solve the actual work orders to be scheduled
for Company G on a larger problem scale.
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3.3. Scheduling Optimization Algorithm Implementation Procedure

The scheduling result meeting the production environment restriction was obtained
through the following procedure. The objectives were set as the makespan and total
tardiness. The scheduling result was optimized to obtain the optimal solution where
the two performance indicators were minimized. The solving process of this problem is
described below.

(1) Encoding mode

This study used the chromosome encoding mode, where one chromosome represents
a set of feasible schedules. Each gene in the chromosome represented one work order. The
gene coding used integer coding in which each integer corresponds to a work order number.
As the unrelated parallel machine scheduling problem included machine assignment and
job sorting, the chromosome was expressed in the form of a 2D matrix. If there are n work
orders and m machines to be scheduled, there will be n genes and a matrix with m columns.
Each column included the work order corresponding to the machine. The genes from left
to right represented the processing sequence of the work orders for the machine.

(2) Initial solution generation

The population size should be determined before the algorithm’s execution. This
means that the total number of chromosomes in the population is defined. The population
size varies with the complexity of the problem. A good initial population can increase
the crossover probability of superior offspring and shorten the computing time of an
algorithm. An initial diversified population can enhance the global search capability of
an algorithm [48]. An appropriate population size should simultaneously maintain the
diversity of solutions and reasonable computing time.

To cause the population to have diversity and excellent chromosomes, this study used
the feasible solution generated by a heuristic algorithm as one chromosome in the initial
population of NSGA-II. This algorithm was set up and executed according to the work order
scheduling logic and production line condition of Company G. It was defined as the current
scheduling method of Company G. In terms of the current scheduling logic, the work order
processing sequence was determined by the senior production management personnel of
the subject company. The logic used by the production management personnel for work
order scheduling was that the priority of the work orders in build-to-order production was
higher than that of the work orders of planned production. The work orders were sorted in
descending order according to the ratio of the quantity delivered to the quantity processed.
If the ratio was the same, processed quantities were sorted in descending order. The work
orders were sorted in ascending order based on the available processing time; the shorter
the available processing time was, the shorter the distance from the unequal job release
time point of the work order to the work order delivery time. Therefore, shorter jobs should
be scheduled first to avoid delays in work orders. The unequal job release time points of
work orders were sorted in order of precedence. For an earlier unequal job release time
point, the earlier the work order should be scheduled to avoid the idle state for a long time.

(3) Fitness value calculation

To measure the performance and fitness value of each chromosome, a fitness function
should be designed according to the objective equation of the problem to be solved. In an
iterative process, the fitness value is the criterion for the elimination of chromosomes. A
chromosome with a better fitness value has a higher probability of being maintained. This
study used the makespan and total tardiness of a work order as performance indicators
and set up the fitness function to execute the non-dominated sorting in the next section, as
expressed by Equations (7) and (8).

(4) Non-dominated sorting

Except for the initial generation, after each iteration, each chromosome worked out the
two fitness values of the makespan and total tardiness according to the fitness function. The
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non-dominated sorting of chromosomes was executed based on the Pareto front solution
and crowded distance. To renew the population and leave a better solution, the chromo-
some with a better fitness value had a higher non-dominated rank. The solution of the
highest dominated rank was taken as the chromosome of the next generation’s population
when renewing the population till the chromosome number reached the population size.
The concept is shown in Figure 2. First, the fitness values corresponding to the chromosome
left from the last generation and the new chromosome Pt generated after the crossover and
mutation were worked out based on the fitness function. Then, the chromosomes were split
via domination into the solution sets S1, S2, . . . , Sn. The non-dominated ranks of these
solution sets were sorted and brought into the next generation. If the chromosome number
of the solution set was larger than the preset population size, the chromosomes were
sorted by using the crowded distance. The least representative chromosomes exceeding the
population size were removed to generate the next generation’s parent population Pt+1.

Figure 2. Schematic diagram of non-dominated sorting.

(5) Iteration termination condition

Considering the computing time, this study set the maximum number of iterations as
the termination condition of an algorithm. If the number of iterations reached the upper
bound, the algorithm stopped iterating, and the non-dominated solution sorted by the
chromosome of the generation would be the final solution to this problem.

(6) Parental chromosome selection

To select the chromosomes for mating and mutating, several chromosomes needed to
be selected from the parent population and put in the mating pool as parental chromosomes.
To increase the mating probability of chromosomes with better fitness values and maintain
the population diversity, this study combined the elite selection method with a roulette
wheel selection as the criteria for bringing parental chromosomes into the mating pool. The
feasible solution with the best fitness value was unconditionally brought into the mating
pool, and the rest of the chromosomes were selected using the roulette wheel selection.

(7) Crossover

Two chromosomes were randomly selected from the mating pool for gene exchange
to generate the offspring, which was expected to obtain chromosomes with better fitness
values. This study combined the one-point crossover with the local search with a pilot
calculation function as the crossover method of this algorithm.

(8) Mutation

To diversify the population and reduce the probability of the algorithm falling into
a local optimum in the iterative process, the offspring chromosomes generated after a
crossover will mutate with a given probability. The mutation method involves a one-point
mutation, as shown in Figure 3. A gene was selected randomly, and another gene was
selected randomly from the workable machine for the work order corresponding to the
gene for the exchange to complete a chromosome mutation. The chromosome after the
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mutation also complied with the restriction of a workable machine. If the chromosome
conflicted with other scheduling restrictions, the machine with the mutation would be
coupled with the penalty value of idle time so that the fitness value was worse than other
chromosomes and gradually eliminated in the iterative process.

Figure 3. Schematic diagram of mutation.

One iteration was completed using the above procedure. Each iteration generated new
chromosomes, and the algorithm was iterated continuously till the algorithm reached the
iteration termination condition or the maximum number of iterations. When the iteration
termination condition was reached, the chromosome with the highest non-dominated
rank in the population was the optimal solution set for this problem, i.e., non-dominated
solution. The chromosome in the solution set was decoded to obtain the optimal scheduling
result. The said implementation procedure of the algorithm is shown in Figure 4.

Figure 4. Execution flow chart of non-dominated sorting genetic algorithm.
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4. Data Implementation and Results Analysis

This study used Python 3.8 to write the program, which was implemented on a
computer with an Intel i7-7700 CPU and 32 GB RAM.

4.1. Data Sources

Table 1 shows partial information provided by Company G about the work orders
that were scheduled for the week of January 2021. The data contained 81 work orders.

Table 1. Partial information about the pending work orders.

Work
Order

Product
Type

Material
Number Board Due

Time WO_Qty SH_Qty SMT_Start
Time

Machine
Set NL1 NL2 NL3 NL4 NL5 NL6 NL7 NL8 NL9

KHCNF6 SC B 150 450 0 582 0 582 0 0 0 0 0

KHCNF6 SC T 150 450 0 437 0 437 0 0 0 0 0

LH3N01 SC B 80 80 0 582 0 582 0 0 0 0 0

LH3N01 SC T 80 80 0 437 0 437 0 0 0 0 0

KGCNA6 SB B 140 140 0 0 0 0 0 0 0 0 125

KGCNA6 SB T 140 140 0 0 0 0 0 0 0 0 74

KGCNA7 SB B 120 120 0 0 0 0 0 125 0 0 125

KGCNA7 SB T 120 120 0 0 0 0 0 70 0 0 70

As the data are confidential company information, and thus, they were intentionally obscured.

The production planner at Company G arranged the daily work orders scheduled by
the company’s information system to appropriate production lines according to their own
working experience. Due to production restrictions, even very experienced production
management personnel would require about two hours to determine the scheduling. Before
producing a work order, all of the materials for the work order must be ready. It is very
common to find a type of product on which hundreds of components are required to
be mounted using SMT in Company G. If a material (such as an integrated circuit chip)
cannot arrive as scheduled after the scheduling, or any unexpected situation influences
the production of a work order, the production planner has to spend time adjusting the
production schedule, which involves checking the availability of material for other work
orders, rearranging the production line, re-picking hundreds of new components, and so
on. When the scheduling cannot be adjusted in time, the entire production line may be idle,
productivity is lost, and may even lead to late delivery.

The parameters of scheduling are described in Table 2. The production lines needed
to be set up before producing work orders of different product types (ProductType). The
production setup time varied with the type of products of the previous work order. The
work orders of the same model (MaterialNumber) needed to use the same stencil (Ma-
chineSet). Board represents the front side or back side of the work order. For the same
work order number (WorkOrder), the front side of the board cannot be processed until the
back side is processed. The work order cannot be processed before the job release times
(SMT_StartTime), which represent the times when all the required materials of that work
order are prepared. The fields of NL1~NL9 represent the processable quantity of the types
of products associated with the work order per hour on production lines 1 to 9. It can then
be converted into the processing time required for each work order on each production
line. If a value is 0, the associated work order cannot be processed on that production line.

To test the efficiency of the algorithm proposed in this study based on the numerical
distribution of the actual order data of Company G, 12 test problems were randomly
generated using a discrete uniform distribution from the delivery time, quantity processed,
job release times, and NL1~NL9 fields. The distribution of parameters to be used to
generate test problems is organized in Table 3. Since we did not consider the detailed
settings of each production line, without loss of generality, we refer to each production line
as one “machine” hereafter.
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Table 2. Definition of each column of pending work order information.

Title Definition
WorkOrder Work order code

ProductType Product category

MaterialNumber Product type

Board Plate type (T means front side of the board, B means the back)

DueTime Delivery time (hours)

WO_Qty Processing quantity (pieces)

SH_Qty The required shipping quantity (in pieces)

SMT_StartTime Time to start processing

MachineSet The stencil required

NL1~NL9 Processing quantity per hour in line 1 to line 9 (pieces)

Table 3. Test data generation methods.

Title DueTime WO_Qty SMT_StartTime NL1~NL9

Random distribution U(2, 5) 10 × U(0, 60) U(1, 3) U(0, 600)

4.2. Algorithm Parameter Settings

The parameters of a non-dominated sorting GA would significantly influence the
solution efficiency of the algorithm and the quality of an optimal solution. The parameters
for this algorithm were set up, including the population size, crossover rate, mutation rate,
and iteration termination condition. The following data were tested, and the parameters
were set using the actual work orders to be scheduled for Company G.

(1) Population size and crossover rate

With an increase in the population size, the diversity of feasible solutions increases.
It enhances the global search capability of an algorithm, but the execution time of an
algorithm also increases. In contrast, the execution time of an algorithm can be shortened,
but the diversity of feasible solutions may be reduced. The crossover rate determines the
number of chromosomes to be mated in the population. However, the crossover method
used in this study was local search, and the number of chromosomes participating in
crossover had a considerable influence on the computing time of the algorithm.

Grefenstette [49] indicated that a better solution could be obtained when the popula-
tion size was larger than 30. The crossover rate was mostly set between 0.5 and 1.0 [50].
According to Wang et al. [51], a better solution was obtained when the crossover rate was
set at 0.8. As the problem discussed in this study had a lot of restrictions, considering the
execution time of an algorithm, this study tested the variation of fitness value in 12 parameter
combinations with population sizes of 30, 40, 50, and 60 and crossover rates set at 0.5, 0.8,
and 1.0.

Figure 5 shows the Pareto front solutions obtained by executing the algorithm using
different crossover rates when the population sizes were set at 30, 40, 50, and 60. The
horizontal coordinate represents the makespan and the vertical coordinate represents the
total tardiness. As shown in Figure 5, when the population size was set at 30 and 40,
the obtained Pareto front solutions were found at higher positions. A better Pareto front
solution could be obtained when the population size was larger than 50. There was no
significant difference between the population sizes of 50 and 60, and when the population
size is 50 or 60, the crossover rate was set as 1.0. In this case, a better Pareto front solution
could be obtained. The algorithm’s execution time was shorter at a constant crossover rate
and smaller population size. To obtain a better solution in a short time, the population size
was set at 50 with a crossover rate of 1.0.
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Figure 5. Pareto frontier solutions for different population numbers and mating rates.

(2) Mutation rate

The mutation rate was mostly set between 0.005 and 0.05 [50]. As the population size
was small in this study, the mutation rate was set as 0.05. The diversity of feasible solutions
could be increased using a mutation in the iterative process of the algorithm.

(3) Iteration stop condition

The maximum number of iterations was set as the algorithm termination condition
in this study. The convergence of the algorithm was judged according to the fitness
value’s decreasing amplitude. As shown in Figure 6, the makespan became smooth after
25 iterations. As shown in Figure 7, the total tardiness became smooth after 30 iterations.
Therefore, the maximum number of iterations of the algorithm was set at 30.

Figure 6. Decreasing trend of the maximum completion time in the iterative process of the algorithm.

Figure 7. The decreasing trend of the total delay time in the iterative process of the algorithm.
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4.3. Analysis of the Experimental Results
4.3.1. Experimental Results of the Test Data

For the test data of a small-scale problem, in the combined scenario with 6, 8, and
10 work orders; 2 and 3 machines; and 1 and 2 resource classes, the difference between
the results of using Gurobi optimization software to solve the mathematical model and
using NSGA-II to solve the problem was tested in this study to confirm the efficiency of the
algorithm. The experimental results are shown in Table 4, where N ×M × R represents
the problem scale of N work orders, M machines, and R resources; Cmax represents the
makespan; and Tardiness represents the total tardiness. The difference in the computing
mode was given as

Algorithm target value−mathematical model target value
mathematical model target value

× 100%

Table 4. Experimental results obtained using small-scale problem test data.

No. N ×M × R
Mathematical Model The Proposed Approach Difference (%)

(Cmax/Tardiness)Cmax Tardiness Time (s) Cmax Tardiness Time (s)

1 6 × 2 × 1 63.04 39.04 2216 63.04 39.04 88 0.0/0.0
2 6 × 2 × 2 41.86 17.86 2282 41.86 17.86 95 0.0/0.0
3 6 × 3 × 1 81.56 0.86 472 81.56 0.86 105 0.0/0.0
4 6 × 3 × 2 101.44 5.44 1073 101.44 5.44 113 0.0/0.0
5 8 × 2 × 1 76.78 0.00 826 76.78 0.00 162 0.0/0.0
6 8 × 2 × 2 38.00 14.00 2206 38.00 14.00 175 0.0/0.0
7 8 × 3 × 1 77.32 0.22 820 77.32 0.22 128 0.0/0.0
8 8 × 3 × 2 84.33 0.00 488 84.33 0.00 112 0.0/0.0
9 10 × 2 × 1 53.54 7.75 2617 53.54 7.75 140 0.0/0.0
10 10 × 2 × 2 53.50 7.71 2548 53.50 7.71 135 0.0/0.0
11 10 × 3 × 1 82.72 9.63 3738 82.72 9.63 166 0.0/0.0
12 10 × 3 × 2 57.75 9.54 3604 58.14 9.63 163 0.7/0.9

Based on the experiments, the optimal solution could be obtained using the math-
ematical model. The solution of 0 for the total tardiness could also be obtained. This
meant that the mathematical model built by this study was feasible and able to handle
multi-objective problems. In the non-dominated sorting algorithm, besides the scenario
of 10 work orders, 3 machines, and 2 resources, the two computing modes in the other
scenarios could obtain optimal solutions that were equivalent to the mathematical model.
The algorithm’s execution time was shorter than that of the mathematical model. The
effectiveness of the algorithm proposed by this study was observed, and a near-optimal
solution could be obtained within a reasonable time.

4.3.2. Experimental Results of Actual Work Orders to Be Scheduled

The problem scale of actual work orders to be scheduled is relatively large. It is
unlikely to be solved using a mathematical model. This study only used an algorithm to
solve it. The experimental results were obtained after analyzing and comparing the current
scheduling method of Company G and NSGA-II. The makespan of Company G’s work
order to be scheduled was 319.53 h and the total tardiness was 82.99 h. The Gantt chart
drawn according to the scheduling result is shown in Figure 8. The blue block represents
the setup time before the work order processing. Grey and red blocks represent the work
order processing time. The red blocks represent the tardiness of the work order and the
blank areas represent the idle state of the machine at the time. In the Gantt chart, each
work order’s setup time and processing time are marked. S8,71 represents the setup time
generated by processing work order 71 immediately after work order 8 was processed. S0,4
represents the setup time generated when work order 4 was the first work order on the
machine. p9,71 represents the processing time of assigning work order 71 to machine 9 (i.e.,
the 9th production line). As shown in the Gantt chart, the machine remained in an idle state
for an extended period. After comparing with the scheduling result, the primary cause was
the unequal job release times. As the work orders have unequal job release times, when a
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machine finished a work order, it might need to keep waiting until the next assigned work
order could be processed.

Figure 8. Gantt chart after decoding the current scheduling method.

The Pareto chart drawn according to the final solution after the execution of the pro-
posed non-dominated sorting algorithm used in this study is shown in Figure 9. According
to the two objective equations discussed in this study, the horizontal axis represents the
makespan and the vertical axis represents the total tardiness. The yellow triangle means
the feasible solution corresponding to the point is the Pareto front solution, i.e., the non-
dominated solution. The optimal solution set was obtained using the algorithm. The
corresponding two target values are shown in Table 5.

Figure 9. Pareto scatter diagram of the final solution.

Table 5. Target values of non-dominated solutions.

Non-Dominated Solution Makespan (Hours) Total Tardiness (Hours)

The best solution 1 287.42 52.80
The best solution 2 288.72 39.05
The best solution 3 288.14 44.16
The best solution 4 287.24 55.86
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The Gantt charts drawn according to the scheduling results of four optimal solutions
in Table 5 are shown in Figure 10. Compared with Figure 8, the Gantt charts drawn using
the aforesaid two algorithms showed that the machine remained idle for a long time. The
cause for this was also the unequal job release times, meaning this value significantly
influenced the idle state of the machine.

Figure 10. Gantt chart of the optimal decoding by different best solutions.

Finally, according to the solutions obtained using the two considered algorithms, the
makespan and total tardiness were compared based on the current scheduling method of
Company G and compiled in Table 6. The difference between the computing modes was
given as

NSGA− I I target value− target value o f current scheduling method
target value o f current scheduling method

× 100%.

Table 6. Result comparison.

Makespan Total Tardiness
Makespan

Value (Hours) Improvement (%) Value (Hours) Improvement (%)

Company G’s current scheduling
method (baseline) 319.53 - 82.99 - 11

NSGA-II (the proposed approach)

287.42 10.0 52.8 36.4

1926
288.72 9.6 39.05 52.9

288.14 9.8 44.16 46.8

287.24 10.1 55.86 32.7

The makespan could be improved by 10.1% with NSGA-II and the total tardiness could
be improved by 52.9% at most. As shown in Table 6, not only one solution but four feasible
schedules were generated by the proposed NSGA-II approach. The execution time required
by the personal computer used in this experiment was around 32 min, which is relatively
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long but is still much shorter than the manual scheduling currently used by Company
G. The proposed approach could assist Company G to generate a set of good-quality
production schedules and could also be applied to re-scheduling whenever necessary.

5. Conclusions and Future Research

As the multi-objective scheduling problem has been extensively discussed, performing
effective scheduling with multiple performance indicators and multiple production restric-
tions becomes an important issue. This study discussed the unrelated parallel machine
problem with machine eligibility restrictions, sequence-dependent setup times, prece-
dence constraints, unequal job release times, extra shared resource constraints, and taking
makespan and total tardiness as the objectives. Such a problem can be found in a real
production environment, such as the one discussed in this study, namely, the scheduling of
SMT production for PCB manufacturing. Compared with the current approach used by the
case company, namely, Company G, the proposed approach using NSGA-II could produce
several feasible schedules that satisfied the two predetermined objectives.

Compared with other studies, the advantage of this study was that the precedence
constraints and unequal job release times were considered so that the scheduling problem
could further meet more of the restrictions found in real production lines. In addition,
the common weighted method was substituted by the non-dominated method when
discussing this bi-objective scheduling problem. The feasible solutions were clustered
using the concept of domination, and the feasible solutions were sorted using the crowded
distance so that the optimal solution set expressed the final solution. Therefore, even if the
machine allocation or production environment was changed in practice, this scheduling
optimization system would still be feasible. Additionally, this study used NSGA-II to solve
this problem, and the final scheduling result showed that the makespan could be shortened
by 10.1% at most and the total tardiness could be reduced by 52.9% at most. This way,
the productivity of production lines can be increased, the company’s on-time delivery
is enhanced, and manual scheduling time is saved. Production scheduling is always an
important activity for the case company and the production planners are reluctant to adjust
an existing schedule due to the scale of complexity of this problem. Optimizing under
multiple objectives is also very common in practice. This study provided a systematic
approach to address this problem by minimizing job delay while increasing machine
utilization. This decision support tool could help the production planners to better examine
their production schedules while still providing some flexibility on the choices of the one
to execute.

The following suggestions and directions are proposed for future research: (1) This
study only discussed the most important first SMT process of PCB assembly, but the
subsequent processes may also influence the overall scheduling. Therefore, if the other
processes can be considered together in the future, the result will be more extensively
used in practical problems. (2) Other meta-heuristics or local searches can be combined to
enhance the solution efficiency and quality. ML algorithms can be used for solving and the
scheduling problem can develop toward intelligentization. (3) In this unrelated parallel ma-
chine scheduling problem, this study only solved for optimizing two objectives: makespan
and total tardiness. However, there will be more extensive performance indicators to be
considered in practice. Therefore, other objectives can be discussed in the future to make
the result closer to practical requirements.
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