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Abstract: Software defect prediction (SDP) methodology could enhance software’s reliability through predicting any suspicious defects in its source code. However, developing defect prediction models is a difficult task, as has been demonstrated recently. Several research techniques have been proposed over time to predict source code defects. However, most of the previous studies focus on conventional feature extraction and modeling. Such traditional methodologies often fail to find the contextual information of the source code files, which is necessary for building reliable prediction deep learning models. Alternatively, the semantic feature strategies of defect prediction have recently evolved and developed. Such strategies could automatically extract the contextual information from the source code files and use them to directly predict the suspicious defects. In this study, a comprehensive survey is conducted to systematically show recent software defect prediction techniques based on the source code’s key features. The most recent studies on this topic are critically reviewed through analyzing the semantic feature methods based on the source codes, the domain’s critical problems and challenges are described, and the recent and current progress in this domain are discussed. Such a comprehensive survey could enable research communities to identify the current challenges and future research directions. An in-depth literature review of 283 articles on software defect prediction and related work was performed, of which 90 are referenced.
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1. Introduction

Due to their roles in assisting developers and testers to automatically allocate the suspicious defects and prioritizing testing efforts, software defect prediction (SDP) techniques are gaining much popularity. SDP could also identify whether a software project is faulty or healthy in the early project life cycle and effectively improve the testing process and software quality [1,2]. Software is a set of instructions, programs, or data used to execute specific tasks in various applications such as cyber security [3], robotics [4,5], autonomous vehicles [6], image processing [7,8], prediction of malignant mesothelioma [9], recommendation systems [10], etc.

Previous studies have used learning techniques based on traditional metrics to build such SDP models. The specific and limited source code features have been manually
generated to identify the faulty files among others such as McCabe features [11], Halstead features [12], Chidamber and Kemerer (CK) features [13], MOOD features [14], change features [15], and other object-oriented (OO) features [16]. Several machine learning techniques for SDP have been implemented, including Support Vector Machine (SVM) [17], Naive Bayes (NB) [18], Neural Network (NN) [19], Decision Tree (DT) [20], Dictionary Learning [21], and Kernel Twin Support Vector Machines (KTSVM) [22].

However, code regions with different semantics key features cannot be distinguished using existing traditional features because the traditional features could carry the same information for code regions with different semantics (see Section 4.1). Semantic feature strategies have evolved to detect suspicious defect prediction from the source codes in recent years as alternative methodologies. Rather than using the metric generator analysis, such methods could directly predict the defects from the project’s source code [23–25]. These approaches use recent deep learning techniques to fit the obstetric model through creating multi-dimensional features that perform perfectly in either the source code reconfiguration as a sequential structure or abstract syntax trees in the input data set. In future, advanced classification algorithms could use the semantic key features similar to the scenario of metric-based defect prediction to achieve a more effective prediction performance.

Despite the rapid advancement of the SDP domain, the preliminary survey studies [26–30] show insufficient reviews to capture the latest challenges of the deep learning techniques that used the source code key features for defect prediction. For example, the recent progress in the related source code analysis and representation domain was presented based on the different processing techniques such as abstract syntax trees (AST) and token, graph, or statement-based methods where they were successfully used for software defect prediction.

Researchers working on the field of semantic features-based SDP need to focus on two essential aspects: the representation of source code and deep learning techniques. Figure 1 shows the classifications of semantic features-based SDP approaches (See Sections 4.2, 4.4–4.6).

![Figure 1. Semantic features-based SDP approaches classifications.](image)

In this study, a systematic literature review (SLR) strategy is conducted based on seven initial research questions (see Table 1). The main contributions of this study are:

- A comprehensive study is conducted to show the state-of-the-art software defect prediction approaches using the contextual information that is generated from the
source codes. The strategies for analyzing and representing the source code is the main topic of this study.

- The current challenges and threats related to the semantic features-based SDP are evaluated through examining and addressing the current potential solutions. In addition, we provide guidelines for building an efficient deep learning model for the SDP over various conditions.

- We also group deep learning (DL) models that have recently been used for the SDP based on the semantic features collected from the source codes and compare the performance of the various DL models, and the best DL models that outperform the existing conventional ones are outlined.

This paper is organized as follows: Section 2 presents the review of background and related studies, Section 3 presents the methodology of this study, Section 4 illustrates the results and answers the research questions, Section 5 summarizes the results of this study, and lastly, Section 6 presents the conclusion of this study.

2. Background and Related Studies

Section 2.1 introduces the traditional software defect prediction, Section 2.2 describes the SDP approaches based on analyzing the source code semantic features, and Section 2.3 presents the recent related studies.

2.1. Traditional Software Defect Prediction

In most conventional defect prediction approaches, machine-learning-based classifiers are trained using traditional features that were manually extracted from historical defect records [24,31]. Figure 2 shows the traditional defect prediction process. The dataset must initially be classified as clean or defective depending on each file’s post-release faults. A file is considered faulty if it has coding bugs, otherwise, it is considered a clean file. The following process manually gathers the relating standard feature metrics of these records and then selects the optimal subset. Machine learning (ML) classifiers are trained using the labelled instances’ features in a supervising manner. In the end, the new instances are recognized as buggy or clean using the trained ML models.

![Figure 2. Traditional producer of the software defect prediction (SDP) in abstract view.](image)

Previous studies presented several SDP techniques based on the standard features where Wang et al. [32] proposed a semi-boost algorithm to define the latent clustering relationship between modules expressed in an enhancing framework. Wu et al. [33] proposed dictionary learning under a semi-supervised approach using the labeled and unlabeled defect datasets. Furthermore, their method considered the classification cost errors during the dictionary learning. Zhang et al. [34] proposed an approach to generate a class balance training dataset using a Laplacian point sampling method for the labeled fault-free programs then calculated a relationship graph’s weights using a non-negative sparse algorithm. Their proposed approach predicted the identities of unlabeled software packages using a label propagation algorithm based on the constructed non-negative sparse graph. Zhu et al. [1] introduced a method for
defect prediction based on a Naive Bayesian algorithm which built a training model based on the data gravity and feature dimension weight, then calculated the prior probabilities for the training data using the information weights to construct a prediction classifier for SDP. Jin [22] used the Kernel twin support vector machine (KTSVM) for performing the domain adaptation to meet various training data distributions. They used their strategy as the cross-project defect prediction (CPDP) model.

2.2. Software Defect Prediction Based on Analysis the Source Code Semantic Features

Although several traditional approaches have been presented for SDP, these traditional approaches still need to improve their prediction performance. Such SDP models based on the semantic features are currently gaining popularity in software engineering. A typical semantic feature-based SDP process is shown in Figure 3. The first step is to parse the source code and extract code nodes. There are three widely used techniques for representing the source code: Graph-based method, AST-based method, and Token-based method [35] (See Section 4.2).

Figure 3. Software defect prediction based on source code semantic features.

The second step is to extract the token node vectors using the Encoding or Embedding process. Only the numerical vectors can be used as an input quantity for deep learning models. Thus, a unique integer identification is assigned to each token. A mapping between the different tokens and integers is created to construct the semantic features and then the token vectors are encoded/embedded into integer vectors for the deep learning models. Generally, word embedding is implemented using the global vectors (GloVe) [36] or word2vec [37] techniques. After the numeric vectors are extracted from the AST nodes, the labeling procedure is conducted automatically using the blaming function or annotating in Version Control System (VCS) [23,24,38,39]. The last step is to train the deep learning models using the labeled semantic feature dataset. After the DL model is perfectly fine-tuned, the model evaluation is performed using the testing subset to investigate the prediction performance showing weather the assessed source code module is clean or it has some defects. The most common deep learning approaches for the SDP include, but are not limited to, Convolution Neural Networks (CNN), Deep Belief Networks (DBN), Long Short Term Memory (LSTM), and Transformer Architectures (See Sections 4.4 and 4.5).
2.3. Related Studies

First, we discuss the similar reviews and surveys on the SDP domain. Hall et al. [29] identified a review of defect prediction articles published between 2000 and 2010. Their criteria were to summarize the qualitative and quantitative results of 36 published studies to provide sufficient related information to the research community. In addition, they examined the effect of the independent variables, model context, and SDP modeling approaches, and the evaluation performances. Malhotra [40] provided a review study in the literature that used machine learning approaches for SDP from January 1991 to October 2013. They evaluated the effectiveness of the machine learning algorithms on the SDPs and also identified eight machine-learning technique categories (Bayesian learners, Decision trees, Neural networks, Ensemble learners, Rule-based learning, Support vector machines, and miscellaneous evolutionary algorithms). Their results showed the ability of machine learning to predict whether a software module is defect-prone or not. Hosseini et al. [30] summarized and synthesized existing CPDP studies to identify the performance evaluation criteria, modeling techniques, approaches, and independent variables used in CPDP model development. They conducted a comprehensive literature review with meta-analysis to achieve their study goal. Furthermore, their study aimed to examine the models of (1) CPDP achievement and (2) Within project defect prediction (WPDP).

Li et al. [41] analyzed and discussed almost 70 relevant defect prediction publications from January 2014 to April 2017. They summarized the selected papers into four aspects: effort-aware prediction, data manipulation, machine learning algorithms, and empirical studies. Rathore and Kumar [42] searched several digital libraries to find the relevant publications that were publicly published between 1993 and 2017. Li et al. [43] conducted a systematic review identifying and analyzing the studies published between 2000 and 2018. As a result, their meta-analysis showed that supervised and unsupervised models are comparable for both CPDP and WPDP models. Akimova et al. [27] presented the SDP survey based on the deep learning publications which were categorized into the defect prediction methodologies, software metrics, and data quality concerns. Taxonomic classifications of the various methods were presented for each class as well as their observations. Pandey et al. [26] reviewed different statistical approaches and machine learning research to software defect prediction from 1990 to June 2019.

Our study reviews the current state-of-the-art SDP-based deep learning approaches that used the semantic key features of the software’s source codes. Given the relatively short history of the SDP study based on the source code semantic information of programs, the first paper published on this topic was in 2016 by Wang et al. [23]. As a result, the previous reviews could not pay attention to the recent publications that focused on the source code representation and semantic information extracted from the software’s source codes. Given the practical implications mentioned above, this study systematically demonstrates the domain research gap, thus justifying our motivation to complete this study.

3. Methodology

Section 3.1 introduces the research strategy, Section 3.2 describes the research questions, and Section 3.3 presents the search for related studies.

3.1. Research Strategy

In this study, we use a strategy of SLR accomplished by the methodology proposed by [44]. Figure 4 shows the SLR steps. We define the review requirements and research questions during the planning process. We identify, select, and analyze the related studies in the searching phase. Then, the organizing phase includes extracting and analyzing information from related studies. Lastly, we report the final investigation results.
3.2. Research Questions

The objective of this survey is to provide valuable evidence for semantic feature-based SDP using several deep learning techniques. We refined various questions regarding the SDP discipline after reviewing many relevant papers. Table 1 lists all Research Questions (RQs), seven complete RQs were framed, and some of these questions include sub-questions relating to the different SDP models. The RQ-5 comprised of one question and one sub-question, as shown in Table 1.

We also arranged standard questions to evaluate the selected studies’ validity and robustness. Table 2 shows the list of these quality assessments. The questions are graded by a score of 1 (yes), 0.5 (partial), and 0 (no). The final grade is obtained by adding the scores from each question. The maximum score per article is 10, while the minimum is 0.
Table 1. The survey research questions.

<table>
<thead>
<tr>
<th>RQ-No</th>
<th>Research Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ-1</td>
<td>What is the motivation for using semantic features in SDP?</td>
</tr>
<tr>
<td>RQ-2</td>
<td>Which techniques are used for source code representation?</td>
</tr>
<tr>
<td>RQ-3</td>
<td>What datasets are used in semantic features-based SDP, and where can they be obtained?</td>
</tr>
<tr>
<td>RQ-4</td>
<td>Which deep learning techniques are used in semantic features-based SDP?</td>
</tr>
<tr>
<td>RQ-5</td>
<td>Performance analysis of different deep learning techniques applied to semantic feature-based SDP models.</td>
</tr>
<tr>
<td>RQ-5.1</td>
<td>Which deep learning techniques outperform existing SDP models?</td>
</tr>
<tr>
<td>RQ-6</td>
<td>What evaluation metrics are generally used in semantic features-based SDP models?</td>
</tr>
<tr>
<td>RQ-7</td>
<td>What are the challenges in semantic features-based SDP?</td>
</tr>
</tbody>
</table>

Table 2. Quality assessment questions.

<table>
<thead>
<tr>
<th>Q-No</th>
<th>Standard Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-1</td>
<td>Is the goal of the study clearly defined?</td>
</tr>
<tr>
<td>Q-2</td>
<td>Is every factor and variable sufficiently stated?</td>
</tr>
<tr>
<td>Q-3</td>
<td>Are the context and scope of the study accurately defined?</td>
</tr>
<tr>
<td>Q-4</td>
<td>Is the size of the dataset appropriate?</td>
</tr>
<tr>
<td>Q-5</td>
<td>Is the proposed approach well-described and supported by sufficient experiments?</td>
</tr>
<tr>
<td>Q-6</td>
<td>Are suitable performance measures selected?</td>
</tr>
<tr>
<td>Q-7</td>
<td>Are the study processes adequately documented?</td>
</tr>
<tr>
<td>Q-8</td>
<td>Are comparative studies of semantic feature-based SDP and other traditional methods available?</td>
</tr>
<tr>
<td>Q-9</td>
<td>Does the study contribute to the literature in this field?</td>
</tr>
<tr>
<td>Q-10</td>
<td>Are the significant results defined clearly in terms of accuracy, reliability, and validity?</td>
</tr>
</tbody>
</table>

3.3. Search for Related Studies

Searching for and selecting relevant articles is one of the essential steps of the SLR process. The boolean operators “AND” and “OR” have been applied in this step. The following terms were used: ("deep learning" OR "deep neural network") AND ("semantic feature" OR "contextual information") AND "software" AND ("defect" OR "bug" OR "fault" OR "error") AND ("prediction" OR "prone" OR "probability" OR "proneness" OR "detection" OR "identification"). The following digital libraries and databases were selected to retrieve relevant studies:

- IEEE Xplore
- Web of Science
- Google Scholar
- Science Direct
- ACM Digital Library
- Hindawi online database
- IET Digital Library
- MDPI online database

Figure 5 illustrates the distribution of studies per library and the number of studies at each stage. Figure 6 shows the distribution of studies according to the publication type, i.e., journals, conferences, and books.

After reviewing hundreds of articles, we applied the inclusion-exclusion technique to select the most relevant papers. Lastly, the 90 most relevant studies have been chosen for SLR. The following points present the inclusion and exclusion items:

Inclusion principles:
- The study must include a technique for extracting semantic features from the source code.
- An experimental investigation of SDP is presented using deep learning models.
- The article must be a minimum of six pages.
Exclusion principles:

- The study reported without an experimental investigation of the semantic feature-based technique.
- The article has only an abstract (the accessibility of the article is not included in this criterion; both papers (open access and subscription) were included.
- The paper is not a major relevant study article.
- The study does not provide a detailed description of how deep learning is applied.

4. Results

In this section, we discuss our answers to each study question.

4.1. RQ-1: Motivation

State-of-the-art techniques focus on extracting semantic features from source code while most previous studies focused on traditional features. Standard features usually fail to detect program semantic differences, which are required for creating robust prediction
models. Semantic features represent the contextual information of a source code that standard features cannot express.

Figure 7 illustrates four java code files. For example, Figure 7a shows an original defect version (memory leak bug), and Figure 7b shows a clean version (code after fixing the bug). The code version in Figure 7a contains an IOException when the variables (‘is’ and ‘os’) are initialized before the “try” procedure. The defective code file can cause a memory leak (https://issues.apache.org/jira/browse/LUCENE-3251, we accessed this link last time on 1 August 2022), but this has been corrected in Figure 7b through shifting the initializing sentences into the try statement. In addition, the buggy code file in Figure 7c and the clean code file in Figure 7d have the same structure of do-while block; the only difference is that Figure 7c does not include the loop increment statement, which will lead to an infinite loop bug. These java code files contain the same source code properties regarding function calls, complexity, code size, etc. Using traditional features like code size and complexity to represent these two Java files will lead to equivalent feature vectors. However, these two code lines have immensely different semantic information. In this case, semantic information is required to create more accurate prediction models.

4.2. Rq-2: Source Code Representation Techniques

Different methods for source code representations are available, and various levels of granularity are needed for multiple tasks. For example, token-level embedding is required for code completion, while function clone detection needs function embedding. Several levels of granularity are used to solve the software defect prediction problem, such as component, sub-system, method, class, and change [45]. These days, the three main code representation methods are Graph-based, AST-based, and Token-based [35].
In the token-based method, the source code fragment is divided into tokens. The bag of words (BOW) representation is used to count the frequency of each token appearing in a document [46]. A token-based method requires more Central Processing Unit (CPU) time and memory than a line-by-line examination because a code line usually contains several tokens. However, the token-based approach can use several transforms, resulting in efficient elimination of coding style differences and identification of many code segments as clone pairs [47]. The source code representation can help in numerous applications to improve the shortage of memory and speed, such as cyber security [48,49], robotics [50,51], etc.

Abstract Syntax Tree (AST) is a method used to represent the source code semantic information and has been applied to software engineering tools and programming languages [52]. ASTs do not contain details such as delimiters and punctuation identifiers compared to the standard code file. In contrast, ASTs can present contextual and linguistic information about source code [53].

In the case of the graph-based method, such as control flow graph CFGs [54], program dependence graphs [55], and graph representations of programs [56], they can be applied to describe contextual information of the source code.

Each technique of code representation is carefully constructed to collect specific data that can either be applied independently or with other methods to produce a more extensive result. Then, the features carrying important information from the source code will be gathered, which can be used in code clone detection, defect prediction, automatic program repair, etc. [57].

4.3. Rq-3: Available Dataset

The lack of sizeable labeled training datasets is one of the challenges in software defect prediction. Pre-trained contextual embedding can be used to solve this issue. In this technique, the language model is pre-trained using a self-supervised process on large unlabeled datasets. These self-supervised methods used in this training are token detection, masked language modeling, and next sentence prediction. Table 3 shows a list of unlabeled source code datasets suitable for this task (see [27] for more details).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language</th>
<th>Size</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datasets for [58]</td>
<td>Java</td>
<td>16M examples in 9500 projects.</td>
<td>Their model used the AST technique to represent a code fragment as a sequence of compositional paths.</td>
</tr>
<tr>
<td>GitHub Corpus [59]</td>
<td>Java</td>
<td>11,000 projects</td>
<td>It is a giga-token probabilistic language based on 352 mega Java source code.</td>
</tr>
<tr>
<td>Github Bigquery repository [60]</td>
<td>Python</td>
<td>7.4M files</td>
<td>They developed an open-sourced the benchmark that includes five classifiers and one task for program repair using a sample of 7.4M deduplicated Python scripts taken from GitHub.</td>
</tr>
<tr>
<td>CodeNN Dataset [61]</td>
<td>C#</td>
<td>66,015 fragments</td>
<td>They present an entire computation method for building a framework for representing source code.</td>
</tr>
<tr>
<td>Dataset for [62]</td>
<td>C#</td>
<td>2.9 M lines of 29 projects</td>
<td>They collected a dataset for the VARMISUSE task from open-source C# projects on GitHub. We picked the top-starred (non-fork) projects on GitHub to select projects.</td>
</tr>
<tr>
<td>Dataset for [63]</td>
<td>Kotlin</td>
<td>932,548 files, 47,751 reports, and 4,044,790 functions.</td>
<td>Their approach depends on anomaly detection to source code and bytecode. They describe defective code as a segment that differs from standard code is written in a specific programming language.</td>
</tr>
</tbody>
</table>

Several public labeled datasets for SDP have also been generated. Table 4 shows a list of available labeled datasets used for SDP. Such datasets usually consist of pairs of faulty and correct code parts.
Table 4. Available labeled datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Avg.Instances</th>
<th>Avg.Defect-Prone%</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEEEM</td>
<td>1074</td>
<td>19.40</td>
<td>This dataset was created by D’Ambros et al. [64] to implement class-level defect prediction.</td>
</tr>
<tr>
<td>NASA MDP</td>
<td>1585</td>
<td>17.67</td>
<td>NASA MDP came from National Aeronautics and Space Administration (NASA) mission-critical software projects. There are officially 13 data sets in the NASA MDP repository.</td>
</tr>
<tr>
<td>Kamei</td>
<td>37,902</td>
<td>21.11</td>
<td>Kamei dataset was published by Kamei et al. [65]. Kamei dataset was created from six open-source software projects (i.e., Columba, Bugzilla, Mozilla, JDT, Eclipse, and PostgreSQL), and its goal is to develop a risk model for modification.</td>
</tr>
<tr>
<td>ReLink</td>
<td>217</td>
<td>37.79</td>
<td>Wu et al. [66] created ReLink dataset from three projects: Safe, Apache, and ZXing, each with 26 metrics.</td>
</tr>
<tr>
<td>SOFTLAB</td>
<td>86</td>
<td>15.20</td>
<td>SOFTLAB came from a Turkish technology company that specialized in domestic appliance applications. SOFTLAB contains five projects (ar1, ar3, ar4, ar5, ar6), including 29 static code features.</td>
</tr>
<tr>
<td>JIRA</td>
<td>1483</td>
<td>14.01</td>
<td>Yatish et al. [67] have created a new repository for defect datasets called JIRA. JIRA dataset is a collection of models from nine open-source systems.</td>
</tr>
<tr>
<td>PROMISE</td>
<td>499</td>
<td>18.52</td>
<td>The PROMISE dataset was created by Jureczko [68], which contains the characteristics of most different projects.</td>
</tr>
<tr>
<td>MORPH</td>
<td>338</td>
<td>24</td>
<td>The MORPH group was presented by Peters et al. [69], which contains defect data sets from various open-source programs utilized in a study on the issue of data privacy in defect prediction.</td>
</tr>
</tbody>
</table>

4.4. Rq-4: Deep Learning Techniques for Semantic Feature-Based SDP

Currently, Deep Learning (DL) is gaining popularity in the field of semantic feature-based SDP. The most popular DL techniques for SDP are Long Short-Term Memory (LSTM), Deep Belief Networks (DBN), Convolutional Neural Networks (CNN), and Transformer architecture.

LSTM is a recurrent neural network (RNN) [70]. LSTM can process entire data sequences as well as single data points. There are three components of an LSTM: cells, inputs, and outputs. The three gates manage the data flow into and out of the cell, and the cell can recall values across any timeframe.

CNN is used to analyze data with a grid-like architecture [71]. This network uses the mathematical operation known as convolution for the conventional nonlinear functions in at least one of its layers. CNN mainly consists of three layers: (1) convolutional layers, (2) nonlinear layers, and (3) pooling layers.

DBN is a neural network shown as a generative graphical model, built up of multiple layers of implicit variables (hidden units) with links between layers but not between the units inside each layer [72].

Transformer models are also used to show source code and predict software defects. Guo et al. [73] presented a multi-layer transformer model named GraphCodeBERT that uses three main inputs: source code, data flow graph, and paired comments. It assists with code clone identification, translation, refinement, and other downstream code-related processes.


This section discusses the SDP models based on semantic information directly extracted from source code using DL techniques. Wang et al. [23] proposed the first approach to generate the contextual information from source code and employ them in SDP. After, researchers proposed several methods to extract the contextual features from the source code using deep learning techniques. Table 5 shows the detail of semantic feature-based SDP studies, the DL techniques such as DBN, CNN, LSTM, RNN, and BERT, and the journal information, publication year, evaluation metrics, and methods used for representing source code and extracting semantic features. AST is usually used to describe the source code as shown in Table 5.
Table 5. Performance analysis of DL techniques applied to semantic feature-based SDP models.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Year</th>
<th>DL Methods</th>
<th>Code Representation</th>
<th>Evaluation Metrics</th>
<th>Pros</th>
<th>Cons</th>
<th>Performance</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [23]</td>
<td>2016</td>
<td>DBN</td>
<td>AST</td>
<td>F1 score</td>
<td>The same DBN methodology can be applied to various data types and applications.</td>
<td>DBN models require massive data to execute the better performance.</td>
<td>The study proposed using a powerful representation-learning technique and DL to automatically learn the semantic features from source code to predict software defects.</td>
<td>Their experiments have been performed on Java projects needed to test them on other software projects.</td>
</tr>
<tr>
<td>Wang et al. [24]</td>
<td>2018</td>
<td>DBN</td>
<td>AST</td>
<td>F1 score and PofB20</td>
<td>-</td>
<td>-</td>
<td>It is the extension of Wang et al. [23] to demonstrate the viability and efficiency of predicting defects using semantic representation from source code.</td>
<td>Their outputs were highly efficient; they only needed to apply them to real projects.</td>
</tr>
<tr>
<td>Phan et al. [74]</td>
<td>2017</td>
<td>CNN</td>
<td>CFGs</td>
<td>AUC</td>
<td>Easy to improve the prediction model through adding a Conv layer for pooling (like cbow).</td>
<td>CNNs typically operate much more slowly Because of procedures like max pool.</td>
<td>In the study, the authors suggested using deep neural networks and accurate graphs representing instruction execution patterns to detect defect features automatically.</td>
<td>Comparative analysis is limited; their results need to be compared with the findings of other approaches.</td>
</tr>
<tr>
<td>Li et al. [75]</td>
<td>2017</td>
<td>CNN</td>
<td>AST</td>
<td>F1 score</td>
<td>-</td>
<td>-</td>
<td>They built a prediction model using CNN to learn semantic information from the program’s AST.</td>
<td>Results must be compared to those obtained by other methods of AST node sequence.</td>
</tr>
<tr>
<td>Studies</td>
<td>Year</td>
<td>DL Methods</td>
<td>Code Representation</td>
<td>Evaluation Metrics</td>
<td>Pros</td>
<td>Cons</td>
<td>Performance</td>
<td>Limitations</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>------------</td>
<td>---------------------</td>
<td>--------------------</td>
<td>-------------------------------------------</td>
<td>-------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Meilong et al. [76]</td>
<td>2020</td>
<td>CNN</td>
<td>AST</td>
<td>F1 score</td>
<td>–</td>
<td>–</td>
<td>This study explored contextual data based on AST sequences to highlight defect features.</td>
<td>They need to conduct more projects in many languages to verify the generalizability of their study.</td>
</tr>
<tr>
<td>Dam et al. [77]</td>
<td>2019</td>
<td>LSTM</td>
<td>AST</td>
<td>F1 score and AUC</td>
<td>LSTM is an excellent tool for any task requiring a sequence and text generation.</td>
<td>Training LSTM model requires more memory, and they can overfit easily.</td>
<td>They built a prediction system upon LSTM architecture to capture the source code’s syntax and semantics representation.</td>
<td>The results are limited; various datasets must be used to test the results. The findings must also be compared to other approaches.</td>
</tr>
<tr>
<td>Majd et al. [78]</td>
<td>2020</td>
<td>LSTM</td>
<td>Statement-Level (SL) features</td>
<td>F1 score and Accuracy</td>
<td>–</td>
<td>–</td>
<td>They developed effective SDP models based on statement-level. Results were evaluated on more than 100,000 C++/C programs.</td>
<td>Additional metrics for other programming languages, such as Java, Python, or Kotlin, are required.</td>
</tr>
<tr>
<td>Deng et al. [79]</td>
<td>2020</td>
<td>LSTM</td>
<td>AST</td>
<td>F1 score</td>
<td>–</td>
<td>–</td>
<td>They built a prediction model to automatically learn semantic information from the program’s ASTs using LSTM.</td>
<td>Results must be compared to those obtained by other methods of AST node sequence.</td>
</tr>
<tr>
<td>Studies</td>
<td>Year</td>
<td>DL Methods</td>
<td>Code Representation</td>
<td>Evaluation Metrics</td>
<td>Pros</td>
<td>Cons</td>
<td>Performance</td>
<td>Limitations</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>------------</td>
<td>---------------------</td>
<td>--------------------</td>
<td>----------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Liang et al. [80]</td>
<td>2019</td>
<td>LSTM</td>
<td>AST</td>
<td>F1 score</td>
<td></td>
<td></td>
<td>The study proposed to express semantic features using word2vec and used LSTM as the predictor to enhance the performance of the SDP model.</td>
<td>More semantic features about programs, such as data flow details, should be captured as features to validate their work.</td>
</tr>
<tr>
<td>Lin and Lu [81]</td>
<td>2021</td>
<td>BiLSTM</td>
<td>AST</td>
<td>F1 score, AUC and MCC</td>
<td>BiLSTM is better for solving the fixed sequence to sequence prediction problem with varying input and output lengths.</td>
<td>BiLSTM is costly because it uses double LSTM cells.</td>
<td>A BiLSTM-based network was used to extract token sequences from the AST and train the proposed model by learning contextual features.</td>
<td>There is a need for additional metrics for programming languages such as Java, Python, Kotlin, etc.</td>
</tr>
<tr>
<td>Wang et al. [57]</td>
<td>2021</td>
<td>GH-LSTM</td>
<td>AST</td>
<td>F1 score and PofB20</td>
<td>It is a good choice for source code analysis tasks such as named entity recognition.</td>
<td>It is difficult to train more accurately.</td>
<td>A defect prediction model based on gated hierarchical LSTM (GH-LSTM) has been proposed, which uses the semantic features extracted from the word embeddings of AST of source code files.</td>
<td>A comparison study is constrained; it is necessary to contrast their results with other approaches’ results.</td>
</tr>
<tr>
<td>Fan et al. [82]</td>
<td>2019</td>
<td>ARNN</td>
<td>AST</td>
<td>F1 score and AUC</td>
<td>While creating a model, it accurately captures the relationships between the text’s words.</td>
<td>The vanishing and gradient problem affects deep RNNs, negatively affecting prediction performance.</td>
<td>An attention-based RNN has been proposed to predict software defects based on semantic features extracted from the source code’s AST.</td>
<td>Experimental work should be conducted on a wide range of projects, including both personal and company-related projects.</td>
</tr>
</tbody>
</table>
Table 5. Cont.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Year</th>
<th>DL Methods</th>
<th>Code Representation</th>
<th>Evaluation Metrics</th>
<th>Pros</th>
<th>Cons</th>
<th>Performance</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xu et al. [83]</td>
<td>2020</td>
<td>GNN</td>
<td>AST</td>
<td>F1 score, AUC, and Accuracy</td>
<td>GNN is suitable for training models on any dataset that contains pairwise relationships and input data.</td>
<td>GNNs are not noise-resistant in graph-based data.</td>
<td>The GNN has been constructed to predict the software defects using the contextual information extracted from the AST.</td>
<td>To validate their study, more semantic program features, like data flow information, should be included as features.</td>
</tr>
<tr>
<td>Uddin et al. [84]</td>
<td>2022</td>
<td>BiLSTM and BERT</td>
<td>Full-token and AST</td>
<td>F1 score</td>
<td>BERT models, which are trained on a big corpus, make it easier for more precise and smaller jobs.</td>
<td>In BERT models, training is slow because it is big and requires updating a lot of weights.</td>
<td>The suggested approach employs a BERT model to capture the semantic features of code to predict software defects.</td>
<td>Their study lacks comparison with other domain adaptation methods for SDP.</td>
</tr>
</tbody>
</table>
Figures 8 and 9 show the distribution of semantic feature-based SDP using DL. Figure 8a shows the paper distribution per code representation techniques, Figure 8b shows distribution per evaluation measures, and Figure 8c shows paper distribution per online libraries. Figure 9a shows paper distribution per year, and Figure 9b shows distribution according to DL techniques.

**Figure 8.** (a) Distribution per code representation techniques, (b) Distribution per evaluation measures, and (c) Distribution per online libraries.

**Figure 9.** (a) Distribution per year and (b) Distribution according to DL techniques.
4.6. Rq-5.1: Which Deep Learning Techniques Outperform Existing SDP Models?

We compare the recall, f-measure, and precision of different SDP models to measure the efficiency of various semantic features-based SDP models. Table 6 shows deep learning models’ recall, f-measure, and precision of the semantic features-based SDP. The result indicates that the f-measure score for DBN models ranges between 0.645 and 0.658, CNN models range between 0.609 and 0.627, LSTM range between 0.521 and 0.696, ARNN is 0.575, GNN is 0.673, and BERT is 0.689. Table 6 shows that despite the different values for all the techniques used, they are generally comparable, with ranges between 0.521 and 0.696.

Table 6. Recall, Precision, and F-Measure values of semantic features based-SDP using deep learning models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBN</td>
<td>0.534</td>
<td>0.816</td>
<td>0.645</td>
</tr>
<tr>
<td>DP-DBN</td>
<td>0.624</td>
<td>0.696</td>
<td>0.658</td>
</tr>
<tr>
<td>DP-CNN</td>
<td>0.521</td>
<td>0.733</td>
<td>0.609</td>
</tr>
<tr>
<td>CNN</td>
<td>0.534</td>
<td>0.759</td>
<td>0.627</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.569</td>
<td>0.896</td>
<td>0.696</td>
</tr>
<tr>
<td>SLDEEP LSTM</td>
<td>0.609</td>
<td>0.716</td>
<td>0.658</td>
</tr>
<tr>
<td>Seml LSTM</td>
<td>0.589</td>
<td>0.596</td>
<td>0.592</td>
</tr>
<tr>
<td>DP-LSTM</td>
<td>0.489</td>
<td>0.558</td>
<td>0.521</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>0.581</td>
<td>0.733</td>
<td>0.648</td>
</tr>
<tr>
<td>GH-LSTM</td>
<td>0.561</td>
<td>0.673</td>
<td>0.612</td>
</tr>
<tr>
<td>ARNN</td>
<td>0.538</td>
<td>0.618</td>
<td>0.575</td>
</tr>
<tr>
<td>GNN</td>
<td>0.639</td>
<td>0.713</td>
<td>0.673</td>
</tr>
<tr>
<td>BERT</td>
<td>0.769</td>
<td>0.625</td>
<td>0.689</td>
</tr>
</tbody>
</table>

Figure 10 shows the average precision, f-measure, and recall of DL techniques used in the semantic features-based SDP. The LSTM approach is the most efficient approach among all DL techniques and is the most usually utilized DL technique in the SDP area based on the results. Following DBN, CNN and BERT is also used as an SDP model in many research; BERT outperforms DBN and CNN, while DBN outperforms CNN.

4.7. Rq-6: Evaluation Metrics

In a non-effort-aware case, developers expect unlimited resources to be available when they verify the source code using the results of the SDP model, i.e., each of the predicted faulty cases can be verified. As a result, the measures used to evaluate prediction performance in this situation are identical to those used to assess performance in binary-classification tasks.
In effort-aware cases, we estimate that the software resources are confined when developers perform a code check, which is the most often used in real-time SDP techniques. In this scenario, developers or testers can only check a few instances of the predicted bugs; specifically designed metrics should evaluate the prediction performance under effort-aware scenarios.

A. Non-effort-aware evaluation metrics

SDP models have four potentials for predicting the result of a code change: (1) predict a defective code change as a defect (True positive, TP), (2) Predict a defective code change as no defect (False Positive, FP), (3) Predict a non-defective code change as no defect (True Negative, TN), and (4) Predict a non-defective code change as defective (False Negative, FN). The prediction model calculates performance indicators such as recall, F-measure, precision, and UAC in the test set based on these four possibilities.

**Precision** represents the ratio of all correctly classified faulty changes to all incorrect faults, which is given by:

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}. \tag{1}
\]

**Recall** refers to the ratio of all correctly faulty changes to all truly faulty changes, which is expressed by:

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}. \tag{2}
\]

**F-measure**: A comprehensive performance indicator combines the recall and precision rates. It is the consistent average of the recall and precision rate as follows:

\[
\text{F-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \tag{3}
\]

**AUC**: Area Under the Curve is a frequently used performance metric in real-time SDP research. A two-dimensional space represents the ROC curve using recall as the y-coordinate and Pf as the x-coordinate [85].

B. Effort-aware evaluation metrics

Developers try to examine less code to catch as many faults as possible to detect defects more efficiently. In this study, we choose two measures that can evaluate the performance of code examination according to the findings provided by SDP models in the effort-aware scenario: PofB20 and Popt.

**PofB20** is a metric for determining the ratio of defects that a programmer can find by checking 20 percent of the lines of code (LOC). When the programmer finishes inspecting 20 percent of the full code, the scores of PofB20 are referred to as the percentage of faults identified. When examining many LOC, a higher PofB20 value determines that the projects have more defects.

**Popt** is the indicator of effort-aware performance based on the Alberg diagram concept [86], which presents the prediction model performances in the effort-aware case. The x-axis displays the percentage of examined LOC, and the y-axis indicates the recall of an SDP model, as shown in Figure 11. \( P_{opt} \) can be derived from the prediction model (m), which is given by:

\[
P_{opt} = \frac{\text{Area (Optimal)} - \text{Area (m)}}{\text{Area (Optimal)} - \text{Area (Worst)}}. \tag{4}
\]

where the optimal describes situations where all data are arranged according to defect density in ascending order. The worst line refers to the scenario in which the defect density of all files is arranged in ascending order.
Researchers probably selected these measures because they are frequently used in deep learning research. Accuracy is a poor measure for defect prediction research because the SDP datasets are imbalanced. Besides accuracy, other measures must also be used to evaluate the efficiency of the SDP models, including recall, precision, and PofB20.

4.8. Rq-7: Semantic Features-Based SDP Challenges

1. Lack of context

The complexity of the source code structure is one of the problems in source code representation. Unlike natural languages, a code element may depend on a distant part, possibly even in another code fragment. Furthermore, it can be challenging to determine whether a coding unit is defective without understanding its context. It can be challenging to determine the essence of a defect when the dataset comprises pairs of faulty and correct code parts [27]. The similarity of code components is also essential in defect prediction tasks. In most cases, code similarity depends on manually defined or hand-crafted criteria, such as evaluating identifier overlap or comparing two code components’ AST [87].

According to recent studies, DL can efficiently replace hand-crafted features for the task of code representation when using a stream of identifiers. Different levels of abstraction can be used to define source code using identifiers, AST, Bytecode, and CFG. We suggest that each part format can give a unique yet related view of the same segment to enable more robust code similarity detection.

2. Lack of data

Lack of sufficient labeled datasets for semantic features-based SDP is one of the difficulties. To avoid this limitation, developers can use pre-trained contextual word embedding. The language model is pre-trained using self-supervised on many unlabeled datasets in this method. Such self-supervised methods used in this training are token
detection, masked language modeling, and next sentence prediction. Table 3 shows a list of the standard unlabeled datasets appropriate for SDP.

In addition, the distribution of the classes can also be a factor that affects the difficulty of building datasets in real software projects. A project often has fewer faulty files or procedures than valid ones. Consequently, the standard classifiers may correctly identify the main classification (clean code) but discard the smaller category of defect-prone code.

5. Discussion

This section presents the systematic literature review’s general discussion and validity issues.

5.1. General Discussion

This study analyzes and evaluates semantic features-based SDP using deep learning techniques. This topic has not been addressed in any similar SLR studies. Therefore, we conducted this SLR study to answer the research questions that we established in the previous section. We expect the findings and recommendations will open way for additional studies and benefit scholars and practitioners in this area. The following are brief discussions of responses to survey questions:

RQ-1: We discussed the motivation for extracting semantic features from source code and using them in SDP. We explained the weakness of standard metrics used in most SDP studies and illustrated a detailed example of this point. Furthermore, we discussed the need for semantic information to create more accurate prediction models.

RQ-2: We presented several techniques of source code representation, including Graph-based, AST-based, and Token-based code representation. We also noticed that different granularities are needed for various tasks; e.g., token-level embedding is required for code completion, but function embedding is necessary for function clone detection. Several levels of granularity are used to solve the software defect prediction problem, such as component, sub-system, method, class, and change.

RQ-3: Various datasets have been collected for defect prediction in git or Github repositories. Practitioners and scholars widely use these repositories. As a result, these platforms are found in where most of the datasets are located. There are groups of labeled datasets and others related to the open-source nature without labeled. A few datasets also made use of other types of media. Their percentage was smaller compared to using repositories connected to Github.

RQ-4: The researchers used DL techniques to extract contextual information for semantic features-based SDP models from the source code. Various DL techniques are currently gaining popularity in the field of semantic feature-based SDP. DBN, LSTM, CNN, and Transformer architecture are the most widely used DL techniques for SDP.

RQ-5: We analyzed the performance of different DL techniques applied to semantic feature-based SDP models. Wang et al. [23] created the first model based on semantic features in 2016 using DBN; we analyzed the performance of the studies published between 2016 and 2022. The analysis process includes the type of DL techniques used in prediction and evaluation measures used to evaluate the model performance.

RQ-5.1: In this section, we compared the efficiency of various semantic features-based SDP models. We used f-measure, recall, and precision to measure the performance of different SDP models. We noticed that the LSTM approach is the most often used DL technique in the SDP sector. DBN, CNN, and BERT are also used as SDP model in several studies; BERT performs better than DBN and CNN, while DBN performs better than CNN.

RQ-6: Most studies used Recall, Precision, AUC, and F-measure metrics to evaluate the SDP model performance in cases of Non-effort-Aware. They also used PofB20 and Popt to measure the performance under Effort-Aware conditions. Researchers probably selected these measures because they are frequently used in deep learning research. Accuracy is a poor measure for defect prediction research because the SDP datasets are imbalanced.
Besides accuracy, other measures must also be used to evaluate the efficiency of the SDP models, including recall, precision, and PofB20.

RQ-7: Unlike natural languages, collecting contextual information from the source code faced several challenges. The complexity of the source code structure is one of the challenges with source code representation. A code fragment can be dependent on a far-off component or even be found in another code fragment. It can be challenging to assess whether it is flawed without knowing the context of a coding unit. Furthermore, the lack of sufficiently labeled datasets for semantic features-based SDP is one of the challenges. To solve this problem, developers can employ contextual word embedding with pre-training. This strategy pre-trains the language model using self-supervised learning on many unlabeled datasets.

5.2. Threats to Validity

Three different kinds of validity threats can compromise the validity of our study, according to Wohlin et al. [88]. The following sections explain each of these.

5.2.1. Conclusion Validity

Threats to the validity of the conclusions are focused on the problems that limit the ability to draw accurate conclusions and if the survey can be repeated. We have established a selection of primary studies that have easily accessible papers available to reduce these threats. This step will allow us to replicate the experiment and confirm the findings. Publication bias can be a threat to the validity of the conclusions [89,90]. This threat relates to studies that have been rejected by editors or reviewers, as well as documents that writers have not submitted or published because they might be recognized as unimportant. Such studies might change the conclusions of our evaluation. However, we decided not to include them due to the difficulty in locating them and the possibility that they are of lower quality because they have not been put through the rigorous scientific scrutiny of a peer review process.

5.2.2. Internal Validity

These threats are linked to the aspects that may impact the outcome of our analysis. They also affect the selection of the papers in terms of internal validity. In this section, according to Wohlin et al. [88], we should take the selection of publications and instrumentation into account. The key indicators of publication selection are digital libraries, keywords, time frame, and publication language. Instrumentation-wise, it primarily relates to the venues taken into account by the used digital libraries.

We identified articles from eight digital platforms as discussed in Section 3.3 and used an SLR process as mentioned in Section 3.1 using our search criteria. The authors conducted multiple meetings to reduce the researcher’s bias. However, we may have missed some papers in some digital libraries while conducting this study. In addition, since new studies are released frequently, we might have missed some recently published articles. The usage of the search criteria poses another danger. There may have been additional synonyms used in our study, so that we may have overlooked specific studies.

5.2.3. External Validity

These threats relate to the generalizability of this study’s findings and conclusions. In this study, we do not intend to generalize since it is on a specific topic. Our study refers to published studies on deep learning-based SDP via semantic features of source code, hence it cannot be applied to any other similar area of study.

6. Conclusions and Future Work

This study provides the survey of an SLR on semantic features-based software defect prediction using DL. We conducted a thorough study to discuss the performance of various DL techniques over semantic features-based SDP models. A total of 283 studies were gathered from electronic resources; 90 articles were considered after applying the
research selection criteria. The selected articles are organized according to code representation techniques, deep learning types, datasets, evaluation metrics, best deep learning techniques, gaps, and challenges, and the related results are presented. Researchers mostly preferred the AST method to represent source code and extract the semantic features. Furthermore, several repositories and datasets exist for semantic features-based SDP studies. Researchers also used deep learning for building semantic features-based SDP models; LSTM is commonly used in these tasks.

This study will help software developers, and researchers analyze and evaluate SDP modeling. They will select more deep learning techniques and code representation methods under various scenarios; they can identify the relationships between the type of projects, code representation methods, deep learning techniques, and required evaluation measures over such situations. In addition, it will enable them to handle various SDP-related threats and difficulties.

The following are future recommendations for researchers and software developers in the SDP field:

• There should be a more general outcome of various semantic features-based SDP approaches; only a few studies have been studied in generalized methods. When the researcher adopts this perspective, it will be possible to compare SDP’s efficiency and performance.

• Industries should have free access to the dataset to conduct more research experiments for SDP. Researchers and developers should reduce the demand for labeled datasets of large size; they should apply self-supervised learning to large amounts of unlabeled data. They should add more features and test cases so DL can be easily used without overfitting.

• It is essential to compare the performance of DL techniques to other DL /Statistical approaches to assess their potential comparison to SDP.

• Mobile applications have received widespread attention because of their simplicity, portability, timeliness, and efficiency. The business community is constantly developing office and mobile applications suitable for various scenarios. Therefore, SDP techniques can also be applied to mobile application-based architecture. Practitioners should precisely be taking further care to explore the applicability of existing approaches in mobile applications.
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Abbreviations
The following abbreviations are used in this manuscript:

SDP Software Defect Prediction
CPDP Cross Project Defect Prediction
WPD Within Project Defect Prediction
ML Machine Learning
DL Deep Learning
AST Abstract Syntax Trees
CFG Control Flow Graph
OO Object-Oriented
CNN Convolutional Neural Networks
DBN Deep Belief Networks
LSTM Long Short Term Memory
RNN Recurrent Neural Network
SVM Support Vector Machine
NB Naive Bayes
NN Neural Network
KTSVM Kernel Twin Support Vector Machines
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