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Abstract: This paper investigates the problem of control design for dc–dc converters, where the
solution is especially suitable to address variations in the input voltage, a frequent situation in
photovoltaic systems, and the problem of constant power load, where a nonlinear load is connected
to the output of the converter. The proposed approach models the converters in terms of Linear
Parameter-Varying (LPV) models, which are used to compute gain-scheduled robust gains. The
synthesis conditions provide stabilizing controllers with an attenuation level of disturbances in
terms of theH∞ norm. Moreover, the design conditions can also overcome pole locations to comply
with physical application restrictions when ensuring transient performance. The validation of the
controllers is made via simulation of the classical converters (buck, boost and buck-boost), showing
that the proposed method is a viable and generalized control solution that works for all three
converters, with guarantees of closed-loop stability and good performance.

Keywords: DC–DC converter; D-stability design control; H-infinity performance; LPV modeling;
robust and gain-scheduled control; state-feedback control

MSC: 93B36; 93B50; 93B51

1. Introduction

The design of power converters has drawn a lot of attention in the last decades. The
main reason for this fact is that power converters are used in several current technological
trends, such as electrical cars, unmanned aircraft and smart grids [1–3]. These applications,
on the other hand, impose some additional challenges such as efficient energy acquisition,
management of renewable sources and standardization [4]. Therefore, the design of
controllers for such converters is not an easy task, since several energy sources may be
used at the same time [5]. Moreover, there are energy sources that can be time-varying,
introducing additional complexities into the design.

Power converters are devices that allow the transformation of the electrical energy by
changing its characteristics. There are several topologies of power converters, differentiated
by their operating input/output voltage (ac or dc) and their applications [6,7]. These
converters may present nominal values variations due to differences in the components
used in their construction [8] or due to aging, in case of the capacitors [9,10], contributing
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to the variation of the parameters associated to the converters. In this work, we are interested in
dc–dc converters, where the classical topologies are: buck, boost and buck-boost converters [11].

When converters are implemented, depending on the application, they can present the
behavior of parameter-varying systems. For example: (i) In PhotoVoltaic (PV) applications,
the partial shading problem generates an operation range for the input voltage [12],
instead of a fixed unique input voltage. This phenomenon affects the input of the
converter. (ii) When a constant non-linear load is connected (constant power load, current
constant load, active resistive load, etc.) [13,14] to the output of the converter, the system
acquires load-dependent dynamics. This requires a multi-equilibrium point approach. The
control design strategy proposed in this paper is especially suitable to address these two
particular scenarios.

Power converters are typically controlled by classical strategies [15] such as PID
control, the preferred choice for industrial applications [16]. However, simple control
strategies may provide poor performance in multi-equilibrium point situations [17]. For
this case, more appropriate control strategies may be: sliding mode control, fuzzy control
and Model Predictive Control (MPC) [18]. Particularly, in the context of systems affected by
time-varying parameters, a robust control technique that has gained notorious attention
is the one based on Linear Matrix Inequalities (LMIs) [19]. Synthesis conditions based
on LMIs can be solved efficiently by polynomial-time algorithms [20]. Moreover, the
design procedure can easily incorporate performance criteria based on the H∞ and
H2 norms and D-stability [21–23]. The contribution of this paper is a strategy for
designing robust and gain-scheduled control applied to dc–dc converters in photovoltaic
applications. The approach includes the modeling of the converter, yielding a suitable linear
parameter-varying (LPV) model, which can be used to compute gain-scheduled robust
gains using LMI conditions. The synthesis conditions provide stabilizing controllers with an
attenuation level of disturbances in terms of theH∞ norm. Moreover, under the assumption
of slow variations of the parameters, the design conditions can also provide desired pole
locations to assure transient performance (D-stability). The proposed methodology is tested
in two simulation cases for a PV application.

The paper is organized as follows: Section 2 provides the LMI framework for the design
of the controller; Section 3 presents the equilibrium point model and its LPV representation
for three classical topologies of dc–dc converters; Section 4 presents a summary of the
proposed methodology; Sections 5 and 6 provide simulation cases for two applications.
Section 7 concludes the article.

2. Mathematical Framework

Notation: The set of natural numbers is denoted by N and the n-th dimensional
Euclidean space is expressed by Rn with the usual norm ‖ · ‖. The set of real matrices with
dimension n×m is denoted by Rn×m. The symbol ′ indicates the transposition of a matrix
or a vector. The symbol ? represents a block induced by symmetry in a symmetric matrix.

Consider the continuous-time linear parameter-varying (LPV) system

G :

{
dx(t)

dt = A(θ(t))x(t) + B(θ(t))u(t) + J(θ(t))w(t),
z(t) = Cz(θ(t))x(t) + Dz(θ(t))u(t) + Ez(θ(t))w(t),

(1)

where x ∈ Rnx , u ∈ Rnu , w ∈ Rnw , z ∈ Rnz are, respectively, the vector of states, control
inputs, exogenous inputs and outputs. All system matrices have appropriate dimensions
and are structured in the form

X(θ(t)) = X0 +
M

∑
i=1

Xi

( V

∏
j=1

θj(t)
λi

j
)

, (2)
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where θ(t) is a vector of bounded time-varying parameters belonging to the set

Θ =
{
(θ1, . . . , θV) ∈ RV : θj ≤ θj ≤ θj, j = 1, . . . , V

}
(3)

for all t ≥ 0 and θj and θj are known values. In the most general case, the matrices of the
system can depend polynomially on the time-varying parameters with M monomials and
λi ∈ NV defining the exponents of the i-th monomial, whose associated coefficient is the
matrix Xi. If M = V and λi = [0, . . . , 1, . . . , 0], where the number 1 is at the i-th position,
i = 1, . . . , V, then X(θ(t) is a time-varying matrix with the well-known affine structure.
Regarding the variation rate of the time-varying parameters θ(t) over time, no hypothesis
is assumed, that is, they can vary arbitrarily fast.

Assuming that θ(t) can be measured or estimated in real time, we consider the
gain-scheduled state-feedback control law u(t) = K(θ(t))x(t) for system (1), which
provides the following closed-loop dynamics

GK :


dx(t)

dt =
(

A(θ(t)) + B(θ(t))K(θ(t))
)

x(t) + J(θ(t))w(t),

z(t) =
(

Cz(θ(t)) + Dz(θ(t))K(θ(t))
)

x(t) + Ez(θ(t))w(t).
(4)

A standard performance criterion for the closed-loop system (4) is the H∞ norm
(also known as the L2 gain), defined as

‖GK‖∞ = sup
w 6=0

‖z‖
‖w‖ (5)

The next lemma presents sufficient conditions in terms of parameter-dependent LMIs
to design the gain-scheduled controller K(θ(t)) assuring robust stability and an upper
bound on theH∞ norm of the closed-loop system GK.

Lemma 1 ([19]). Let µ be a given positive real number. If there exists a symmetric definite positive
matrix P ∈ Rnx×nx and matrix Z(θ) ∈ Rnu×nx such that the following parameter-dependent
LMIs holdA(θ)P + PA(θ)′ + B(θ)Z(θ) + Z(θ)′B(θ)′ J(θ) PCz(θ)′ + Z(θ)′Dz(θ)′

? −I Ez(θ)′

? ? −γI

 < 0, (6)

[
P Z(θ)′

Z(θ) µI

]
< 0. (7)

then the state-feedback gain K(θ)= Z(θ)P−1 robustly stabilizes system (4) and ‖GK‖∞ <
√

γ,
that is,

√
γ is anH∞ guaranteed cost (upper bound) for the closed-loop system. Moreover, condition

(6) assures that ‖u‖2
2 < µ for x(0) = 0.

Pole location is a widely used criterion for robust control of linear systems, especially
to assure performance criteria related to the transient behavior and respect the physical
limits of the used components. Although the system under investigation is time-varying,
where the notion of poles is not defined, the employment of a performance criterion based
on the location of the poles can be meaningful if the system operates with slow variations
of the time-varying parameters. The next lemma presents parameter-dependent LMI
conditions to enforce that the closed-loop system, for frozen values of θ(t), has poles
lying inside the region depicted in Figure 1 represented by S(α, r, d), where the parameters
α, r, d ∈ R+ satisfy: (i) a < −d < 0, (ii) |a± bj| < r and (iii) b < cot(α)a.
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Im
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α

r

dS(α,r,d)

Figure 1. Region desired S(α, r, d) on complex plane.

Lemma 2. Let α, r, d ∈ R+ be given values. If there exists a symmetric definite positive matrix
P ∈ Rnx×nx and matrix Z(θ) ∈ Rnu×nx such that the following parameter-dependent LMIs hold

A(θ)P + PA(θ)′ + B(θ)(θ)Z(θ) + Z(θ)′B(θ)′ + 2dP < 0, (8)[
−rP PA(θ)′ + Z(θ)′B(θ)′

? −rP

]
< 0, (9)

cos(α)
(

A(θ)P + PA(θ)′+

B(θ)Z(θ) + Z(θ)′B(θ)′
) sin(α)

(
A(θ)P− PA(θ)′+

B(θ)Z(θ)− Z(θ)′B(θ)′
)

sin(α)
(
−A(θ)P + PA(θ)′−

B(θ)Z(θ) + Z(θ)′B(θ)′
) cos(α)

(
A(θ)P + PA(θ)′+

B(θ)Z(θ) + Z(θ)′B(θ)′
)

 < 0, (10)

then the state-feedback gain K(θ)= Z(θ)P−1 is robustly stabilizing. Moreover, according to the
D-stability theorem [24], for frozen values of θ, the closed-loop poles belong to the region S(α, r, d)
in Figure 1.

The proofs of the presented lemmas can be found, for instance, in [19,25,26]. The
conditions of both Lemmas 1 and 2 are solved simultaneously in the problem investigated
in the next sections, assuring robust stability, disturbance rejection (H∞ norm), suitable
transient behavior (pole in Figure 1 locations) and control signal with limited energy.

3. DC–DC Converter Models

DC–DC converters are well-studied systems [27,28], and their operation is based on
the switching of a semiconductor device, causing the storage or discharging of energy from
an inductor.

The classical topologies are shown in Figure 2, where S is a semiconductor switch, D
corresponds to a diode, L(t) is the inductance value, C(t) and Cin(t) are the capacitance
values, and R(t) denotes the load resistor value. d1 and d2 are visual guides for the direction
of the current iL(t) as a function of the operating state of S (by the transistor or by the
diode). Finally, iL(t) is the inductor current, Vin(t) is the input voltage, and Vout(t) is the
capacitor voltage (output voltage).

L

vin

S

D
C R vout

i in iout

Cin

d1

d2

iL

(a)

S

L

vin C R vout

D
i in iout

Cin

d1

d2
iL

(b)

Lvin

S

C R vout

D
i in iout

Cin

d1 d2
iL

(c)

Figure 2. Topologies of three classical dc–dc converters. To improve the readability, the time-dependent
parameters (Vin(t), C(t), L(t), iout(t), vout(t) and R(t)) appear without (t) notation. (a); Buck
converter. (b) Boost converter. (c) Buck-Boost converter.
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The differential equations of these converters are widely studied. The authors of [29]
presented the mathematical models for multiphase schemes. For the particular case of a
single phase, the differential equations are as follows:

Buck :


diL(t)

dt = 1
L(t)

(
Vin(t)Ssw(t)− vout(t)

)
,

dvout(t)
dt = 1

C(t)

(
iL(t)− vout(t)

R(t)

)
.

(11)

Boost :


diL(t)

dt = 1
L(t)

(
Vin(t)− vout(t)

(
1− Ssw(t)

))
,

dvout(t)
dt = 1

C(t)

(
iL(t)

(
1− Ssw(t)

)
− vout(t)

R(t)

)
.

(12)

Buck-Boost :


diL(t)

dt = 1
L(t)

(
Vin(t)Ssw(t)− vout(t)

(
1− Ssw(t)

))
,

dvout(t)
dt = 1

C(t)

(
iL(t)

(
1− Ssw(t)

)
− vout(t)

R(t)

)
.

(13)

In the set of equations from (11) to (13), Ssw(t) represents the switching function. This
function is usually a Pulse-Width Modulation (PWM) function or equivalent [30].

3.1. Small-Signal Average Model

The equilibrium point model of each converter, presented in this section, can be
obtained from [31,32]. The small-signal method establishes that the converters can be
represented in state-space based on deviation variables (represented by the (˜) notation)
and their operation point, such as dx̃

dt = A(xop, uop)x̃(t) + B(xop, uop)ũ(t). If we consider
that the parameters are time-varying, we obtain

dx̃(t)
dt

=

A(xop(t),uop(t))︷ ︸︸ ︷(
Aon(t)Don(t) + Ao f f (t)Do f f (t)

)
x̃(t) +

B(xop(t),uop(t))︷ ︸︸ ︷(
Bon(t)Don(t) + Bo f f (t)Do f f (t)

)
ũ(t), (14)

where Aon(t) and Bon(t) indicate the model when S is closed (operative, based on the Ssw(t)
function), while Ao f f (t) and Bo f f (t) denote the model when S is open (does not conduct
current), Don(t) is the conduction time of the switch at the point of operation and Do f f (t)
is its complement, such that Don(t) + Do f f (t) = 1, as continuous mode operation of the
converters [33]. The new state vector x̃(t) is a deviation of the state signals with respect to
the operation point, ũ(t) is an input variation with respect to operation input. Thus, the
small-signal average models are given by

Buckssa :

{
dx̃(t)

dt
=

[
0 − 1

L(t)
1

C(t) − 1
R(t)C(t)

]
x̃(t) +

[
Vin(t)
L(t)
0

]
ũ(t), (15)

Boostssa :

dx̃(t)
dt

=

 0 −Do f f (t)
L(t)

Do f f (t)
C(t) − 1

R(t)C(t)

x̃(t) +

 Vin(t)
Do f f (t)L(t)

− Vin
C(t)R(t)D2

o f f (t)

ũ(t), (16)

Buck-Boostssa :

dx̃(t)
dt

=

 0 −Do f f (t)
L(t)

Do f f (t)
C(t) − 1

R(t)C(t)

x̃(t) +

 Vin(t)
Do f f (t)L(t)
VinDon(t)

C(t)R(t)D2
o f f (t)

ũ(t). (17)

The models given in (15)–(17) can be rewritten in a nonlinear affine form as shown below



Mathematics 2022, 10, 3467 6 of 20

Buck in nonlinear affine form:

dx̃(t)
dt

=
([0 −1

0 0

]
1

L(t)
+

[
0 0
1 0

]
1

C(t)
+

[
0 0
0 −1

]
1

R(t)C(t)

)
x̃(t) +

([1
0

]
Vin(t)
L(t)

)
ũ(t), (18)

Boost in nonlinear affine form:

dx̃(t)
dt

=
([0 −1

0 0

]Do f f (t)
L(t)

+

[
0 0
1 0

]Do f f (t)
C(t)

+

[
0 0
0 −1

]
1

R(t)C(t)

)
x̃(t)

+
([1

0

]
Vin(t)

Do f f (t)L(t)
+

[
0
1

]
Vin(t)

C(t)R(t)D2
o f f (t)

)
ũ(t),

(19)

Buck-Boost in nonlinear affine form:

dx̃(t)
dt

=
([0 −1

0 0

]Do f f (t)
L(t)

+

[
0 0
1 0

]Do f f (t)
C(t)

+

[
0 0
0 −1

]
1

R(t)C(t)

)
x̃(t)

+
([1

0

]
Vin(t)

Do f f (t)L(t)
+

[
0
−1

]
Vin(t)Don(t)

C(t)R(t)D2
o f f (t)

)
ũ(t).

(20)

3.2. Parameter-Dependent dc–dc Converters Control Design

The classical control design for a dc–dc converter is based on tracking a given set-point.
The set-point tracking is made defining a new state xe(t), which maps a single reference
with error criterion defined by

xe(t) =
∫ τ

0
(Vre f − vout(t))dt, (21)

where xe(t) is the tracking reference error (more details can be found in [34] (Section 2)
and/or [35] (Section 2)). The new state represents the dynamic equation dxe

dt = Vre f − vout(t)
that, combined with the states of the converter, yields an augmented system of n + 1 states
given by,

dx(t)
dt

=

 Ag(t)
0
0

0 −1 0

x(t) +

 Bg(t)

0

u(t) +

 Jg(t)

0

w(t) +

0
0
1

Vre f ,

z(t) =
[
0 1 0

]
x(t),

(22)

where x(t) =
[
x̃(t)′ xe(t)′

]′, u(t) = ũ(t), and z(t) = vout(t). The matrices Ag(θ(t))
and Bg(θ(t)) can be replaced by the matrices associated with the converters represented
by (15)–(17). The dynamics presented in (18)–(20) are a particular case of (1) with null
matrix J(θ(t)), however, (with further analysis) it can be shown that the variation of the
load current (ĩload) represents a higher/lower current demand, which can be considered
as an external input to the system, being suitably represented as the matrix Jg(θ(t)) with
disturbance vector given by w(t) = ĩload(t). Regarding system (1), matrices Dz(θ(t)) and
Ez(θ(t)) are null. Note that [ 0 0 1 ]′ · Vre f is a concept introduced for reference tracking
purposes. For control, it is not considered in the design where the reference is constant
(see [34,35]).

We assume that the parameters C(t), L(t), Don(t), R(t) and Vin(t) are time-varying
and bounded. To generate an LPV model with matrices structured as in (2), the following
change of variables is adopted: θ1(t) = 1/L(t), θ2(t) = 1/C(t), θ3(t) = 1/R(t), θ4(t) = Do f f (t),
θ5(t) = 1/θ4(t) and θ6(t) = Vin(t). Notice that to eliminate the rational dependency on θ4,
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not admissible by the model, the parameter θ5 has been included, possibly introducing
some conservatism. If we define the matrices,

A0 =

0 0 0
0 0 0
0 −1 0

, A1 =

0 −1 0
0 0 0
0 0 0

, A2 =

0 0 0
1 0 0
0 0 0

, A3 =

0 0 0
0 −1 0
0 0 0

,

B0 =

1
0
0

, B1 =

 0
−1
0

, B2 =

0
1
0

, J0 =

 0
−1
0

,

the LPV models with polynomial dependency on the parameters given in (23)–(25) are
obtained.

Buck linear parameter-dependent model:

dx(t)
dt

=
(

A0 + A1θ1(t)+ A2θ2(t)+ A3θ2(t)θ3(t)
)

x(t)+ B0θ1(t)θ6(t)u(t)+ J0θ2(t)w(t) (23)

Boost parameter-dependent model:

dx(t)
dt

=
(

A0 + A1θ1(t)θ4(t) + A2θ2(t)θ4(t) + A3θ2(t)θ3(t)
)

x(t)

+
(

B0θ1(t)θ5(t)θ6(t)− B1θ1(t)θ3(t)θ5(t)2θ6(t)
)

u(t) + J0θ2(t)w(t) (24)

Buck-Boost parameter-dependent model:

dx(t)
dt

=
(

A0 + A1θ1(t)θ5(t) + A2θ2(t)θ5(t) + A3θ2(t)θ3(t)
)

x(t)

+
(

B0θ1(t)θ5(t)θ6(t) + B2θ2(t)θ3(t)θ5(t)2θ6(t)(1− θ4(t))
)

ũ(t) + J0θ2(t)w(t) (25)

where u(t) = [d̃(t)] is the control variable, x(t) = [ĩL(t) ṽout(t) xe(t)]′ is the state vector
and w(t) = [ĩload(t)] is the modeled perturbation. The terms associated to x(t), u(t) and
w(t) represent, respectively, the system’s dynamics matrix A(θ(t)), the control input matrix
B(θ(t)) and the exogenous input matrix J(θ(t)).

4. Proposed Control Scheme

The proposed control scheme is presented in Figure 3, and it can be applied to any
type of dc–dc converter. Note that the gain-scheduled state-feedback controller is obtained
offline, even though the controller is updated in real-time (according to the values of
scheduling parameters). To accomplish this offline step, a sequence of steps must be
performed, as illustrated in Figure 4 and detailed in the following Algorithm 1:

Algorithm 1 Offline steps.

1: Obtain an LPV state-space model for the converter aimed to be controlled.
2: The model must be written in the form (2) according to the pre-specified values of the

bounds of the time-varying parameters θ j and θ j.
3: The design variables are obtained based on the application.
4: For given values of α, d, r and µ, use the conditions of Lemmas 1 and 2 to define a set

of LMIs. The Robust LMI Parser (ROLMIP) can be used to perform this task [36].
5: Solve the set of LMIs using a semi-definite programming (SDP) solver to obtain the set

of gains of the controller and a guaranteed cost γ for the closed-loop system. A resume
of the computational complexity can be seen in Appendix B.
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model

Controller [K(θ) or K] 

and guaranteed cost γ   

Figure 4. Offline algorithm.

5. Photovoltaic System Application

A converter connected to a PV panel is subject to perturbations, which can be suitably
modeled in terms of a linear system affected by time-varying parameters. To optimize
the performance of the control system, a gain-scheduled controller, i.e., a controller which
is updated by the values of the time-varying parameters in real-time, is proposed. For
the application under investigation, we considered the PV system Kyocera KC200GT
(Datasheet available on (https://www.datasheets.com/en/part-details/kc200gt-kyocera-
62747508), accessed on 2 August 2022), connected to the topologies in Figure 2. This PV
panel is a solar module with an array of four serial-connected modules that, based on
official meteorological data of irradiance and temperature [37], generates all the curves
shown in Figure 5.
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Figure 5. The points (•)(•)(•)(•)(•)(•) represent the maximum powers according to each case.
(a) Irradiance curves for constant temperature of 25 °C. (b) Temperature curve for a constant
irradiance of 1000 W m−2.

https://www.datasheets.com/en/part-details/kc200gt-kyocera-62747508
https://www.datasheets.com/en/part-details/kc200gt-kyocera-62747508
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The results presented in this figure show all the operational ranges of the equipment,
and from that, the maximum power point can be seen to be located in an input voltage
range (Note that the input voltage range can be arbitrarily chosen based on the steps given
in Section 5) between 80 V to 120 V. Thus, we consider θ6(t) to vary in this range for the
synthesis of the controller.

The parameters of the PV panel used in the design are presented in Table 1a. The
simulations were performed considering the nonlinear models using MATLAB/Simulink
2022b software and the toolbox Simscape/Specialized Power Systems [38] (more details in
Appendix A).

Table 1. Numerical values: Photovoltaic approach.

(a) Converter parameters values

Parameter Value Unit

L 1± 20% mH
C 680± 20% µF
R 10± 20% Ω
Vin 100± 20% V
Don,buck [0.3 0.7]
Don,boost [0.3 0.7]
Don,buck−boost [0.3 0.7]

(b) Design variables for S(α, r, d)

Parameter Value Unit

fsw 40 kHz
d 100 s−1

r 2π fsw/20 = 1.25× 104 s−1

α π/6 rad s−1

µ 7

The selected design variables for S(α, r, d) are shown in Table 1b. A switching
frequency fsw = 40 kHz was considered to assure a valid small signal linear model of
the converters. Finally, |a + jb| ≤ (2π fsw)/20 rad s−1 was considered to calculate r.

5.1. Synthesized Controllers

Two controllers are designed using the proposed approach. The first is a standard
state-feedback gain, not scheduled by any time-varying parameter. The second one is
parameter-dependent, scheduled by θ3(t) and θ6(t), the only parameters that can be
measured in real time in this application. Regarding the polynomial dependency of K(θ(t))
on these parameters, the following structure has been chosen:

K(θ(t)) = K0 +K3θ3(t) +K6θ6(t) (26)

that is, K(θ(t)) is affine (degree one) on both θ3(t) and θ6(t). Observe that the first
controller (parameter-independent) is a particular case of (26) (with K3 = K6 = 0). As a
consequence, it is expected that the second controller provides better performance.

Applying the proposed control design technique considering (22) and the values
informed in Table 1, one obtains the results shown in Table 2. For comparisons purposes,
the controllers obtained with the technique from [26] are also designed and shown in Table 2
(to make the comparison possible, the quadratic stability conditions of [26] were extended
to address LPV matrices).



Mathematics 2022, 10, 3467 10 of 20

Table 2. Controllers 1 synthesized with the proposed approach and the method from [26].

Proposed Controllers Bound γ Controller [26] 2

Converter Gains K′ Gains K(θ(t))′ Numerical In dB Gains K′

Buck

−0.0888
−0.1709
25.0734

 −0.19928
−0.33637
55.2392

+ θ6(t)

 0.00098
0.00169
−0.27347

 0.5477 −5.229 dB

−0.0167
−0.0019
1.7637



Boost

−0.0407
−0.0286
6.0457

 −0.08644
−0.07224
14.4806

+ θ3(t)

−0.12550
−0.10549
21.4341

+ θ6(t)

 0.00048
0.00040
−0.08133

 2.0248 6.127 dB

−0.0566
−0.0308
5.4237



Buck-Boost

−0.0245
−0.0401
6.0796

 −0.06431
−0.13127
17.9773

+ θ3(t)

 0.053211
0.15441
−15.1723

+ θ6(t)

 0.00029
0.00059
−0.082358

 1.8708 5.440 dB

−0.0113
−0.0037
1.0636


1 For a format with more decimal digits, please refer to https://github.com/RFuentesAlbornoz/CC-LMI/
(accessed on 1 August 2022). 2 This work does not consider theH∞ performance, therefore, it is not possible to
obtain the γ values.

5.2. Performance in Terms of Tracking Errors

Table 3 is presented to compare the performance across the different controllers by
computing all the index costs (based on (27)) of the tracking errors that were obtained.

J =
∫ τ

0
|vre f − vout(t)|dt (27)

Table 3. Results of simulation in the PV example.

Converter

Index Cost

LTI Case LPV Case

Robust Proposed Robust [26] Robust Proposed G-S Proposed Robust [26]

Buck 0.607 0.625 0.6983 0.6431 1.214
Boost 1.223 1.453 1.825 1.750 2.099
Buck-Boost 1.257 1.506 1.635 1.416 2.516

The controllers designed with the proposed approach offered better performance with
respect to literature controller [26] in both the LTI and LPV cases. Among the proposed
controllers, the gain-scheduled ones, as expected, provided superior performance in all
three cases.

5.3. Additional Simulations

In this section, we present two additional simulations. The first simulation considers
the parameters as fixed and time-invariant. The second simulation assumes the parameters
to be bounded and time-varying. Figures 6 and 7 show the states of the converters working
with the proposed controllers and with the controller designed with the technique from [26].
The setpoints for each converter are vbu

re f = 80 V for the buck, vbo
re f = 150 V for the boost

and vbu−bo
re f = 150 V for the buck-boost converter.

https://github.com/RFuentesAlbornoz/CC-LMI/
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Figure 6. DC–DC converters state response for fixed and time-invariant parameters under PV
approach, where nominal values were used for the simulations, i.e., L = 1 mH, C = 680 µF,
R = 10 Ω, Vin = 100 V and iload = 0.5 A. The upper figures indicate the voltage and the setpoint on
the three converters. The lower figures show the current obtained in the inductor.
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Figure 7. DC–DC converters state response for time-varying bounded parameters assumed to vary
according to: R(t) = 10 + 2 · sin(500t) Ω, iload(t) = 0.5 · sin(1000t) A, L(t) = 1 + 0.2 · sin(400t) mH,
C(t) = 680 + 136 · sin(300t) µF and Vin(t) = 100 + 20 · sin(50t) V. The upper figures indicate the
voltage and the setpoint on the three converters. The lower figures show the current obtained in
the inductor.

Figure 7 allows to conclude that all controllers respond to parametric uncertainty
variations appropriately. The major contribution to cost index occurs during the
reference step.

6. Application to CLP Problem

In generation systems, Constant Power Load (CPL) is a phenomenon that occurs
when two converters are interconnected and the fed converter has faster dynamics than the
feeding one [14]. This problem is modeled assuming that the fed converter is a load to the
feeding converter, as shown in Figure 8,

CPL

DC-DC

vin

Figure 8. Scheme of dc–dc converter with CPL.
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where the dc–dc converter can be any architecture investigated in this paper (Figure 2a–c)
considering that R(t) is now a CPL device. Note that P(t) is a power demand on
the fed converter and it is considered constant. This implies that the differential
Equations (11)–(13) must be modified so that the vout(t)

R(t) term is replaced by P(t)
vout(t)

, giving
rise to Equations (28)–(30).

BuckCPL :


diL(t)

dt = 1
L(t)

(
Vin(t)Ssw(t)− vout(t)

)
,

dvout(t)
dt = 1

C(t)

(
iL(t)− P(t)

vout(t)

)
.

(28)

BoostCPL :


diL(t)

dt = 1
L(t)

(
Vin(t)− vout(t)

(
1− Ssw(t)

))
,

dvout(t)
dt = 1

C(t)

(
iL(t)

(
1− Ssw(t)

)
− P(t)

vout(t)

)
.

(29)

Buck-BoostCPL :


diL(t)

dt = 1
L(t)

(
Vin(t)Ssw(t)− vout(t)

(
1− Ssw(t)

))
,

dvout(t)
dt = 1

C(t)

(
iL(t)

(
1− Ssw(t)

)
− P(t)

vout(t)

)
.

(30)

It is not feasible to use the small-signal method to linearize Equations (28)–(30),
therefore, we use the first-order Taylor series expansion. This method is studied in [39] and
its use can be found in the literature [40,41]. The linearized systems are then:

BuckCPL :

{
dx̃(t)

dt =

[
0 − 1

L
− 1

C
P(t)

Cvout(t)2

]
x̃(t) +

[
Vin(t)

L
− iL(t)

C

]
ũ(t) +

[
Don(t)

L 0
0 − 1

Cvout(t)

]
w̃(t) (31)

BoostCPL :

{
dx̃(t)

dt =

[
0 − (Don−1)

L
−(Don−1)

C
P(t)

Cvout(t)2

]
x̃(t) +

[
vout(t)

L
− iL(t)

C

]
ũ(t) +

[
1
L 0
0 − 1

Cvout(t)

]
w̃(t) (32)

Buck-BoostCPL :

{
dx̃(t)

dt =

[
0 − (Don−1)

L
−(Don−1)

C
P(t)

Cvout(t)2

]
x̃(t) +

[
Vin(t)+vout(t)

L
− iL(t)

C

]
ũ(t) +

[
Don(t)

L 0
0 − 1

Cvout(t)

]
w̃(t) (33)

6.1. Linear Parameter-Dependent Model

Following the same procedure of Section 3.2, a linear augmented system with
tracking-reference and parameter-dependency is obtained from (31)–(33). The vector of
bounded time-varying parameters is chosen as: θ1(t) = Don(t), θ2(t) = P(t), θ3(t) =
1/vout(t), θ4(t) = vout(t), θ5(t) = iL(t) and θ6(t) = Vin(t). Note that parameter θ4(t) can
introduce some conservatism since the inverse of vou(t) also appears in θ3(t). Defining
the matrices

A0 =

0 − 1
L 0

1
C 0 0
0 −1 0

, A1 =

 0 1
L 0

− 1
C 0 0

0 −1 0

, A2 =

0 − 1
L 0

1
C 0 0
0 0 0

, A3 =

0 0 0
0 1

C 0
0 0 0

,

B0 =

 1
L
0
0

, B1 =

0
1
C
0

, B2 =

− 1
L

0
0

, J0 =

 1
L 0
0 0
0 0

, J1 =

0 0
0 − 1

C
0 0

,

the LPV models of the converters associated to the CLP approach are then given by (34)–(36).
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Buck CPL parameter-dependent:
dx̃
dt

=
(

A0 + A3θ2(t)θ3(t)2
)

x̃(t) +
(

B0θ6(t)
)

ũ(t) +
(

J0θ1(t) + J1θ3(t)
)

w̃(t), (34)

Boost CPL parameter-dependent:
dx̃
dt

=
(

A1 + A2θ1(t) + A3θ2(t)θ3(t)2
)

x̃(t) +
(

B2θ4(t) + B1θ5(t)
)

ũ(t) +
(

J0θ1(t) + J1θ3(t)
)

w̃(t), (35)

Buck-Boost CPL parameter-dependent:
dx̃
dt

=
(

A1 + A2θ1(t) + A3θ2(t)θ3(t)2
)

x̃(t) +
(

B2θ4(t) + B0θ6(t) + B1θ5(t)
)

ũ(t) +
(

J0(θ1(t)) + J1θ3(t)
)

w̃(t). (36)

6.2. Synthesized Controllers

For this study case, the numerical values of Table 4a and design values of Table 4b are
used to synthesize the controllers.

Table 4. Numerical values of converters: CPL approach.

(a) Converter parameters values

Parameter Value Unit

L 1 mH
C 100 µF
P [300 500] W
Vin 100± 20% V
Don,buck [0.5 0.8]
Don,boost [0.4 0.6]
Don,buck−boost [0.4 0.6]

(b) Design variables for S(α, r, d)

Parameter Value Unit

fsw 40 kHz
d 150 s−1

r 2π fsw/20 = 1.25× 104 s−1

α π/6 rad s−1

µ 7

By applying the proposed synthesis procedure with values suitable to the CPL
approach, the controllers shown in the Table 5 were obtained. TheH∞ guaranteed costs as
well as the index cost (based on (27)) obtained in the simulations are also informed.

Table 5. Synthesized controllers.

Proposed Controllers Bound γ
Converter Gains K Numerical In dB Index Cost

Buck
[
−0.1211 −0.0529 9.1235

]′ 0.2090 −13.5971 dB 1.115
Boost

[
−0.0488 −0.0188 4.6591

]′ 0.8871 −1.0405 dB 1.843
Buck-Boost

[
−0.0439 −0.0238 5.0733

]′ 0.3040 −10.3425 dB 2.058

6.3. Simulations

For a representative simulation, a square signal is used as demanded power. This
signal varies between its minimum and maximum each 0.1 s (significantly slower with
respect to the voltage/current dynamics). The aim is to track a step-type reference at
0.25 s from 80 V to 50 V for the buck converter, and from 200 V to 150 V for both boost
and buck-boost converters, while the power demand remains constant. The responses
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are shown in Figures 9–11. Figure 9 shows that the converters supply the power demand
for the CPL, and present approximated ripples of ±0.1 W, ±0.2 W and ±0.2 W, for buck,
boost and buck-boost converters, respectively. At step-changes in voltage reference vre f ,
the power supplied presents a weak performance for a short period (0.01 s). Figure 10
and Figure 11 show the converters’ states holding the voltage vout(t) close to the reference
vre f , whilst the current compensates the changes in power demand, with its permanent
variation and a ripple, respectively.
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Figure 9. Power demand for bounded and time-varying case based on CLP problem. This
case considered the nominal value for Vin = 100 V and P(t) as a square signal with amplitude
∈ [300 500] W and frequency of 10 Hz to simulate. The upper figures indicate the given power and
the power demand of the CPL. The lower figures show a zoom of the step-changes in power demand.
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Figure 10. DC–DC converters states response for fixed and time-invariant case based on the CLP
problem. This case considered the nominal value for Vin = 100 V and P(t) as a square signal with
amplitude ∈ [300 500] W and frequency of 10 Hz to simulate. The upper figures indicate the voltage
and the setpoint on the three converters. The lower figures show the current obtained in the inductor.
A zoom to the current plot is also presented.
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Figure 11. DC–DC converters state response for time-varying bounded case based on CLP problem
assumed to vary according to: Vin(t) = 100+ 20sin(50t) V and P(t) as a square signal with amplitude
∈ [300 500] W and frequency of 10 Hz. The upper figures indicate the voltage and the setpoint on the
three converters. The lower figures show the current obtained in the inductor. A zoom to the current
plot is also presented.

The proposed simulations show at a glance good performance provided by the
designed controllers. When the demand of power changes, the voltage is affected
generating a deviation with respect to the reference, which is 4 Vpeak, 7 Vpeak and 5 Vpeak for
buck, boost and buck-boost converter, respectively. These values represent a maximum
variation of 5% with respect to the reference voltage in the worst case. Finally, the
Appendix C presents a simulation evaluating the performance loss as a function of the
sampling period when the proposed strategy is implemented in a digital controller.

7. Conclusions

A new LPV model-based methodology was proposed in this paper to address the
problem of robust control of dc converters. The methodology was applied to the classic dc
converters present in the literature, considering two scenarios: in PV source application
(variations in input parameters) and CPL load (load-dependent dynamics). LMI conditions
were employed to design gain-scheduled controllers that guarantee performance and
stability. Thanks to the proposed controller structure, we were able to track a constant
reference (commonly used in power converter systems). Note that in the Section 1,
the state of the art for the design of static and dynamic controllers for the converter
problems addressed in this paper was presented. However, techniques such as PID, and
MPC [15,18] are designed under the assumption that the system is linear time-invariant
and, consequently, cannot provide guarantees of stability and performance, especially in
the presence of time-varying parameters, as in the cases investigated in this paper. As
validation, two simulation cases were presented: the first showed the response for a fixed
value of the parameters (to compare the dynamics performance under small variations of
the operating point), and the second considered an extreme case where all parameters were
assumed time-varying (inductor value, capacitor value, resistor, and voltage input with
bounded time-varying values). The latter case is unrealistic, but it shows the robustness of
the proposed controller, keeping the desired performance even in the worst-case scenario.
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Line of Research

The next step of this research is to obtain gain-scheduled controllers for the CPL
approach, adapt to a more complex microgrid and validate the simulation cases through
experimental implementation.
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Appendix A. Implementation in Electronic Specialized Software

To hold the representativeness of a real system, specialized software was used.
Figure A1 shows the workspace on simulink environment.

PWM

generator

(a) The sub-system contains the electrical build of the buck-boost converter. A comparison is shown between a saturation signal and a
triangular signal, which is the way to generate a PWM signal. The gain-scheduled controller is shown on the lower side.

Figure A1. Cont.
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Inductance

variable Capacitance

variable

Source

controlable

Resistor

variable

(b) This figure represent the inside of the sub-system. There are a voltage source, inductance, capacitance and resistor, all of which are
variables. Their values are given by an arbitrary external signal.

CPL representation

(c) This figure represent the inside of the sub-system, but for the CPL case, which is shown at the right side. Their values are given by
an arbitrary external signal.

Figure A1. The implementation on simulink is presented here: (a) Representation of buck-boost
converter system build in a classic simulink environment block; (b) Buck-Boost electrical scheme
build by a specialized block with R(t) load; (c) Buck-Boost electrical scheme build by a specialized
block with CPL load. Note that the buck-boost converter can be replaced by another converter
(electrical scheme).

Appendix B. Computational Complexity

The computational framework used is the following: A personal computer equipped
with CPU Ryzen 5600X stock frequency. 16 GB RAM DDR4 of 3000 MHz (2x8 GB). Windows
10 Pro (21H2 build) edition.

With respect to the LPV model, the most complex case corresponds to the boost-buck
LVP model on the PV approach. This case has six parameter-dependent variables, yielding
L = 26 generated vertices in the polytopic model. The optimization problem has 10 SDP
variables. The SDP solver takes 6.5 s to find a solution.

As for the online controller, Table A1 presents the number of operations performed at
each control action update.
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Table A1. Amount of operation to generate the control action online by K(θ(t)) controller parameters.

Case Converter n Time-Varying Parameter Order
Operations

SUM MULT

PV
buck 1 A(θ(t)) ∈ R3×3

B(θ(t)) ∈ R3×1

1 2
boost 2 2 3

buck-boost 2 2 3

Appendix C. Performance Loss Concerning Sample Period

A Zero-Order Holder (ZOH) was applied to the controller output to simulate digital
control. The loss-index Q = J (T)

Jc
was used to compare the performance loss through to a

sweep in the sampling period of the ZOH.

10-5 10-4

Sample Time (s)

0.9

1

1.1

1.2

1.3

1.4

1.5

A
m

p
lit

u
d

e
 (

p
.u

.)

buck

boost

buck-boost

Figure A2. The value of Q is shown in p.u. as a function of the sampling period of a hypothetical
microcontroller. The origin of the x-axis represents the system operating under a sampling period
closed to 0 s (continuous-time), increasing this period to the right up to 0.3 ms.
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