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1. Introduction

Survival analysis is a field of statistics dealing with event time data. Examples include the analysis of time-to-death for cancer patients, time-to-failure for mechanical items, time-to-bankruptcy of companies, time-to-pregnancy of married couples, and many others. Any type of non-negative data collected from any individual can be considered as the target for survival analysis. Reliability analysis is also a field of statistics tailored for the analysis of event time collected from mechanical items or products, but usually not from human subjects. Modern industrial and scientific studies necessarily demand the skills of survival and reliability analyses developed in their long history.

The origin of survival/reliability analysis can be traced back to Edmund Halley’s life table that estimated survival probabilities at each age for residents of Breslau [1]. The table was created by using demographic data collected for the years 1687–1691 from residents of Breslau [2]. To analyze survival data, “censoring” arises as natural deaths may not be observable by accidental or unexpected events, such as dropouts and competing risks. Many prominent researchers later investigated the data, including the 18th-century mathematician Daniel Bernoulli. He proposed the idea of “competitive risk” to explain how the life table would change when deaths due to smallpox were removed [3]. Nowadays, techniques for censoring and competing risk are important parts of survival and reliability analyses. With these techniques, survival analysis has been grown in clinical/epidemiological data analyses [4–9] and reliability analysis [10–15].

In survival and reliability data analyses, researchers necessarily deal with various types of “parametric distributions”. However, many parametric distributions for survival/reliability analyses are not found in standard textbooks of statistics. Parametric
distributions for survival time data are often characterized by the fact that data can only take non-negative values and the distribution of survival time is skewed by a long tail to the right [6]. Furthermore, parametric distributions necessarily reflect the underlying mechanisms of failure or death, such as the aging process and infant mortality phenomenon (Section 2.4). Therefore, researchers require special knowledge of probability distributions not found in ordinary statistical analysis based on the normal distribution.

While there are many reliable and reputable textbooks for survival and reliability analyses [4–17], the list of parametric distributions covered in these books is far from complete. Encyclopedic books for statistical distributions [18–21] are comprehensive in this regard, yet they are not focused on survival and reliability analyses and do not acknowledge recent references. These general-purpose books are not only valuable and informative resources for researchers who focus on survival and reliability analyses. Furthermore, we believe that the references should be updated to reflect recent advances in biostatistics and reliability.

In this context, the goal of our paper is to provide encyclopedic coverage of the important parametric distributions that have been adopted in survival and reliability analyses. Our review includes both the historical background and statistical/mathematical properties of the parametric distributions tailored for survival and reliability analyses. Our list of parametric distributions is more comprehensive than the aforementioned textbooks for survival and reliability analyses. The list of the distributions is useful for students to build the basics and industrial/biomedical researchers to apply the existing parametric distributions to their own statistical applications.

The paper is organized as follows. In Section 2, we will explain the basic terms and ideas for understanding survival analysis. These preliminary materials help interpret a variety of parametric distributions of Section 3. In Section 3, we review the exponential, Weibull, Rayleigh, lognormal, log-logistic, gamma, generalized gamma, Pareto (types I, II, and IV), Hjorth, Burr (types III and XII), Dagum, exponential power, piecewise exponential, Gompertz, exponential-logarithmic, exponentiated Weibull, generalized exponential, generalized modified Weibull, Birnbaum-Saunders, and spline distributions. In Section 4, we analyze a real dataset. Section 5 concludes the paper.

2. Fundamentals of Survival Analysis

This section explains the basic ideas for survival analysis. The basics of this section will be useful to study many properties of parametric distributions in Section 3.

2.1. Definition of Survival Time

Let $X$ be the time at which a particular event occurs for an individual. We assume that $X$ is a non-negative random variable, namely, $X \geq 0$.

For example, suppose that a physician obtains the time of death for his/her patient who undergoes surgery in his/her clinic. The years of survival from surgery to death are a metric for the physician to evaluate the surgery. The physician may expect his/her patient to survive more than 5 years after surgery, which is denoted by $X > 5$ (in years). With reference to the 5-year survival probability, $P(X > 5)$, physicians are able to assess the effectiveness of the surgery. Clearly, survival probability is a useful and easy-to-understand metric for users.

A vast array of applications is possible in survival/reliability analyses since the definition of “event” is arbitrary, not restricted to death. The events can be the appearance of tumor lesions and the onset/recurrence of diseases [5], progression of tumor [9], kidney failure [22], migraine [23], cognitive impairment [24], and others. The event could also be a good event, such as remission [5], return to work [25], marital pregnancy [26], and others. In addition, when individuals are mechanical devices, the occurrence of failure is considered an event [14]. There are no restrictions on what kinds of events can be considered or what kinds of individuals can be investigated. Nonetheless, it is normal to think about phenomena that occur physiologically, naturally, and uncontrollably. Rather
than an event that is planned-controlled to happen at any prespecified time, one tends to consider an event that is random or unpredictable. That is why a random variable and its distribution play a fundamental role in describing survival.

Below, we introduce two important functions: the survival function (Section 2.2) and the hazard function (Section 2.3).

2.2. Survival Function

The survival function is the probability that an individual will survive beyond a certain time \( x \). The unit of \( x \) is, for example, hours, days, months, years, cycles, and so on. In reliability analyses, the probability that a machine has not failed at time \( x \) is called “reliability function” [13,14]. The survival function (or reliability function) is defined by \( S(x) = P(X > x) \). It follows that \( S(x) = 1 - F(x) \), where \( F(x) = P(X \leq x) \) is the distribution function.

We assume that \( X \) is a continuous random variable. Thus, \( S(x) = \int_{0}^{\infty} f(t) \, dt \), where \( f(x) \) is the probability density function (pdf). By continuity, \( P(X = x) = 0 \) for any \( x \geq 0 \). Obviously, \( S(x) \) is non-increasing, \( S(0) = 1 \), and \( \lim_{x \to \infty} S(x) = 0 \). The survival function and the pdf are related via \( f(x) = -dS(x)/dx \).

The mean and variance of \( X \) are defined as

\[
E(X) = \int_{0}^{\infty} x f(x) \, dx = \int_{0}^{\infty} S(x) \, dx, \quad V(X) = \int_{0}^{\infty} x^2 f(x) \, dx - \{E(X)\}^2.
\]

The mean represents “typical” life. The mean is called “life expectancy” in medical studies and “mean time to failure (MTTF)” in reliability [14]. It is important to note that the integral may diverge to infinity for heavy-tailed distributions. In this case, the mean does not exist.

Figure 1 shows an example of a survival function, defined as

\[
S(x) = \begin{cases} 
1 & \text{if } 0 \leq x < 1, \\
1/x & \text{if } x \geq 1
\end{cases}
\]

\[\text{Median} = S^{-1}(1/2) = 2\]

\[\text{Mean} = \int_{0}^{\infty} S(x) \, dx = \infty\]

Figure 1. A survival function \( S(x) = 1/x, \ x \geq 1 \). The area under \( S(x) \) is shown in red color.

We see \( S(0) = 1 \) and \( S(x) \) is decreasing toward zero as \( x \to \infty \). We will see that this survival function belongs to the Pareto type I distribution (Section 3.8). The pdf is

\[
f(x) = \begin{cases} 
0 & \text{if } 0 \leq x < 1, \\
1/x^2 & \text{if } x \geq 1
\end{cases}
\]
It is easy to see
\[ E(X) = \int_{0}^{\infty} x f(x) \, dx = \int_{0}^{\infty} S(x) \, dx = 1 + \int_{1}^{\infty} \frac{1}{x} \, dx = 1 + \ln(x)|_{1}^{\infty} = \infty. \]

Thus, the mean does not exist since the area under \( S(x) \) blows up to infinity (Figure 1).

The \( p \)-th quantile is defined by solving \( F(x) = p \) with respect to \( x \), and therefore, is denoted by \( x_p = F^{-1}(p) = S^{-1}(1-p) \). It may also be called the \( 100 \times p \)-th percentile. The median is defined as \( x_{0.5} = F^{-1}(0.5) = S^{-1}(0.5) \), which represents a “typical” life. In reliability, one often needs to control the probability of early failure via low percentiles, such as \( x_{0.01} \) and \( x_{0.10} \), representing 1% and 10% points, in order to meet the minimal requirement for products’ life \([14,27,28]\). The median is often more useful than the mean since the mean may not exist for some distributions (e.g., Pareto types I and II distributions). For instance, Figure 1 shows that the mean is infinite while the median exists.

According to Halley’s life table, the probability of survival at age 20 years is 40.8%, namely, \( S(20) = 0.408 \) \([13]\). This probability decreases as the age increases, and reaches almost zero at age 85 years, namely, \( S(85) \approx 0 \). This is an example of survival probabilities computed by observed data. Survival probabilities can also be computed by fitting parametric distributions to observed data (Section 4).

### 2.3. Hazard Function

The hazard rate at time \( x \) is the rate of dying at the next moment \( x + \Delta x \), where \( \Delta x \) is a small value. In medicine, the hazard rate is an important measure for patients’ risks. The hazard function is the most fundamental quantity in reliability analysis as well \([13,14]\). In addition, hazard functions are used under different names in various fields, such as the “instantaneous failure rate” in reliability engineering \([14,29]\) and the force of mortality in demographics \([30]\).

The hazard function (or hazard rate function) is defined as
\[
    h(x) = \lim_{\Delta x \to 0} \frac{P(x \leq X(x + \Delta x | X \geq x))}{\Delta x} \tag{1}
\]

From Equation (1), the hazard function is derived from the survival function via
\[
    h(x) = -\frac{1}{S(x)} \frac{dS(x)}{dx} = -\frac{d\ln\{S(x)\}}{dx} \tag{2}
\]

Equation (2) also means \( h(x) = f(x)/S(x) \).

The cumulative hazard function is defined as \( H(x) = \int_{0}^{x} h(u) \, du \). The cumulative hazard function and survival function are related via \( H(x) = -\ln\{S(x)\} \) and \( S(x) = \exp\{-H(x)\} \). Thus, the hazard function is easy to be converted to the survival function, and vice versa.

### 2.4. Shape of Hazard Function

The hazard function describes the dynamic change of the probability of an event over time, and hence, it exhibits a variety of shapes \([5,12,14,31–33]\). An increasing hazard function corresponds to the cases of natural aging, wear-out, and fatigue. A decreasing hazard function arises for devices with defects, such as electronic devices that are considered to have an early breakdown, or patients who undergo organ transplantation resulting in early death. This decreasing hazard during early life is said to have “infant mortality”. The hazard function of the bathtub curve is the most appropriate when both infant mortality and aging co-exist, when observing an individual over a long period of time. In the case of a manufactured item, an initial failure due to a defective part tends to occur, followed
by constant hazards, and finally, the hazard increases later in the life of the equipment. Based on demographic data released by the government, in the early stages, there are many deaths, mainly due to infant mortality [5,14]. The mortality rate may then be stabilized in middle age, before increasing sharply with increasing elderly age. If the hazard function increases in the early stages and eventually starts to decrease, the hazard function has the characteristics of a hump shape. The breast cancer data example in Section 3.9 supports this shape. Accordingly, the hazard function could describe the characteristics of the failure process.

Figure 2 shows bathtub-shaped hazard functions for ages 1 to 85 estimated by the data collected from the residents of the United States as introduced by Klein and Moeschberger [5]. We see that the hazard gradually increases as they get older. However, for very young children, the hazard is somewhat high for all genders and races. Indeed, for ages 1 to 12, the hazard gradually decreases as they grow (the right panel of Figure 2).

Figure 2. Hazard functions estimated by data from the residents of the United States. The left panel uses the whole range (age 1 to 85), while the right panel uses the restricted range (age 1 to 12).

The hazard function has visually attractive information about the underlying mechanism of death/failure. Thus, the hazard function should be considered for the interpretation of parametric models rather than the survival function. However, the survival function is usually easier to estimate by data (Section 4). The cumulative hazard function is also easy to estimate, and is often useful in acceleration tests and fatigue tests for reliability analysis of equipment because they give intuitive information about the suitability of the model [34,35]. Hence, both the hazard and survival functions play important roles in survival and reliability analyses.

3. Parametric Models

This section describes a variety of parametric distributions that are widely recognized for survival and reliability analyses. Table 1 gives a list of 22 distributions selected by a procedure described in Appendix A. Many distributions have the scale parameter and shape parameter. In addition, all the distributions have the time $x$, restricted to non-negative values $x \geq 0$. 
Table 1. Parametric distributions for survival and reliability analyses.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Parameter</th>
<th>Hazard Function</th>
<th>Survival Function</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>$\lambda &gt; 0$</td>
<td>$\lambda$</td>
<td>$\exp(-\lambda x)$</td>
<td>$1/\lambda$</td>
</tr>
<tr>
<td>Piecewise Exponential</td>
<td>$\lambda_j &gt; 0$, $j = 1, \ldots, m$</td>
<td>$\sum_{j=1}^{m} \lambda_j I_{[a_{j-1}, a_j]}(x)$</td>
<td>$\exp\left{-\lambda_j(x - a_{j-1}) - \sum_{k=1}^{j-1} \lambda_k \Delta a_k\right}$, $x \in (a_{j-1}, a_j)$</td>
<td>-</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\alpha \lambda x^{\alpha-1}$</td>
<td>$\exp(-\lambda x^\alpha)$</td>
<td>$\lambda^{-1/\alpha} \Gamma(1 + 1/\alpha)$</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>$\lambda &gt; 0$</td>
<td>$2\lambda x$</td>
<td>$\exp(-\lambda x^2)$</td>
<td>$\lambda^{-1/2} \sqrt{\pi}/2$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\beta, \lambda &gt; 0$</td>
<td>$-\delta \frac{dS(x)/dx}{S(x)}$</td>
<td>$\int_0^\infty \beta^\delta t^{\beta-1} \exp(-\lambda t) \frac{dt}{t^{\beta}}$</td>
<td>$\frac{\beta}{\pi}$</td>
</tr>
<tr>
<td>Lognormal</td>
<td>$\sigma &gt; 0$</td>
<td>$\frac{1}{S(x)^{1/2}} \phi\left(\frac{\ln x - \mu}{\sigma}\right)$</td>
<td>$1 - \Phi\left(\frac{\ln x - \mu}{\sigma}\right)$</td>
<td>$\exp\left(\mu + \frac{\sigma^2}{2}\right)$</td>
</tr>
<tr>
<td>Log-logistic</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\frac{1}{S(x)^{1/\alpha} \pi^{1/\alpha} \Gamma(1/\alpha)}$</td>
<td>$\lambda^{-1/\alpha} \Gamma\left(1 + 1/\alpha\right)$</td>
<td>$\left(1 - \frac{1}{\alpha}\right)$</td>
</tr>
<tr>
<td>Pareto I</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\frac{\beta}{\lambda} \left(\frac{x}{\lambda}\right)^{\beta-1}$</td>
<td>$\frac{1}{\Gamma(1/\beta)} \Phi\left(\frac{\ln x / \sigma - \mu}{\sigma}\right)$</td>
<td>$\left(\frac{1}{\beta}\right)$</td>
</tr>
<tr>
<td>Pareto II</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\alpha \lambda / (1 + \lambda x)$</td>
<td>$\left(1 + \lambda x\right)^{-\alpha}$</td>
<td>$1/\left[\lambda(a - 1)\right]$, $a &gt; 1$</td>
</tr>
<tr>
<td>Pareto IV</td>
<td>$\alpha, \lambda &gt; 0$, $\delta \geq 0$</td>
<td>$\alpha \lambda / \delta \left(\frac{x}{\lambda}\right)^{\beta-1}$</td>
<td>$\Phi\left(\frac{\ln x / \sigma - \mu}{\sigma}\right)$</td>
<td>$\left(\frac{1}{\beta}\right)$</td>
</tr>
<tr>
<td>Hjorth</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\delta x + \frac{\alpha}{\pi} x^{1/2}$</td>
<td>$\exp\left(\gamma^2\right)$</td>
<td>$\left(1 + \frac{1}{\lambda x}\right)^{-\alpha}$</td>
</tr>
<tr>
<td>Burr III</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$-\delta S(x)/dx$</td>
<td>$\left(1 + x^\beta\right)^{-\alpha}$</td>
<td>$\alpha B\left(1 - \frac{\lambda}{\alpha}, a + \frac{1}{\beta}\right)$</td>
</tr>
<tr>
<td>Burr XII</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\frac{\lambda x^{\alpha-1}}{\Gamma(1/\alpha)}$</td>
<td>$\frac{1}{\Gamma(1/\beta)} \Phi\left(\frac{\ln x / \sigma - \mu}{\sigma}\right)$</td>
<td>$\left(1 + \frac{1}{\lambda x}\right)^{-\alpha}$</td>
</tr>
<tr>
<td>Exponential power</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\alpha \lambda x^{\alpha-1} \exp(-x/\lambda)$</td>
<td>$\exp\left{1 - \exp\left(-\lambda x^\alpha\right)\right}$</td>
<td>-</td>
</tr>
<tr>
<td>Gompertz</td>
<td>$\alpha, \lambda &gt; 0$</td>
<td>$\alpha \lambda x^{\alpha-1}$</td>
<td>$\exp{-a(e^{x/\lambda} - 1)}$</td>
<td>$(1/\lambda) \exp(a) E\left(a\right)$</td>
</tr>
<tr>
<td>Generalized Gamma</td>
<td>$\alpha, \beta, \lambda &gt; 0$</td>
<td>$-\delta S(x)/dx$</td>
<td>$\int_0^\infty \alpha \beta x^{\beta-1} \exp(-\lambda x^\beta) \frac{dt}{t^{\beta}}$</td>
<td>$\int_0^\infty S(x) \frac{dx}{dx}$</td>
</tr>
<tr>
<td>Birnbaum-Saunders</td>
<td>$\beta, \gamma &gt; 0$</td>
<td>$-\delta S(x)/dx$</td>
<td>$\frac{\Phi\left(\frac{\ln x / \sigma - \mu}{\sigma}\right)}{\Gamma(1/\beta)}$</td>
<td>$\beta\left(1 + \frac{\sigma^2}{\pi}\right)$</td>
</tr>
<tr>
<td>Exponential-logarithmic</td>
<td>$\lambda &gt; 0$, $0 &lt; p &lt; 1$</td>
<td>$-\delta S(x)/dx$</td>
<td>$\ln\left[1 - \exp\left(-e^{-x/\lambda}\right)\right]$</td>
<td>$-\log\log\left(2 \left(1 - e^{-x/\lambda}\right)\right)$</td>
</tr>
<tr>
<td>Generalized-Exponential</td>
<td>$\beta, \gamma &gt; 0$</td>
<td>$[-dS(x)/dx] / S(x)$</td>
<td>$1 - \exp\left(-ax e^x\right)$</td>
<td>$\text{Gupta and Kundu [36]}$</td>
</tr>
<tr>
<td>Exponentiated-Weibull</td>
<td>$\beta, \gamma, \lambda &gt; 0$</td>
<td>$[-dS(x)/dx] / S(x)$</td>
<td>$1 - \exp\left(-ax e^x\right)$</td>
<td>$\text{Nadarajah and Gupta [37]}$</td>
</tr>
<tr>
<td>G-modified Weibull</td>
<td>$\alpha, \beta, \gamma, \lambda &gt; 0$</td>
<td>$[-dS(x)/dx] / S(x)$</td>
<td>$1 - \exp\left(-ax e^x\right)$</td>
<td>$\text{Carrasco et al. [38]}$</td>
</tr>
<tr>
<td>M-spline</td>
<td>$h_{t, \ell} \geq 0$, $\ell = 1, \ldots, L$</td>
<td>$\sum_{j=1}^{L} h_{t, \ell} M_{t}(x)$</td>
<td>$\exp\left{-\left(\sum_{t=1}^{t_{m}} h_{t, \ell} M_{t}(x)\right)\right}$</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: The mean of the Pareto types I–II goes to infinity for $a \leq 1$. G-modified = Generalized modified. $I_{[a_{j-1}, \alpha]}(x) = I_{[a_{j-1}, x]} \Delta a_k = a_k - a_{k-1}$, $H(a, b) = \int_0^b \exp(-at^2/(1 + t)^3) dt$; $B(a, b) = \int_0^b \exp(-t^2/(1 + t)^3) dt$; $\text{polylog}(2, z) = \sum_{k=1}^\infty z^k/k^2$. $E\left(a\right) = \int_0^\infty \exp(-t)/t dt$.

Some of the distributions have a long tail to the right, such as the Pareto distributions of types I and II. In such distributions, the value of the shape parameter causes the tail of the distribution to become very heavy, and thus, the mean may not exist. Therefore, for data in which the population follows these distributions, even if the mean or variance is calculated from the data, it does not provide useful information for the population.

In the following, the individual distributions are explained in detail.
3.1. Exponential Distribution and Its Variants

Historically, exponential distribution has been widely used in reliability engineering as a distribution of the lifetime of materials, products, and equipment. Many papers began to be published as statistical models for reliability analysis around the 1960s, when Epstein [39] started discussing estimation theory under censored data.

The survival function of the exponential distribution is \( S(x) = \exp(-\lambda x), \) \( x \geq 0. \) Here, \( \lambda > 0 \) is a scale parameter (also called a rate parameter). In reliability, \( \lambda \) is called “failure rate” and may be interpreted as the number of failures per million hours, percent per month, etc. This is because the hazard function is \( h(x) = \lambda. \) The mean and variance of \( X \) following such an exponential distribution are

\[
E(X) = 1/\lambda, \quad V(X) = 1/\lambda^2.
\]

A remarkable feature of the exponential distribution is the “memoryless” property, given by

\[
S(x) = P(X \geq x|X \geq 0) = P(X \geq x + t|X \geq t), \quad t > 0, \quad x > 0.
\]

That is, the \( x \)-year survival probability is equal to the \( x \)-year survival probability after surviving \( t \) years. This property may apply to a person who stays young and is of uncertain age \( t. \) This property is a consequence of the constant hazard function, \( h(x) = \lambda; \) the risks of death are unchanged over time. The \( p \)-th quantile is \( x_p = -(1/\lambda) \ln(1 - p). \)

Many modern researchers think that the exponential distribution does not fit to real data since it has only one parameter (see Section 4 for a real data example). Since the hazard function of the exponential distribution is constant, there is a concern that it cannot explain the time transition of the hazard rate. Nelson [14] wrote, “It adequately describes only 10 to 15% of products in the lower tail of the distribution”. On the other hand, the exponential distribution has been useful for the analysis of complex survival data, such as those involving double truncation [40,41], recurrent events [42], competing risks [43], and sequential sampling designs [44], and progressive censoring [45]. The analysis of such complex survival data is made possible by the simplicity of the exponential distribution.

The exponential distribution is the basis of creating many distributions: by adding one parameter, the Weibull and gamma distributions can be obtained. The exponential power distribution (Table 1) is a distribution that can model bathtub-type hazard functions [46], which is useful for reliability analysis. The piecewise exponential model (Table 1) is defined as \( h(x) = \lambda_j \) for \( x \in (a_{j-1}, a_j], j = 1, \ldots, m, \) defined on a prespecified knot sequence \( 0 = a_0 < a_1 < \ldots < a_m, \) and \( m \) is the number of pieces. The piecewise exponential distribution has been successfully adapted for modeling event times for biological, medical, environmental, and econometric studies [25,47–51].

3.2. Weibull Distribution

The Weibull distribution was first proposed by Rosin and Rammler [52] who applied it to describe the law governing the fineness of pulverized coal (it is also known as the Rosin–Rammler distribution). Later, Werody Weibull [53,54] proposed a distribution for the lifespan of materials. This distribution has been used to analyze a lot of lifetime data, including human subjects, such as the death time of Hiroshima’s atomic bomb survivors [55].

The Weibull survival function is \( S(x) = \exp(-\lambda x^\alpha), \) \( x \geq 0, \) with the scale parameter \( \lambda > 0, \) and the shape parameter \( \alpha > 0. \) The case of \( \alpha = 1 \) reduces to the exponential distribution having a constant hazard function \( h(x) = \lambda. \) The case of \( \alpha = 2 \) gives the Rayleigh distribution (named after Lord Rayleigh) having a linear hazard function \( h(x) = 2\lambda x. \) Thus, the Weibull distribution is more flexible than the exponential and Rayleigh distributions. Figure 3 shows the hazard functions with the increasing (\( \alpha > 1)\), constant (\( \alpha = 1)\), and decreasing (\( \alpha < 1)\) shapes.
Figure 3. Hazard functions for the Weibull distribution with parameters $\lambda$ and $\alpha$.

The Weibull distribution is useful because the survival and hazard functions are simple, and the shape parameters is easy to interpret. Furthermore, the formula of the moments of a random variable $X$ following such a Weibull distribution is

$$E(X^r) = \lambda^{-1/\alpha} \Gamma(1 + r/\alpha), \quad r > -\alpha,$$

where $\Gamma(\alpha) = \int_0^\infty u^{\alpha-1} e^{-u} \, du$ is the gamma function for $\alpha > 0$. The mean and variance are,

$$E(X) = \lambda^{-1/\alpha} \Gamma(1 + 1/\alpha),$$

$$V(X) = \lambda^{-2/\alpha} \left[ \Gamma(1 + 2/\alpha) - \Gamma(1 + 1/\alpha)^2 \right].$$

The $p$-th quantile is $x_p = \left[ -\frac{1}{\lambda} \ln(1 - p) \right]^{1/\alpha}$.

Let $Y = \ln(X)$, where $X$ follows the Weibull distribution. Then,

$$P(Y > y) = \exp \left[ - \exp \left( \frac{y - \mu}{\sigma} \right) \right] = S_0 \left( \frac{y - \mu}{\sigma} \right), \quad -\infty < y < \infty,$$

where $\mu = -\alpha^{-1} \ln(\lambda)$, $\sigma = \alpha^{-1}$, and $S_0(w) = \exp(-e^w)$, $-\infty < w < \infty$. Thus, one can write $Y = \mu + \sigma W$, where $W$ has the standard extreme value distribution with $P(W > w) = S_0(w)$. Thus, $Y$ follows the extreme value distribution with the location parameter $\mu$ and scale parameter $\sigma$ [4,5,12].

A number of papers adopted the Weibull distribution for accelerated life data [27,56–59], left-truncated data [60,61], breast/colorectal/ovarian cancer data [6,62–64], the AIDS data [65], and others. The Weibull distribution is also useful for creating multivariate survival distributions [66]. Some authors employed the Weibull distribution as a convenient choice for multivariate survival and competing risk models under the common shape parameter [67–69].

3.3. Lognormal Distribution

The lognormal distribution is perhaps the third most popular distribution after the exponential and Weibull distributions. The lognormal distribution has a good ability to fit data for reliability analysis, such as the analysis of equipment failure time under fatigue life testing [35,70] or under field reliability testing [71–74]. The reason for its popularity is its relationship with normal distribution. However, the lognormal distribution exhibits surprisingly good fits to many data with no particular relationship with the normal distribution [75].

Let $N(\mu, \sigma^2)$ denote a normal distribution with mean $\mu$ and variance $\sigma^2$. 

A random variable \( X \) follows the lognormal distribution if \( \ln(X) \) follows \( N(\mu, \sigma^2) \). The pdf of the lognormal distribution is

\[
f(x) = \frac{1}{x\sigma\sqrt{2\pi}} \exp\left\{-\frac{1}{2} \left( \frac{\ln x - \mu}{\sigma} \right)^2 \right\}, \quad x > 0,
\]

where \( \phi(z) = \frac{1}{\sqrt{2\pi}} \exp(-z^2/2) \) is the pdf of \( N(0,1) \). The survival function is

\[
S(x) = P(X > x) = 1 - \Phi\left(\frac{\ln x - \mu}{\sigma}\right), \quad x > 0,
\]

where \( \Phi(z) = \int_{-\infty}^{z} \phi(w)dw \) is the cumulative distribution function of \( N(0,1) \). The mean and variance of the lognormal distribution are, respectively,

\[
E(X) = \exp\left(\mu + \frac{\sigma^2}{2}\right), \quad V(X) = \left\{ \exp(\sigma^2) - 1 \right\} \exp(2\mu + \sigma^2).
\]

The hazard function of the lognormal distribution is

\[
h(x) = \frac{1}{x\sigma} \frac{\phi\left(\frac{\ln x - \mu}{\sigma}\right)}{1 - \Phi\left(\frac{\ln x - \mu}{\sigma}\right)}, \quad x > 0.
\]

In this model, the hazard function at \( x = 0 \) is \( \lim_{x\to+0} h(x) = 0 \). Figure 4 shows that \( h(x) \) is a one-hump shape. In many human and mechanical individuals, it is assumed that the hazard increases as they get old. Since the hazard function of the lognormal distribution does not allow this aging process, it has been criticized as unrealistic in many situations.

![Hazard functions of the lognormal distribution with parameters \( \mu \) and \( \sigma \).](image)

If \( X \) follows the lognormal distribution, one can write \( \ln X = \mu + \sigma W \), where \( W \) follows the standard normal \( N(0,1) \) distribution.

### 3.4. Log-Logistic Distribution

We have seen that the three most popular distributions (exponential, Weibull, and lognormal) are all written as \( \ln(X) = \mu + \sigma W \), where \( W \) follows some standard distribution. If one assumes that \( W \) follows the standard logistic distribution, \( P(W > w) = 1/(1 + \exp(w)) \), \(-\infty < w < \infty\), then, \( X \) yields the log-logistic distribution.
A random variable $X$ follows the log-logistic distribution if $\ln(X)$ follows a logistic distribution with the location parameter $\mu$ and the scale parameter $\sigma$, defined as

$$P(\ln(X) > y) = \frac{1}{1 + \exp \left( \frac{\mu - y}{\sigma} \right)}, \quad -\infty < y < \infty,$$

Re-parameterizing by $\alpha = 1/\sigma$ and $\lambda = \exp(-\mu/\sigma)$, the survival function of $X$ is

$$S(x) = P(X > x) = \frac{1}{1 + \lambda x^\alpha}, \quad x > 0.$$  

Here, we call $\lambda > 0$ a scale parameter, and $\alpha > 0$ shape parameter.

Since the logistic function $\exp(z)/[1 + \exp(z)]$ and the probit function $\Phi(z)$ are similar in shape, the log-logistic distribution is similar to the lognormal distribution. Nonetheless, it is possible to distinguish two distributions from the data [76].

The hazard function is

$$h(x) = \frac{\alpha \lambda x^{\alpha-1}}{(1 + \lambda x^\alpha)}, \quad x > 0.$$  

The numerator of the hazard function is the same as that of the Weibull distribution. However, the shape of the hazard function is rather similar to that for the lognormal distribution (compare Figures 4 and 5 side by side). The hazard function is either decreasing ($\alpha \leq 1$) or hump-shaped ($\alpha > 1$) with the mode $\{(\alpha - 1)/\lambda\}^{1/\alpha}$ for $\alpha \geq 1$ (see the circles in Figure 5).

![Figure 5](image_url)  

**Figure 5.** Hazard functions of the log-logistic distribution with parameters $\alpha$ and $\lambda$. The mode $\{(\alpha - 1)/\lambda\}^{1/\alpha}$ is denoted by circles.

The $p$-th quantile is $x_p = \left[\lambda^{-1}p/(1-p)\right]^{1/\alpha}$. The mean and variance are, respectively,

$$E(X) = \lambda^{-1} \Gamma \left( 1 + \frac{1}{\alpha} \right) \Gamma \left( 1 - \frac{1}{\alpha} \right), \quad \alpha > 1,$$

$$V(X) = \lambda^{-2} \left[ \Gamma \left( 1 + \frac{2}{\alpha} \right) \Gamma \left( 1 - \frac{2}{\alpha} \right) - \Gamma^2 \left( 1 + \frac{1}{\alpha} \right) \Gamma^2 \left( 1 - \frac{1}{\alpha} \right) \right], \quad \alpha > 2.$$  

The log-logistic, lognormal, and Weibull distributions are the three most popular members in the log-location-scale model, which are applied widely in medical studies [5,6] and engineering studies [12–15,27,73].
3.5. Gamma Distribution

The gamma distribution is popular in statistics. In survival and reliability analyses, it is somewhat inconvenient because the hazard function is complex. Indeed, the gamma distribution is the secondary choice to the Weibull, lognormal, and logistic distributions. In applications, the gamma distribution is applied with the lognormal and Weibull distributions [72,74,77] or without any other [78,79].

When a random variable, $X$, follows a gamma distribution, its pdf is

$$f(x) = \frac{\lambda^\beta}{\Gamma(\beta)} x^{\beta-1} \exp(-\lambda x), \quad x > 0,$$

for the scale parameter $\lambda > 0$ and shape parameter $\beta \geq 1$. The gamma distribution includes the exponential distribution ($\beta = 1$). By $\beta = v / 2$ and $\lambda = 1 / 2$, the gamma distribution includes the chi-square distribution with degrees of freedom $v$. The survival function is

$$S(x) = \frac{1}{\Gamma(\beta)} \int_x^\infty \lambda(\lambda t)^{\beta-1} \exp(-\lambda t) \, dt.$$

The mean and variance of $X$ are, respectively,

$$E(X) = \beta / \lambda, \quad V(X) = \beta / \lambda^2.$$

For $\beta > 1$, the hazard function is increasing, and

$$\lim_{x \to 0} h(x) = 0, \quad \lim_{x \to \infty} h(x) = \lambda.$$

For $\beta < 1$, the hazard function is decreasing, and

$$\lim_{x \to 0} h(x) = \infty, \quad \lim_{x \to \infty} h(x) = \lambda.$$

For $\beta = 1$, the hazard function is constant. Figure 6 demonstrates the above properties.

![Figure 6](image)

Figure 6. Hazard functions of the gamma distribution with parameters $\lambda$ and $\beta$. 

3.6. Generalized Gamma Distribution

The generalized gamma distribution is a three-parameter distribution adding one more shape parameter ($\alpha > 0$) to the gamma distribution. The pdf of the generalized gamma distribution is

$$f(x) = \frac{\alpha \lambda}{\Gamma(\beta)} x^{\beta-1} \exp(-\lambda x^{\alpha}), \quad x > 0.$$ 

The value $\alpha = 1$ results in the gamma distribution. The value $\beta = 1$ results in the Weibull distribution. The distribution was first proposed by Stacy [80]. The parameter estimation problem was considered by Stacy and Mihram [81]. The generalized gamma distribution includes the half-normal, circular normal, spherical normal, and Rayleigh distributions as special cases [81]. While the generalized gamma distribution is a flexible distribution due to the three parameters, it may produce computational problems for maximum likelihood estimation [82].

Farewell and Prentice [83] developed an alternative version of the generalized gamma distribution by including the lognormal distribution as a limiting case. This version has also been popular in reliability [15] and biostatistics [5,84,85].
3.6. Generalized Gamma Distribution

The generalized gamma distribution is a three-parameter distribution adding one more shape parameter \(\alpha > 0\) to the gamma distribution. The pdf of the generalized gamma distribution is

\[
f(x) = \frac{\alpha \lambda^\beta}{\Gamma(\beta)} x^{\alpha \beta - 1} \exp(-\lambda x^\alpha), \quad x > 0.
\]

The value \(\alpha = 1\) results in the gamma distribution. The value \(\beta = 1\) results in the Weibull distribution. The distribution was first proposed by Stacy [80]. The parameter estimation problem was considered by Stacy and Mihram [81]. The generalized gamma distribution includes the half-normal, circular normal, spherical normal, and Rayleigh distributions as special cases [81]. While the generalized gamma distribution is a flexible distribution due to the three parameters, it may produce computational problems for maximum likelihood estimation [82].

Farewell and Prentice [83] developed an alternative version of the generalized gamma distribution by including the lognormal distribution as a limiting case. This version has also been popular in reliability [15] and biostatistics [5,84,85].

3.7. Burr Distributions

Burr [86] proposed a list of twelve distributions. They are now called the Burr distribution of type I, type II, and so on. The Burr distribution of type I (the Burr I distribution) is the uniform distribution, which is less common in lifetime modeling. Among all the distributions, the Burr XII distribution is the most common and useful distribution for lifetime data analyses, and the Burr distribution usually refers to the Burr XII distribution. The Burr III distribution is also popular and often studied together with the Burr XII distribution [87,88]. We, therefore, introduce the Burr III and Burr XII distributions below.

The survival function of the Burr XII distribution is

\[
S(x) = \left\{1 + (\lambda x)^\delta\right\}^{-\alpha}, \quad x > 0,
\]

where \(\delta > 0\) and \(\alpha > 0\) are shape parameters. The original version is the case of \(\lambda = 1\) [86]. The case of \(\alpha = 1\) is the log-logistic distribution (Table 1). The case of \(\delta = 1\) is the Pareto type II (Lomax) distribution (Table 1).

The Burr XII distribution has been the basis of generating many lifetime distributions, such as the beta Burr XII distribution [89] and the Sine Burr distribution [90]. The Burr XII distribution has been applied to a number of applications, such as the multicomponent stress–strength reliability [91] and disease data analysis with competing risks [92,93].

The survival function of the Burr III distribution is

\[
S(x) = 1 - \left\{1 + (\lambda x)^{-\delta}\right\}^{-\alpha}, \quad x > 0,
\]

where \(\delta > 0\) and \(\alpha > 0\) are shape parameters. The original version is the case of \(\lambda = 1\) (Burr [86]; Table 1). The Burr III distribution is also known as the Dagum distribution (Dagum [94]) whose properties have been investigated [95–97]. The Burr III distribution is the reciprocal of the Burr XII distribution. The Burr III distribution can cover a wider range of skewness and kurtosis values than the Weibull distribution does, and hence, the former can fit better than the latter in some applications [88]. The Burr III distribution has a simple distribution function \(F(x) = \left\{1 + (\lambda x)^{-\delta}\right\}^{-\alpha}\). This makes the Burr III distribution useful for dealing with the stress–strength models [98,99] and latent failure time distribution for competing risk models [100,101], and bivariate distribution function [102].
3.8. Pareto Distributions

There are four types of the Pareto distribution (Pareto types I-IV distributions). Due to their popularity, we review the Pareto types I, II, and IV distributions below.

The original Pareto distribution, also known as the Pareto type I distribution (Table 1), was proposed by Vilfredo Pareto for income data. The survival function is

\[ S(x) = (\lambda x)^{-\alpha} I(x \geq 1/\lambda), \]

where \( \alpha > 0 \) is the shape parameter (sometimes called the Paretian index), \( I(.) \) is the indicator function, and \( \lambda \) is the scale parameter. Under the Pareto type I distribution, survival time \( X \) takes values greater than \( 1/\lambda \). The hazard function is

\[ h(x) = (a/x) I(x \geq 1/\lambda), \]

which is restricted to be the decreasing shape. This decreasing nature of the hazard function comprises the main feature of the Pareto type I distribution; it produces a right-skewed distribution. The Pareto type I distribution remains a useful model to fit income data and analyze their inequality [103]. The Pareto type I distribution also fits well to censored survival data from medicine [104,105] and engineering [106].

The Pareto type II distribution, also known as the Lomax distribution [107], is defined by the survival function

\[ S(x) = (1 + \lambda x)^{-\alpha}. \]

The Pareto type II distribution can fit various types of data. For instance, it was chosen as the better distribution [108] than the Weibull and Gompertz distributions for the life of electric power transformers. The Pareto type IV distribution generalizes the Pareto type II by adding one more shape parameter \( \delta \), leading to

\[ S(x) = \left( 1 + (\lambda x)^{1/\delta} \right)^{-\alpha}. \]

This is essentially equal to the Burr XII distribution.

We specifically notice the mathematical convenience of the Pareto II distribution in bivariate failure time data. Lindley and Singpurwalla [109] introduced a bivariate Pareto model for the life lengths of system components, which is called the Lindley-Singpurwalla bivariate Pareto (LSBP) model. Sankaran and Nair [110] extended the LSBP model for applications to reliability which shall be called the Sankaran and Nair bivariate Pareto (SNBP) model. It was also used in dynamic reliability prediction analyses [111]. Escarela and Carrière [92] proposed to fit the Frank copula model with the Pareto type II margins for the prostate cancer data. Sankaran and Kundu [112] proposed to fit the SNBP model for the life test data on appliances. See also Shih et al. [113] for the Frank copula and SNBP distributions. While these bivariate models are all based on the Pareto type II distribution, the bivariate model based on the Pareto type I distribution is referred to p.91 of Mardia [114] and Lin et al. [105].

3.9. Spline Distributions

A hazard function specified by splines is more flexible than the aforementioned parametric models. A spline-based hazard function is

\[ h(x) = \sum_{\ell=1}^{L} h_{\ell}M_{\ell}(x), \]

where \( M_{\ell}(x) \) is a known basis function, and \( h_{\ell} \geq 0 \) is a parameter for \( \ell = 1, 2, \ldots, L \). To define the basis functions, cubic polynomial functions are usually employed; see P32 of Lawless [12]. Lower degrees of polynomials may also be used, such as linear and quadratic functions [115]. The books [7,12] review the spline-based methods.

The idea of modeling the hazard function via B-splines basis functions was first proposed by Klotz [115]. Inference methods for the spline-based models were further developed by Jarjoura [116] and O’Sullivan [117] via penalized likelihood procedures. In survival analysis, the B-splines may be replaced by the M-splines [118]. The M-splines are simply the standardized versions of the B-splines so that the integration becomes one.

While the spline is usually regarded as a nonparametric model, it may be treated as a parametric distribution when the number of parameters is fixed [32,115,119]. For example, for a five-parameter spline, one defines the hazard function as

\[ h(x) = \sum_{\ell=1}^{5} h_{\ell}M_{\ell}(x), \]

where the base function \( M_{\ell}(x) \) is a M-spline basis function (defined in Appendix B) for \( \ell = 1, 2, \ldots, 5 \). As in the piecewise exponential distribution, there exists a knot sequence defining the range of \( x \), which is suppressed in the function \( M_{\ell}(x) \). Shih and Emura [32] gave the formulas of \( M_{\ell}(x) \), and showed the necessary and sufficient conditions for the
parameters corresponding to the constant, increasing, decreasing, convex, and concave functions. For example, the necessary and sufficient conditions for being convex are

\[ 4h_1 - 3h_2 + h_3 \leq 0, \quad h_2 - 2h_3 + h_4 \leq 0, \quad h_3 - 3h_4 + 4h_5 \leq 0. \]

Another important feature of the spline function is that the integral of the cubic spline is explicitly available. This means that the cumulative hazard and the survival functions can be obtained explicitly via \( H(x) = \sum_{\ell=1}^{k} h_{\ell}I_{\ell}(x) \), where \( I_{\ell}(t) = \int_{-\infty}^{t} M_{\ell}(t)dt \) is called the I-spline (the formulas are given in Appendix B). This made the spline function attractive to model marginal survival functions in copula models \([9,119–122]\).

Figure 7 shows two hazard functions that were fitted to breast cancer patients: the time from surgery to distant metastasis (blue dotted line) and the time until death (solid red line) \([122]\). From the figure, the hazard function of death has the characteristics of a hump-type, and the hazard at the time of surgery is low. Just after surgery, the hazard ratio suddenly increases due to the possibility of infection, bleeding, and other complications. After some time, the hazard decreases as the patient recovers.

![Figure 7. Hazard functions defined by the spline functions \( h(x) = \sum_{\ell=1}^{5} h_{\ell}M_{\ell}(x) \), where the parameters were estimated by the breast cancer data analysis of Emura et al. \([122]\).](image)

3.10. Other Distributions

Table 1 shows many distributions that are highly cited in the literature and widely applied to survival and reliability. Due to the space limitation, we only give the original references and some latest references for them for further reading.

The Birnbaum–Saunders distribution (Table 1) was introduced for modeling failure caused by fatigue or crack \([123]\). The distribution is commonly used to describe the fatigue life of metals (e.g., aluminum coupons) \([123,124]\). Since its original paper, the distribution has attracted a large number of statisticians for its inference methods \([125–127]\).

The Hjorth distribution \([128]\), Table 1 is a three-parameter distribution whose hazard function is \( \lambda(x) = \delta x + \alpha(1 + \lambda x) \). It can be increasing, decreasing, constant, or bathtub-shaped. The Hjorth distribution includes the Pareto type II distribution (Table 1) by \( \delta = 0 \), and the Rayleigh distribution (Table 1) by \( \alpha = 0 \) as a special case. One of the most recent applications is the reliability modeling of Demirci et al. \([129]\).

The exponentiated Weibull (EW) distribution was created by adding one parameter to the Weibull distribution \([130]\, Table 1), and applied to the bus-motor-failure data. Gupta and Kundu \([36]\) called it the generalized exponential distribution for the case of the exponentiated exponential distribution. Nadarajah and Gupta \([37]\) obtained the moments of the EW distribution in a complex form. Carrasco et al. \([38]\) proposed a generalized
modified Weibull distribution (Table 1) that includes the EW distribution as a special case. This distribution has a wide range of applications (e.g., reliability applications [131]).

The exponential-logarithmic (EL) distribution was proposed by Tahmasbi and Rezaei ([132], Table 1). The EL distribution can only produce a decreasing hazard function. For this reason, some authors tried to extend this distribution to be more flexible; see the recent review and generalization by Chesneau et al. [133]. The EL distribution was derived as the minimum of \( N \) exponentially distributed random variables, where \( N \) follows the discrete logistic distribution. Thus, the EL distribution can model the lifetime of a series system consisting of \( N \) components.

4. Data Analysis

This section analyzes a real dataset to explain the ability of parametric distributions. Unless there is a prescription to choose a distribution, we suggest fitting a couple of distributions (from Table 1) and choosing one that most closely agrees with the given data.

A reliable metric for the agreement between a dataset and distribution is the Akaike Information Criterion (AIC) (Akaike [134]). The AIC is defined as \(-2\ln(L)+2k\), where \( L \) is the likelihood and \( k \) is the number of parameters. The possible formulas of \( \ln(L) \) depend on the types of data (complete, right-censored, left-truncated, and others) and the distribution. A smaller value of AIC corresponds to a better model (higher likelihood and fewer parameters). The AIC can be employed when researchers try to find the best model among candidate models, as seen in Emura and Shiu [71], Korkmaz et al. [135], Santoro et al. [136], Thach [33], and others.

We consider a dataset consisting of failure times (in hours) of transmission on \( n = 15 \) caterpillar tractors. The dataset extracted from Nayak [137] is given as follows:

\{1641, 5556, 5421, 1534, 6367, 9460, 6679, 6142, 5995, 3953, 6922, 4210, 5161, 4732\}.

We fitted the exponential, Weibull, lognormal, and Pareto type I distributions in order to show the different shapes of the survival functions. The parameters in all the distributions were estimated by maximizing the likelihood function \( \ln(L) = \ln \left[ \prod_{i=1}^{n} f(x_i) \right] \) for \( n = 15 \) based on the formulas in Appendix C.

Figure 8 displays the empirical survival function \( S(x) = \sum_{i=1}^{n} I(x_i > x)/n \) and the four fitted survival functions. The values of the AIC are also shown (a smaller AIC value gives a better model). The Weibull distribution was the best model due to its smallest AIC value. Indeed, the Weibull distribution gave the survival function closest to the empirical survival function. On the other hand, the Pareto type I distribution led to the worst fit. Overall, the values of the AIC are in good agreement with the visual impressions of the goodness-of-fit of the distributions.
5. Conclusions

This paper reviews important parametric distributions used to model survival and reliability data, which consists of a list of 22 distributions (Table 1). The list could be insufficient since the research fields of survival and reliability analyses are wide-ranging, highly developed, and even growing recently [138–140]. Nonetheless, we hope that the list of parametric distributions may help researchers grasp the state-of-the-art knowledge for survival and reliability analyses.

We analyze a real dataset to explain how to choose a suitable model for a given data. We suggest the AIC in Section 4, yet there could be many other metrics, such as the BIC. Another commonly used metric is the Kolmogorov–Smirnov (K–S) distance defined as the sup-norm between the empirical distribution function and a fitted parametric distribution. The advantage of the K–S distance is the availability of the P-value for testing the distribution. However, the K–S distance does not account for the number of parameters, and thus, it favors a distribution with a larger number of parameters.

In practice, survival/reliability data contain covariates or acceleration factors so that regression models have to be considered [5–7,9,13–16]. The review of parametric regression models in survival and reliability is a potential topic for further investigation. Moreover, many real data include multivariate survival outcomes, recurrent events, dependent censoring, and competing risks [5,6,8,9,44,49,50,61,121,141–145]. The state-of-the-art review of multivariate survival distributions and competing risk models is an important topic for further investigation.
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Appendix A. How We Searched a List of Parametric Distributions?

Our list of parametric distributions should contain those that have been useful for a long time and have been cited many times in the literature. It is known that Google and Scopus search engines have limited ability to generate a good list of parametric distributions unless specific words are entered (e.g., “bathtub-shaped, reliability”). One never obtains a list of parametric distributions for general words (e.g., “survival analysis, parametric distributions”) that result in marginally related papers on survival analysis. Therefore, rather than a bibliometric (web-based) analysis, we set our starting point as a list of distributions found in authentic textbooks of survival and reliability analyses, and relatively new textbooks available in our lab [5–7,9–17,146]. The initial draft of the distributions in Table 1 was created from Table 2.2 of Klein and Moeschberger [5]. Many more distributions were then added, consisting of the exponential, Weibull, Rayleigh, lognormal, log-logistic, gamma, generalized gamma, Burr, Dagum, exponential power, Gompertz, Birnbaum-Saunders, piecewise exponential, Pareto, and spline distributions found in the aforementioned textbooks.

While we were writing the section of the hazard function, we found the need to search for distributions with a bathtub-shaped hazard function. Google scholar for keywords “bathtub-shaped, reliability” resulted in the Hjorth distribution [128] as its best hit. Also, we found that most of the distributions are generalizations of the exponential distribution.

We searched for the keywords “exponential distribution, generalization” in Google. This results in the generalized exponential distribution [36] (cited more than 1400 times in Google scholar). Similarly, the EW distribution [130] (cited around 800 times) and the EL distribution [132] (cited more than 200 times) were also found as natural ways to generalize the exponential distribution. We also found that the generalizations of the Weibull distributions are highly relevant in reliability analyses, resulting in the generalized modified Weibull distribution [38] (cited more than 300 times).

However, we admit that the review is not perfect considering the extremely large number of distributions for survival and reliability analyses. For instance, we did not review the normal distribution, which is a controversial one. While some authors say that the normal distribution is less common for reliability data analyses [15], it can be used to review the normal distribution. We also did not review complex distributions, such as the inverse-Gaussian distribution and the generalized F-distribution, even though they were covered by a book of reliability data analysis [4,12,15]. We prefer to keep our review within a manageable number of agreeable distributions.

Appendix B. Five-Parameter Spline Basis Functions

We define the basis functions on the support \( x \in [\xi_1, \xi_3] \), where \( \xi_1 \) is the lower knot, \( \xi_3 \) is the upper knot, and \( \xi_2 = (\xi_1 + \xi_3)/2 \) is the midpoint. The forms of the M-spline basis functions are

\[
M_1(x) = -\frac{4I(\xi_1 \leq x < \xi_2)}{3\Delta}z_2(x)^3, \quad M_5(x) = \frac{4I(\xi_2 \leq x \leq \xi_3)}{3\Delta}z_2(x)^3, \\
M_2(x) = \frac{I(\xi_1 \leq x < \xi_2)}{2\Delta}\left\{7z_1(x)^3 - 18z_1(x)^2 + 12z_1(x)\right\} - \frac{I(\xi_2 \leq x \leq \xi_3)}{2\Delta}z_3(x)^3, \\
M_3(x) = \frac{I(\xi_1 \leq x < \xi_2)}{\Delta}\left\{-2z_1(x)^3 + 3z_1(x)^2\right\} + \frac{I(\xi_2 \leq x \leq \xi_3)}{\Delta}\left\{2z_2(x)^3 - 3z_2(x)^2 + 1\right\}, \\
M_4(x) = \frac{I(\xi_1 \leq x < \xi_2)}{2\Delta}z_1(x)^3 + \frac{I(\xi_2 \leq x \leq \xi_3)}{2\Delta}\left\{-7z_2(x)^3 + 3z_2(x)^2 + 3z_2(x) + 1\right\}
\]
for $\Delta = \xi_2 - \xi_1 = \xi_3 - \xi_2$, $z_i(x) = (x - \xi_i)/\Delta$ for $i = 1, 2, 3$, and $I(.)$ is the indicator function.

By integrations, the I-spline basis functions are shown to be

$$I_1(x) = 1 - z_2(x)^4 I(\xi_1 \leq x < \xi_2), \quad I_3(x) = z_2(x)^4 I(\xi_2 \leq x \leq \xi_3),$$

$$I_2(x) = \left\{ \frac{7}{8}z_1(x)^4 - 3z_1(x)^3 + 3z_1(x)^2 \right\} I(\xi_1 \leq x < \xi_2) + \left\{ 1 - \frac{1}{8}z_3(x)^4 \right\} I(\xi_2 \leq x \leq \xi_3),$$

$$I_3(x) = \left\{ -\frac{z_1(x)^4}{2} + z_1(x)^3 \right\} I(\xi_1 \leq x < \xi_2) + \left\{ \frac{1}{2} + \frac{z_2(x)^4}{2} - z_2(x)^3 + z_2(x) \right\} I(\xi_2 \leq x \leq \xi_3),$$

$$I_4(x) = \frac{z_1(x)^4}{8} I(\xi_1 \leq x < \xi_2) + \left\{ \frac{1}{2} - \frac{7}{8}z_2(x)^4 + \frac{z_2(x)^3}{2} + \frac{3}{4}z_2(x)^2 + \frac{z_2(x)}{2} \right\} I(\xi_2 \leq x \leq \xi_3).$$

The above functions were originally derived by Emura et al. [120]. The computation of the M-spline and I-spline basis functions is implemented by M.spline() and Ispline() functions in the R package, joint.Cox (https://cran.r-project.org/package=joint.Cox).

Appendix C. Maximum Likelihood Estimator (MLE)

We introduce the maximum likelihood estimator (MLE). For a given dataset $\{x_i, i = 1, 2, \ldots, n\}$, the parameters in a distribution can be estimated by maximizing the log-likelihood function $\ell = \ln(L) = \ln \prod_{i=1}^{n} f(x_i)$. The resultant estimate is called the MLE. We pick up four distributions to demonstrate their log-likelihoods and MLEs.

- The exponential distribution:

$$\ell(\lambda) = n \ln \lambda - \lambda \sum_{i=1}^{n} x_i, \quad \hat{\lambda} = \frac{n}{\sum_{i=1}^{n} x_i}.$$

- The Weibull distribution:

$$\ell(\lambda, \alpha) = n \ln(\lambda) + n \ln(\alpha) + (\alpha - 1) \sum_{i=1}^{n} \ln(x_i) - \lambda \sum_{i=1}^{n} x_i^\alpha,$$

$$(\hat{\lambda}, \hat{\alpha}) = \arg\max_{(\lambda, \alpha)} \ell(\lambda, \alpha)$$ via a numerical optimization method.

- The lognormal distribution:

$$\ell(\mu, \sigma^2) = -\frac{n}{2} \ln(2\pi) - \frac{n}{2} \ln(\sigma^2) - \sum_{i=1}^{n} \ln(x_i) - \frac{1}{2\sigma^2} \sum_{i=1}^{n} \{\ln(x_i) - \mu\}^2,$$

$$\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} \ln(x_i), \quad \hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} (\ln(x_i) - \hat{\mu})^2.$$

- The Pareto type I distribution:

$$\ell(\alpha, \lambda) = n \ln(\alpha) - n\alpha \ln(\lambda) - (\alpha + 1) \sum_{i=1}^{n} \ln(x_i), \quad \min(x_i) \geq \frac{1}{\lambda},$$

$$\hat{\alpha} = \frac{n}{\sum_{i=1}^{n} \ln(x_i/\lambda)}, \quad \hat{\lambda} = \frac{1}{x_{(1)}}, \quad x_{(1)} = \min(x_i).$$
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