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Abstract: The use of Artificial Intelligence (AI) and Big Data analysis algorithms is complementary to theory-driven analysis approaches and becoming more popular also in social sciences. This paper describes the use of Big Data and computational approaches in social sciences by bibliometric analyses of articles indexed between 2015 and 2020 in Social Sciences Citation Index (SSCI) of the Web of Science repository. We have analysed especially the recent research direction called Computational Social Sciences (CSS) that bridges computer analytical approaches with social science challenges, generating new methodologies of Big Data and AI analytics for social sciences. The results indicate that AI and Big Data practices are not confined to CSS only and are diffused in a wide variety of disciplines under Social Sciences and are made use of in many main research lines as well. Thus, the anticipated overlap between the Social Sciences & AI specialization and CSS has yet to be crystallised. Moreover, the impact of computational social science studies is not permeated to social science citation networks yet. Lastly, we demonstrate that the AI and Big Data publications that appear under the SSCI index are more oriented towards computational studies than addressing social science concepts, concerns, and challenges.
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1. Introduction

The concept of Big Data is gaining popularity at every aspect of life given the influence of technology on individuals and governance. The United Nations report Big Data for Development: Challenges and Opportunities points out Big Data as a data revolution and states that “these new data can provide snapshots of the well-being of populations at high frequency, high degrees of granularity, and from a wide range of angles, narrowing both time and knowledge gaps” [1] (p. 6). Hence, along with the recent efforts in explainable AI, it is assumed that the use of Big Data applications in social sciences will be accelerated. Nevertheless, to this date, no study thoroughly examined this assumption. Through this paper, we aim at answering the following questions:

- What is the evolving trend of Big Data and Artificial Intelligence (AI) in the field of (computational) social science? Within social science research, what are the main patterns of topic (keyword) distribution in the field of Big Data and AI?
- Which disciplines and journals are leading and promoting the utilisation of Big Data and AI in social sciences?
- What suggestions can be offered to improve future Big Data research in social sciences?

On one hand, increase in the amount of social Big Data attracted the attention of Social Science researchers to the promising uses of Big Data and AI methodologies in complementing traditional data sources and research methods for various applications such as text and
language analysis, network analysis, simulation and predictive analytics [2–5] as well as potential threats and ethical concerns [6–9]. On the other hand, AI researchers started using insights from social sciences for examining explainable AI [10], future social capacities of AI [11]. These paradigm shifts in scientific research methods prompts new directions for research [12] and emphasise the urgent need for engagement and collaboration of scholars from both AI and social sciences fields [13].

The diffusion of AI methodologies to social sciences is evident in the rise of the new research line called Computational Social Sciences, however, the impact of these studies and the scientific value and strength of social science research working with big data and AI methods have not yet been quantified or visualised. Building on the major goal of assess scholarly influence of big data and AI in social sciences, the novelty of this paper within the social sciences framework is threefold: (1) We will measure and evaluate big data and AI research output; (2) We will visualise the scholarly influence of specific subjects and (3) We will scrutinise the complexity of impact of computational social sciences through citation networks analysis.

Accordingly, the paper is organized as follows: in the next sub-sections, we offer a state-of-the-art overview of how Big Data and Artificial Intelligence related methodologies and concepts are used in social science academic literature. Section on Materials and Methods explains the data source and the methodology used for the study. To understand the diffusion of the concepts, as well as the application and theorisation of Artificial Intelligence and Big Data analytics in/for social sciences studies, we analyse articles that are indexed in the last five year in academic indices, using above all the Web of Science repository. The findings are discussed in the Results section, which starts with the analysis of computational social science literature with a focus on co-citation patterns and co-occurrence of author keywords over the years. Then we depict the distribution of most productive and influential disciplines and the journals for the publications of AI analytics and Big Data within social sciences. Conclusions are drawn in the last section.

1.1. Big Data and AI Applications in Social Sciences

The applications of advanced modelling in applied social science have increased, with a gradual shift towards data science with the growing availability of Big Data. Having said that, rather than the data availability, Big Data applications in social science, such as machine learning, enable a promising new “culture” of statistical modelling for the social scientist [14]. Statistical and computational methods and quantitative techniques are currently being fully exploited in numerous social science disciplines, including sociology, political science, and public administration (see [15–17]), as well as mathematical sciences (see [18–20]). Furthermore, the distinctiveness of both social science disciplines and variety of topics including Big Data and AI are also examined [21]. More importantly, computational social science (CSS) emerged as a new field focusing on how to incorporate computational approaches to social science methodologies, as well as on research ethics, interdisciplinary studies, data collection and visualisation [22]. CSS is an interdisciplinary approach to analyse the social dynamics of society by virtue of advanced computational systems from a data/information driven perspective [23]. CSS is not yet being accepted as a discipline on its own and still awaiting its potential to be realised.

Big Data applications have been used widely for commercial reasons and several methodologies are adopted for different disciplines to achieve high relevance and impact amid changes and transformations in how we study social science phenomena. Nevertheless, there is no consensus on the wide variety of Big Data conceptualisation [24,25].

Following Laney [26] (2001)’s definition of Big Data in terms of volume, variety, and velocity, Big Data is defined also as data sets whose size is beyond the ability of typical database software tools to capture, store, manage, and analyse [27] as unique datasets including “higher level of detail and refinement in the quality of observations, not just the number of data points or the amount of memory that their storage takes” [28] (p. 148); and as large amounts of different types of data produced from various types of sources,
such as people, machines or sensors [29]. Moreover, Iliadis and Russo [30] (2016) argue that when Big Data is considered as a “modern archive of data facts and data fictions”, the cultural, ethical, and critical perspectives should also be taken into consideration (p. 1). Taking varied approaches, in this study, within the social sciences framework, the working definition of Big Data is considered as extremely large data sets that may be analysed through advanced computational methods to reveal patterns, trends, and associations, especially relating to human behaviour and interactions.

1.2. Analysing Big Data and AI Literature with a Bibliometrics Approach

Bibliometrics refers to a process of evaluating and predicting the status quo and development trends of sciences and technology using mathematical, statistical, and network analysis as measurement methods [31]. The popularity of the emerging topics of the digital era, such as Big Data and Artificial Intelligence, can be different in various disciplines and previous research show that these topics benefit from both within- and outside-field citation links [32,33]. Several scholars employed bibliometrics for investigating the use and spread of Big Data and Artificial Intelligence in scientific works. In Figure 1, as of 2015 a drastic rise is visible in the number of research on Big Data and Artificial Intelligence for all WoS indexed publications from 1993 to 2020.

Research on the bibliometrics of Big Data and AI publications either focus on earlier periods, such as Niu et al. [34] (2016)’s work on global research on artificial intelligence from 1990–2014 and Kalantari et al. [35] (2017)’s study on trends in Big Data research for 1980–2015, or they use limited number of keywords such as in Raban & Gordon [36] (2020) who used only “Big Data” or “Mega Data” when collecting their data sets in the format of published articles that are categorized with these keywords. Other studies focus points include but are not limited to author cooperations [37], interdisciplinarity [38], visualisation [39] and international collaborations [40]. A recent study [41] by Xu and Yu (2019) provides insights on a recent period (2009–2018), however it covers all Big Data research publications without any in-depth approach to the social sciences subject area.

In addition to these overall research, focused studies on bibliometric analysis of the academic literature on Big Data and/or AI ranges from explainable artificial intelligence [42], engineering applications [43], group decision-making [44]; business intelligence and analytics [45], sustainability [46]; circular economy [47], supply chain management [48] to higher education [49,50]. Despite this recent but rich literature, Big Data and AI applications aspect
has not been investigated from the social sciences perspective. Our study will contribute to the scientific knowledge by bringing forward the social sciences outlook on utilisation of Big Data and AI analytics between 2015 and 2020. Furthermore, we will analyse the position of computational social sciences in a bibliometric context and relate the results to the overall use of Big Data and AI applications in social sciences in general.

2. Materials and Methods

In this section, we detail our data sampling decisions and explain our study design. First, we will give an overview of bibliographic data sources, and second, we focus on the decisions guiding our study design and data collection, describing the nature and extend of the data we use for our analysis.

2.1. Bibliographic Repositories

The data in this study was drawn from the Web of Science (WoS). The WoS is an online subscription-based scientific citation indexing service originally produced by the Institute for Scientific Information (ISI), now maintained by Clarivate Analytics (previously the Intellectual Property and Science business of Thomson Reuters). As the WoS is the oldest indexing service for scientific publications, it is frequently compared to newer indexing services from different perspectives [51–53]. For bibliometric studies, WoS is still one of the most frequently used indexed database [54] for indexing only the highest-quality journals and its strength in representing the well interconnected core citation network components [55]. The WoS Core Collection consists of six online databases and for this study, search was done among the articles indexed by the Social Science Citation Index (SSCI) Expanded, which covers more than 8500 notable journals encompassing 150 disciplines. Consequently, for our study, detailed bibliometric data are extracted from the WoS.

2.2. Study Design

Given the dominance of scientific articles to the other forms of disseminating research findings (such as conference papers) in social sciences, we decided to limit our research to scientific peer-reviewed articles in social sciences. The search is conducted on topic, titles, abstracts, author keywords of the articles with the keywords: “Big Data”, “Artificial Intelligence”, “Machine Learning”, “Neural Networks”, “Natural Language Processing”. This combination of keywords will be referred as the Big Data and AI analytics keywords henceforth.

The selection of these keywords followed an iterative process where we used a set of AI-related keywords to retrieve data and compared the results. As illustrated in Table 1, the selected keywords provide distinct information as the overlap between the keywords is minimal. The time axis is not picked up in an arbitrary manner either. We have conducted different searches on the WoS, looking at the keyword sets, and the number of publications for each year. There is a steady and fast rise in the number of publications after 2015, and these cover the 79 percent of all (31,293) social sciences publications in the WoS if we examine publications from 2000 to 2020. Therefore, we conclude that the selection of 2015–2020 will provide sufficient information for the analysis. Figure 2 details our data collection steps.

We have furthermore used the following criteria for data collection: (i) scientific articles published in peer-reviewed journals; (ii) year of publication between 2015 and 2020; (iii) search descriptors appear in the title, abstract or keywords; (iv) published in English language and (v) in the Social Sciences Citation Index (SSCI) index and refined the results by choosing all the research areas that are listed under social sciences research area.

Based on our study design, the resulting search of articles in English for social sciences including Big Data and AI analytics keywords between 2015 and 2020 is 11,007 for the WoS. This makes our first dataset. Our second dataset aims at gathering publications with
the following keywords: “Computational social science” or “social computing” in social sciences research area. This dataset includes 396 articles in the WoS.

Table 1. Overlaps for 5 keywords (Big Data, Artificial Intelligence, machine learning, neural networks, natural language processing) for 2018 publications in social sciences. Source: WoS.

<table>
<thead>
<tr>
<th>No of Keywords Out of 5</th>
<th>No of Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7210</td>
</tr>
<tr>
<td>2</td>
<td>1035</td>
</tr>
<tr>
<td>3</td>
<td>134</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Grand Total</td>
<td>8385</td>
</tr>
</tbody>
</table>

Thus, in total we analyse two different data sets: Social Sciences and AI (SS&AI) Data and Computational Social Science (CSS) Data. Both include articles between 2015 and 2020 and each is collected from the WoS search results for Social Sciences. The retrieved set of articles was analysed to discover overall productivity, current research areas (subjects), influential journals and citation patterns.

During the data preparation, Scopus repository was also considered and compared with the WoS datasets. Besides the significant overlap in the datasets, subject categorisations of Scopus and WoS differs significantly and WoS allows more elaborate subject category breakdowns for particularly Social Sciences. Subject categories are not mutually exclusive for Scopus which allow multiple allocations for some publications, although WoS does not allow for that [55]. Therefore, the analyses are conducted on the WoS datasets.

Bibliometrics methodology [56] was adopted to map the time trend, the disciplinary/subject distribution, the high-frequency keywords, the topic evolutions, most influential journals, and citation influence of the related academic articles. Bibliometrics is an active research area that develops metrics and methodologies to measure the transformation of scientific disciplines. The most used unit of analysis in bibliometrics is the citations of academic articles. By looking at the graph structure build by the citations of a set of articles (published for example on the same subject category as our CSS data set) it is possible to find the most influential papers (the ones that receive the highest citations), prolific authors or author groups, most influential journals etc. These citations graphs can simply be built by defining
each article as a node, and the citations as links between these nodes. This approach would result in a directed graph. A more subtle and telling way of building a citation graph is by looking at the similarities of citation patterns between papers or aggregating this information and by generating similarity vectors of journals. This approach is called bibliographic coupling \[57,58\]. Thus, shared citations, or shared journals give an overview of which papers/journals are working on similar topics. Bibliographic coupling is based on the idea of co-citation which uses the frequency of a paper being cited by other papers as a (semantic) similarity measure \[57,59\].

For bibliographic coupling analysis an important distinction needs to be made in the data collection, which is best demonstrated with an example. Let us use our CSS data set for that purpose: When we generate a bibliographic coupling graph of all the citations in CSS data set, we analyse which key papers/journals are co-cited the most within this dataset. This shows the knowledge base, i.e., which articles are considered influential to research for computational social sciences. In order to understand the impact of the computational social science publications, we need to look at all the papers citing our CSS dataset, which results in a new dataset of 3820 papers. We will call this dataset simply as citing CSS data. The co-citation of this new set will show which authors, papers, and journals (depending on the aggregation level we prefer) followed the publications on computational social sciences and used the research in this area to further their own research.

Another bibliometrics method that we will make use of is the overlay maps prepared by \[60\]. Overlay maps are generated by looking at the citations of all journals in the WoS (SSCI and SCI data) and aggregating them at the level of subject categories. Journals can be categorised belonging to more than one subject category. Thus, the resulting network shows the relations between the subject categories of the WoS. This map can be used as a background of the scientific communication in general, over which one can project the distribution of citations on a specific research area or a research topic such as CSS and understand the flow of information of this dataset on top of the overall science map. The first overlay map was prepared in 2009, and it is updated again in 2012/2014. As the subject category structure of the WoS do not change drastically, these overlay maps can still be used to analyse the citation relations of our CSS dataset mapped on the overlay map of the subject categories in the WoS.

To support the bibliometric analysis and the graphical representation of the data two bibliometric analysis tools are employed: Gephi (Maison des Sciences de l’Homme, Paris, France) and VosViewer (Centre for Science and Technology Studies, Leiden University, Leiden, The Netherlands). Gephi is a software to visualise and analyse networks in general \[61\]. VosViewer is a free software developed by Van Eck and Waltman and offers an effective function in co-occurrence analysis and co-citation analysis \[62\]. For our study, we used VosViewer to make the co-citation and bibliographic coupling analysis of journals, and co-occurrence analysis of the keywords and Gephi for generating the overlay map network of the subject categories of Big Data and AI analytics in social sciences (We have furthermore made use of Levallois’ macro to generate the overlay net files from WoS subject categories, available at https://www.leydesdorff.net/overlaytoolkit/, accessed on 11 October 2022).

To illustrate the bibliometric pipeline we used, see Figure 2. The pipeline demonstrates the steps taken from the data collection to analysis and results. For a bibliometric analysis pipeline, the choice of keywords and timeline along with the database source used is crucial. However, unlike the protocols developed for a systematic literature review, the bibliometric literature does not have a flow chart to render this step systematically similar. One reason for this is the difference between the two approaches: a systematic literature review is in its essence a qualitative and collective endeavour, undertaken by a group of researchers to locate essential literature and analyse it to generate an overview of a topic \[63\]. In contrast, bibliometric study is a quantitative approach that collects a wider net of publications to analyse the information flow between research areas, journals, authors.
3. Results

In-depth analyses for the WoS datasets for social science literature of AI and Big Data analytics and CSS are provided below.

3.1. Social Science Disciplines and Journals

Social science publications focusing on the use of Big Data and AI technologies are mapped based on their WoS subject categories on the overlay map. Figure 3 illustrates the subject areas of the SS & AI data. Here, links are citations between journals that fall under more than one subject category and cited together. This generates the overlay map which renders each node, i.e., each subject category as the same size.

When we project our own data set, i.e., citations in SS & AI dataset that link the subject categories, we see many subject categories’ node sizes getting bigger. The size of the nodes is dependent on how many times they are cited in our SS & AI dataset. Even though the SS & AI dataset is collected only from the SSCI index, the subject categories which dominate the network are computer science, engineering, bio-medical sciences, and medicine. More importantly, the dataset contains citations that link a wide variety of subject categories, which shows that AI and Big Data approaches’ diffusion to a wide area in social sciences.

Figure 3. Subject Categories of social sciences articles between the years 2015–2020, based on the Big Data and AI analytics search terms. Source: WoS (11,007 articles).
When we take a closer look at the social science related subject categories (Figure 4), we see environmental science, geography, economics, mathematical methods in social sciences, political science, urban studies, public administration, planning and development and international relations belonging to the first cluster (light green). Second cluster (dark pink) includes communication, management, applied psychology, hospitality, leisure, and tourism. Interdisciplinary social sciences, social issues, demography, ethnic studies, anthropology, history, criminology/penology build the third cluster (yellow) up. Fourth cluster convenes women studies in multidisciplinary psychology, educational research, women’s studies in social sciences, various sub disciplines of psychology such as social, experimental, developmental, clinical, mathematical, multidisciplinary psychology, development psychology and social work. Fifth cluster (light pink) which bridges to the medical sciences is composed of biomedical social sciences, ergonomics, transportation, services in health policy, healthcare sciences and public health. Next to psychology and substance abuse cluster (light orange), health care services and public, environmental, and occupational health bridges to the medical sciences.

**Figure 4.** Focused view of Social Sciences related clusters in Subject Categories of social sciences articles between 2015–2020, based on the Big Data and AI analytics search terms. Source: WoS (11,007 articles).

3.2. Computational Social Science: Overarching or Underlying?

Although 2010s witnessed the birth of the (sub)discipline “Social Computing/Computational Social Sciences”, we have seen in the previous section that the AI practices are not only confined within the umbrella of this discipline and is permeated in many main research lines of social sciences as well as sciences in general.
In order to investigate the distribution of Big Data and AI analytics papers which are considered as a part of “computational social science”, we conducted a search with the keywords “computational social science” or “social computing”, which resulted in 396 articles collected from the WoS, i.e., the CSS data. In this section, we will give an in-depth analysis of this dataset, by looking at its knowledge base environment, its citation impact environment, and its author keyword co-occurrence network.

In Figure 5, we have the co-citation network of CSS dataset aggregated at the level of journals. The CSS dataset has a total number of 9040 journals that are cited, out of which 316 journals are co-cited at least 10 times. We can say that these 316 journals constitute the core knowledge base environment of CSS. We have used VosViewer’s clustering algorithm which rendered six distinct clusters.

Figure 5. Knowledge base environment of CSS, based on WoS CSS dataset.

Existing clusters represented by different colours and the division is not fortuitous. In the first cluster, where nodes are in green, we see the notable interdisciplinary journals such as Science, PLoS ONE, Nature, Journal of Mathematical Sociology and Scientific Reports (which is also a journal of Nature), Social Networks and Physical Review E and Scientometrics as well as the fundamental sociological journals born in the USA, namely American Sociological Review, American Journal of Sociology and Annual Review of Sociology. Second cluster is represented in red and includes computer and data science-oriented journals from different disciplines other than social science, where the most influential outlets are the Lecture Notes in Computer Science, Computers in Human Behavior, Personal and Ubiquitous Computing, Expert Systems with Applications Journal and Journal of Machine Learning Research. Third cluster with blue nodes and links combines political science and communication science dissemination channels along with
a couple of interdisciplinary journals. Prominent journals whose co-citation network with CSS appears in this cluster are the Journal of Communication, Information Communication & Society, Journal of Computer-Mediated Communication, Communication Methods and Measures, Political Communication, American Journal of Political Science, The Annals of the American Academy of Political and Social Science, Big Data & Society, Space Policy and Mobilization journals. The resting three clusters are relatively smaller than the first three. Cluster 4, coloured in light green, is dominated by psychology-oriented journals such as Journal of Personality and Social Psychology and Psychological Bulletin. The fifth cluster represented in purple stands for human computer relation aspect and involves publication outlets as CHI Conference on Human Factors in Computing Systems, Interacting with Computers and Social Studies of Science. The sixth and the last cluster in light blue is a compound of environmental research outlets to wit Energy Policy, Environmental Modelling & Software, Ecological Economics, Environmental & Resource Economics with an addition of criminological approaches, where we see journals like the Criminology and the Journal of Quantitative Criminology. In short, the knowledge base environment of CSS is diverse, and the social science aspect is restricted within the interdisciplinary co-citation network.

When we scrutinise the co-citation network, and especially focus on leading social science journals like Annual Review of Sociology, American Journal of Sociology or American Sociological Review, we see that the majority are mostly confined to the cluster where journals that publish on either on a broad, interdisciplinary issues like Nature, Science or Plos One, and journals that are well known in Social Sciences. This is a general pattern; core social science journals do not permeate into the rest of the network. Figure 6 shows a focused view of the citation environment of Annual Review of Sociology, American Journal of Sociology or American Sociological Review and Big Data and Society. Annual Review of Sociology follows the general pattern whereas the other three journals are outliers.

Figure 6. A focused view for American Journal of Sociology, American Sociological Review, Big Data & Society and Annual Review of Sociology.
Following the knowledge base environment, we furthermore looked at the citation impact environment of the CSS publications by generating a bibliographic coupling network of all articles (3820 in total) citing our CSS dataset. Figure 7 shows the resulting network, where we included journals that are co-cited at least 5 times. This resulted in a focus network that has 155 journals out of the 1502 in the original dataset. These journals build 6 clusters.

Clusters of the citation impact environment of CSS are namely computer science and engineering (in dark blue), communication (in red), interdisciplinary psychology and humanities (in dark green), health and medical research (in light blue) and energy and environment (in light green). Comparing the knowledge base networks with the citation impact environment, the composition of the clusters overlaps mostly with the exception of health and medical research publications and engineering science outputs (that accompany computer science).

The CSS articles have been cited by varying interdisciplinary outlets, most nourished of those are PLoS ONE, Electrical and Electronics Engineers (IEEE) Access, Sustainability, Journal of Medical Internet Research, Computers in Human Behavior. A remarkable lack in these networks is the social science journals. It appears that the CSS publications are fed by social science outlets, however, their scientific influence on social science articles and hence on journals is not evident.

To see how the social science journals that we observed as outliers in the knowledge environment network are cited in the citation impact environment, we prepared another

Figure 7. Citation impact environment of CSS, based on WoS, Citing CSS dataset.
focused view (see Figure 8). As discussed above, our citation impact networks are drawn based on the 155 journals that are co-cited at least 5 times. This threshold leads to elimination of the American Journal of Sociology. Thus, Figure 8 represents Annual Review of Sociology, American Sociological Review and Big Data & Society. The focused view displays that PLoS ONE is the most inclusive journal that has citations from all three journals. Besides, amongst these social science journals, Big Data & Society’s interdisciplinarity can be only within its cluster but also by journals from all other four clusters.

![Figure 8](image-url)

**Figure 8.** Focus view of Big Data & Society, Annual Review of Sociology and American Sociological Review in the Citation impact environment of CSS, based on WoS, Citing CSS dataset.

To understand the research focus of the authors who published as part of the CSS dataset, we need to visualise the network that is built by the co-occurrence of author keywords. In Figure 9, we see this network, which is generated by including all author keywords of the CSS dataset that at least had occurred twice in different papers. The resulting network has 173 nodes, and 8 clusters. The smallest clusters are the ones focused on a specific methodology and the related terms, such as complex networks and human behaviour (in brown, on the left bottom), or complexity science and agent-based modelling (in orange, on the right top). The main cluster with 31 keywords has social media at its heart (in red). Beside social media platforms such as Twitter and Facebook, here we see social media analysis related keywords (social media and identity, participation, public opinion etc.) and algorithm specific keywords (topic modelling, web 2.0, text analysis etc.). Keywords that build a bridge between these are sentiment analysis, misinformation, fake news, political polarisation. The second biggest cluster (in light green) is devoted to human computer interaction and related keywords such as affective computing, social and collaborative computing, user studies, etc. Here keywords such as privacy, social integration and emotion is also visible. However, overwhelmingly the keywords do come from the AI domain (fuzzy logic, mobile sensing, assistive technologies to name a few). The cluster in blue, where big data node dominates, has an interesting mix of keywords: from broken windows, ethics, policy analytics, research design and research ethics, e-business related terms such as e-business, e-commerce and data analytics are also part of this cluster. The purple cluster which is very much diffused into the other clusters have network theory related keywords such as complex systems, homophily, network science, social networks, mobility etc. The last cluster (in yellow) has artificial intelligence and social networks devoted keywords such as user identification, user profiling, visualisation, visual analytics, data mining and computer vision.

When we have a closer look to the author keywords of the CSS, in Figure 10, we decipher the networks of four most common keywords, namely Big Data, social media, social networks and privacy. The links between the clusters through these networks depict the differences and intersections of the clusters. Starting with the Big Data keyword network, it is seen that the network is compound of diverse and numerous keywords and inter-cluster
linkages. This can be interpreted as the “generalist approach” of the Big Data articles. Here the linked keywords are from varied disciplines and cover varied contexts such as content, theory, and methodology. In short, this network illustrates the articles following multivariate and multidisciplinary approach from a generalist perspective. Nevertheless, other three most common keywords’ networks are a good example of “specialised and convergent approaches”, for instance interlinked studies of social media, social networks, and privacy.

Figure 9. Author Keywords of CSS, based on WoS, CSS dataset.

Figure 10. Focus view of Author Keywords of CSS: Big Data, Social Media, Social Networks and Privacy, based on WoS, CSS dataset.
4. Discussion

The recent advances in digital technologies do not transform only the societies but also the scientific spheres. The popularity of AI and Big Data does not discriminate any fields and reigns numerous scientific disciplines with its applications at different levels. Like other research areas, social sciences have been solicitous about Big Data and AI in the recent decade. As of 2015, there is a sharp increase in the number of SS & AI publications since AI and Big Data technologies are used across a very wide range in Social Sciences.

Computational applications and empirical studies occupy a significant share of the Big Data and AI theme in the social sciences. Interestingly, albeit 2010s witnessed the birth of the discipline “Social Computing/Computational Social Sciences”, we see that the AI practices are not only confined within the umbrella of this discipline and is permeated in many main research lines of social sciences. Hence, the anticipated overlap between the SS & AI specialisation and computational social science (CSS) has yet to be crystallised. Given its promising nature, in order to make use of its full potential, CSS needs to grow up and develop as one of the major social science disciplines. However, as our co-occurrence of keywords analysis’ results indicate, most keywords in CSS articles are technique-specific and unfortunately very few social science concepts are salient.

Considering the tendency towards Big Data and AI analytics within the social sciences, no one discipline in social sciences dominates over the others in SS & AI citation environment. Yet, the dissemination of the SS & AI articles and their citation impact sphere is restricted. This is not surprising given the fact that 32% of the overall articles published in the social sciences are never cited by another researcher within a five-year citation window [64].

On the other hand, our findings reveal that the AI and Big Data vs. social science balance is outweighed by the AI oriented studies. In-depth analysis of the publication outlets indicates that most of the AI-related approaches to Social Science research is carried out and published by data/computer scientists, and in related fields, but not in hard core social science journals. Nonetheless, in addition to the top three sociological journals (American Journal of Sociology, American Sociological Review, Annual Review of Sociology), new publication outlets strengthen the weak link between computational sciences and social sciences, which is evident in the citation networks of the CSS publications.

5. Conclusions

This paper assesses the scientific impact of Big Data and AI in social Sciences scholarly work sphere to provide a fundamental framework for future research. Our findings demonstrated that (1) There is a significant increase in the number of Big Data and AI research output topics or applications in different social sciences disciplines. (2) The citation networks of the social science related subject categories quantitatively and qualitatively demonstrate the connections between articles and authors by revealing significant subject areas. It is striking that the knowledge flow starts from social studies, economics, psychology, and business (major social science domains), goes through health and biomedical related disciplines and natural sciences towards mathematics, physics, engineering and computer science (major computational/data science domains). The relative influence of major social science domains on computational/data science domains (and vice versa) is weak. (3) When the publication oeuvre for CSS is scrutinised, six distinct clusters are identified for the publication outlets, which also illustrate that CSS knowledge base environment includes numerous interdisciplinary outlets with no significance presence of social sciences journals. All in all, the sphere of influence of the CSS papers is still limited due to their low diffusion into the social science citation networks.

The use of AI and Big Data analysis algorithms is complementary to theory-driven analysis approaches and relies on data-driven insights. It leverages the capacity to collect and analyse data at a scale that may reveal patterns of individual and group behaviours in finer granularity than traditional approaches can offer. In particular, approaches addressing new data sources are able to provide insights on an unprecedented scale and with reduced
time and investment requirements, once the required analysis tools are researched and communicated. Furthermore, through automated pipelines and well-documented best practices, open-sourced computational tools, and education to prepare interdisciplinary collaboration between computational scientists and social scientists it becomes possible to create timely interventions. For instance, the questions of societal challenges should be translated into algorithms that will be run on data from the industrial and governmental stakeholders, through well-defined and carefully regulated data collaborative, including systems that implement mechanisms of differential privacy.

For the future work, there are two major points we would like to rise. First, social science perspective of the AI and Big Data applications should also include the “ethics” aspect, nonetheless, it has not revealed itself in our keyword co-occurrence analysis. This should be interpreted with great caution and future research focusing on in-depth analyses of ethical aspects within the computational social science field will be beneficial. As the second point, our study was restricted to the peer-reviewed scientific articles written in English. Future research can expand our study through including reports, policy briefs and other types of publications and also in other languages (such as Chinese, Spanish, etc.) to study the dispersion and influence of the AI and Big Data in national and regional social science spheres.
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