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1. Introduction

The subject of (p, q)-calculus is known as the extension of q-calculus to its two-
parameter (p, q) variant, and it has efficient applications in many fields. One can find some
useful information about the (p, q)-calculus in articles [1–3]. On the other hand, details
about (p, q)-analogues of the Laplace transform, convolution formula, two-dimensional
conformal field theory, Kantorovich type Bernstein–Stancu–Schurer operator, and hyper-
geometric functions related to quantum groups can, respectively, be found in [4–8]. For
a (p, q)-oscillator realization of two-parameter quantum algebras and application of the
(p, q)-gamma function to Szász Durrmeyer operators, we refer the reader to articles [9,10],
respectively.

Let us now address some recent developments on boundary value problems of (p, q)-
difference equations. Kamsrisuk et al. [11] proved the existence and uniqueness of solu-
tions for a first-order quantum (p, q)-difference equation with a nonlocal integral condi-
tion. In [12], the authors studied a second-order (p, q)-difference equation with separated
boundary conditions. The authors in [13] obtained some existence results for impulsive
quantum (p, q)-difference equations. In [14], some existence results for a boundary value
problem of (p, q)-integrodifference equations with nonlocal fractional (p, q)-integral bound-
ary conditions were presented. The existence of multiple positive solutions for a fractional
(p, q)-difference equation under (p, q)-integral boundary conditions was discussed in [15].
More recently, the authors investigated the existence of solutions for a nonlinear frac-
tional (p, q)-difference equation subject to separated nonlocal boundary conditions in [16],
whereas some existence results for a sequential fractional Caputo (p, q)-integrodifference
equation with three-point fractional Riemann–Liouville (p, q)-difference boundary condi-
tions were obtained in [17]. However, one can notice that the study on the boundary value
problems of fractional (p, q)-difference equations is at its initial phase and needs further
attention for the enrichment of the topic.
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In this paper, we introduce and study a new class of boundary value problems of
fractional (p, q)-difference equations supplemented with anti-periodic boundary conditions
involving (p, q)-difference operator given by

cDα
p,qx(t) = f (t, x(pαt)), t ∈ [0, T/pα], 1 < α ≤ 2, T > 0, (1)

x(0) + x(T/pα) = 0, Dp,qx(0) + Dp,qx(T/pα) = 0, (2)

where cDα
p,q and Dp,q, respectively, denote the Caputo type fractional (p, q)-derivative

operator of order α ∈ (1, 2] and the first-order (p, q)-difference operator, 0 < q < p ≤ 1,
f ∈ C([0, T/pα]×R,R).

The objective of the present work is to develop sufficient criteria for the existence of
solutions for an anti-periodic boundary value problem involving fractional (p, q)-difference
and (p, q)-difference operators. The standard tools of the fixed point theory are applied to
accomplish the desired results.

In the rest of the paper, we recall some fundamental concepts of (p, q)-calculus and
prove an auxiliary lemma related to the linear version of the given problem in Section 2.
The main results are presented in Section 3, and the illustrative examples for these results
are discussed in Section 4.

2. Preliminaries

Let us first describe some fundamental concepts of q-calculus and (p, q)-calculus [16].
We also establish an auxiliary lemma that will be used in obtaining the main results of the
paper.

Throughout this paper, let [a, b] ⊂ R be an interval with a < b, and 0 < q < p ≤ 1 be
constants. We define

[k]p,q =
pk − qk

p− q
, k ∈ N,

[k]p,q! =

[k]p,q[k− 1]p,q · · · [1]p,q =
k

∏
i=1

pi − qi

p− q
, k ∈ N,

1, k = 0.

The q-analogue of the power function (a− b)
(n)
q with n ∈ N0 := {0, 1, 2, . . .} can be

expressed as

(a− b)(0)q = 1, (a− b)(n)q :=
n−1

∏
k=0

(a− bqk), a, b ∈ R.

The (p, q)-analogue of the power function (a− b)
(n)
p,q with n ∈ N0 := {0, 1, 2, . . .} is

defined by

(a− b)(0)p,q = 1, (a− b)(n)p,q :=
n−1

∏
k=0

(apk − bqk), a, b ∈ R.

For t ∈ R \ {0,−1,−2, . . . }, (p, q)-gamma function is defined by

Γp,q(t) =
(p− q)(t−1)

p,q

(p− q)t−1 ,

and an equivalent definition of (p, q)-gamma function is

Γp,q(t) = p
t(t−1)

2

∫ ∞

0
xt−1E−qx

p,q dp,qx,
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where

E−qx
p,q =

∞

∑
n=0

q(
n
2)

[n]p,q!
(−qx)n,

(
n
2

)
=

Γ(n + 1)
Γ(2 + 1)Γ(n− 2 + 1)

.

Obviously, Γp,q(t + 1) = [t]p,qΓp,q(t).

Definition 1. Let 0 < q < p ≤ 1. Then, the (p, q)-derivative of f is defined by

Dp,q f (t) =
f (pt)− f (qt)

(p− q)t
, t 6= 0,

with Dp,q f (0) = lim
t→0

Dp,q f (t), provided that f is differentiable at 0.

Definition 2. Let f be an arbitrary function, and t be a real number. The (p, q)-integral of f is
defined as

∫ t

0
f (s)dp,qs = (p− q)t

∞

∑
n=0

qn

pn+1 f
(

qn

pn+1 t
)

,

provided that the series on the right-hand side converges.

Definition 3. Let f : [0, T] → R be a continuous function and α ≥ 0. The fractional (p, q)-
integral of Riemann–Liouville type is given by

(
I0
p,q f
)
(t) = f (t) and

(
Iα
p,q f
)
(t) =

1

p(
α
2)Γp,q(α)

∫ t

0
(t− qs)(α−1)

p,q f
(

s
pα−1

)
dp,qs

=
(p− q)t

p(
α
2)Γp,q(α)

∞

∑
n=0

qn

pn+1

(
t− qn+1

pn+1 t
)(α−1)

p,q
f
(

qn

pα+n t
)

.

Definition 4. The fractional (p, q)-derivative of Riemann–Liouville type of order α ≥ 0 of a
continuous function f is defined by (D0

p,q f )(t) = f (t) and

(Dα
p,q f )(t) =

(
D[α]

p,q I[α]−α
p,q

)
(t),

where [α] is the smallest integer greater than or equal to α.

Definition 5. The fractional (p, q)-derivative of Caputo type of order α ≥ 0 of a continuous
function f is defined by

(
cD0

p,q f
)
(t) = f (t) and

(cDα
p,q f )(t) =

(
I[α]−α
p,q D[α]

p,q f
)
(t),

where [α] is the smallest integer greater than or equal to α.

Lemma 1. Let f be a continuous function and α, β ≥ 0. Then the following formulas hold:

(i)
(

Iβ
p,q Iα

p,q f
)
(t) =

(
Iα+β
p,q f

)
(t);

(ii)
(

Dα
p,q Iα

p,q f
)
(t) = f (t);

(iii)
(

Iα
p,qDn

p,q

)
(t) =

(
Dn

p,q Iα
p,q f
)
(t)−

[α]−1

∑
k=0

tα−n+k

p(
α
2)Γp,q(α− n + k + 1)

(
Dk

p,q

)
(0), n ∈ N;

(iv)
(

Iα
p,q

cDα
p,q

)
(t) = f (t)−

[α]−1

∑
k=0

tk

p(
α
2)Γp,q(k + 1)

(
Dk

p,q

)
(0).
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For details of the above concepts, see [16] and the references cited therein. In order to
define the solution for the problem in (1) and (2), we need the following lemma.

Lemma 2. For a given g ∈ C([0, T/pα],R), the unique solution of the following boundary value
problem: 

cDα
p,qx(t) = g(t), t ∈ [0, T/pα],

x(0) + x(T/pα) = 0,
Dp,qx(0) + Dp,qx(T/pα) = 0,

(3)

is given by

x(t) =
∫ t

0

(t− qs)(α−1)
p,q

p(
α
2)Γp,q(α)

g
(

s
pα−1

)
dp,qs− t

2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
g
(

s
pα−2

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
g
(

s
pα−2

)
dp,qs

− 1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

g
(

s
pα−1

)
dp,qs. (4)

Proof. Applying fractional (p, q)-integral operator on both sides of the fractional (p, q)-
difference equation in (3), we get

x(t) =
∫ t

0

(t− qs)(α−1)

p(
α
2)Γp,q(α)

g
(

s
pα−1

)
dp,qs + b0t + b1, (5)

where b0, b1 are constants and t ∈ [0, T/pα]. The (p, q)-derivative of (5) is

Dp,qx(t) =
∫ t

0

(t− qs)(α−2)

p(
α−1

2 )Γp,q(α− 1)
g
(

s
pα−2

)
dp,qs + b0. (6)

Using the boundary conditions of (3) in (5) and (6) and solving the resulting system of
equations for b0 and b1, we get

b0 = −1
2

∫ T/pα

0

(T/pα − qs)(α−2)

p(
α−1

2 )Γp,q(α− 1)
g
( s

pα−2

)
dp,qs,

and

b1 =
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)

p(
α−1

2 )Γp,q(α− 1)
g
( s

pα−2

)
dp,qs− 1

2

∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

g
( s

pα−1

)
dp,qs.

Substituting the above values of b0 and b1 in (5) and (6), we obtain (4). The converse
of the lemma follows by direct computation. Therefore, the proof is complete.

3. Main Results

Let C := C([0, T/pα],R) denote the Banach space of all continuous functions from
[0, T/pα] to R endowed with a norm defined by ‖x‖ = sup{|x(t)| : t ∈ [0, T/pα]}. In view
of Lemma 2, we define an operator G : C → C associated with the problem in (1) and (2) as
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(Gx)(t) =
∫ t

0

(t− qs)(α−1)
p,q

p(
α
2)Γp,q(α)

f (s, x(pα−1s)) dp,qs− t
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
f (s, x(pαs)) dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
f (s, x(pαs)) dp,qs

− 1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

f (s, x(pα−1s)) dp,qs. (7)

Observe that the problem in (1) and (2) has a solution if the operator equation Gx = x
has a fixed point, where the operator G is given by (7).

Theorem 1. Let f : [0, T/pα]×R→ R be a continuous function and that there exists a (p, q)-
integrable function L : [0, T/pα]→ R such that

(H1) | f (t, x)− f (t, y)| ≤ L(t)|x− y|, for each t ∈ [0, T/pα] and x, y ∈ R. Then the boundary
value problem (1) and (2) has a unique solution on [0, T/pα] provided that

Φ < 1, (8)

where

Φ =
(

Iα
p,qL

)
(T/pα) +

T
2pα

(
Iα−1
p,q L

)
(T/pα) +

T
4pα

(
Iα−1
p,q L

)
(T/pα) +

1
2

(
Iα
p,qL

)
(T/pα). (9)

Proof. We transform the problem in (1) and (2) into a fixed point problem Gx = x, where
the operator G is given by (7). Applying Banach’s contraction mapping principle, we
will show that G has a unique fixed point. Define a ball Bσ = {x ∈ C : ‖x‖ ≤ σ} with
σ ≥ (MΩ)(1−Φ)−1, where M = sup

t∈[0,T/pα ]

| f (t, 0)| and

Ω =
Tα

pα2 p(
α
2)Γp,q(α + 1)

+
Tα

2pα2 p(
α−1

2 )Γp,q(α)
+

Tα

4pα2 p(
α−1

2 )Γp,q(α)
+

Tα

2pα2 p(
α
2)Γp,q(α + 1)

. (10)

Then, by the condition (H1), we have | f (t, x(t))| ≤ | f (t, x(t))− f (t, 0)|+ | f (t, 0)| ≤
L(t)σ + M. Now, we shall show that GBσ ⊂ Bσ. For any x ∈ Bσ, we find that

|(Gx)(t)|

≤
∫ t

0

(t− qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

+
|t|
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

≤
∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs
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+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

≤
∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

(
L
(

s
pα−1

)
σ + M

)
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)

(
L
(

s
pα

)
σ + M

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)

(
L
(

s
pα

)
σ + M

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

(
L
(

s
pα−1

)
σ + M

)
dp,qs

≤ M

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

dp,qs +
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
dp,qs +

1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

dp,qs

}

+ σ

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs +

T
2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
L
( s

pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
L
( s

pα

)
dp,qs +

1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs

}

≤ M

{
Tα

pα2 p(
α
2)Γp,q(α + 1)

+
Tα

2pα2 p(
α−1

2 )Γp,q(α)
+

Tα

4pα2 p(
α−1

2 )Γp,q(α)
+

Tα

2pα2 p(
α
2)Γp,q(α + 1)

}

+ σ

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs +

T
2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
L
( s

pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
L
( s

pα

)
dp,qs +

1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs

}
,

which, in the view of (9) and (10), implies that

‖Gx‖ ≤ MΩ + σΦ ≤ σ.

This shows that GBσ ⊂ Bσ. Now, for x, y ∈ C, we obtain

‖Gx− Gy‖

≤ sup
t∈[0,T/pα ]

{ ∫ t

0

(t− qs)(α−1)
p,q

p(
α
2)Γp,q(α)

| f (s, x(pα−1s))− f (s, y(pα−1s))| dp,qs

+
T
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))− f (s, y(pαs))| dp,qs
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+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α
2)Γp,q(α)

| f (s, x(pαs))− f (s, y(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

| f (s, x(pα−1s))− f (s, y(pα−1s))| dp,qs

}

≤ ‖x− y‖
{ ∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
L
( s

pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α
2)Γp,q(α)

L
( s

pα

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

L
( s

pα−1

)
dp,qs

}

=
{(

Iα
p,qL

)
(T/pα) +

T
2pα

(
Iα−1
p,q L

)
(T/pα) +

T
4pα

(
Iα−1
p,q L

)
(T/pα) +

1
2

(
Iα
p,qL

)
(T/pα)

}
‖x− y‖,

which, by (9), implies that
‖Gx− Gy‖ ≤ Φ‖x− y‖.

Since Φ ∈ (0, 1) by assumption (8), therefore G is a contraction. Hence, it follows
by Bannach’s contraction mapping principle that the problem in (1) and (2) has a unique
solution on [0, T/pα].

If we take L(t) = L (L is a positive constant), condition (8) becomes L < 1
Ω , where Ω

is defined by (10) and Theorem 1 can be phrased as follows.

Corollary 1. If f : [0, T/pα]×R→ R is a continuous function and that there exists L ∈ (0, 1
Ω )

with Ω is given by (10), and let | f (t, x)− f (t, y)| ≤ L|x− y|, for each t ∈ [0, T/pα] and x, y ∈ R,
then the boundary value problem (1) and (2) has a unique solution.

Our next existence result is based on Krasnoselskii’s fixed point theorem.

Lemma 3 ([18]). (Krasnoselskii’s fixed point theorem) Let M be a closed, bounded, convex, and
non-empty subset of a Banach space X. Let A, B be two operators such that:

(i) Ax + By ∈ M, whenever x, y ∈ M;
(ii) A is compact and continuous;
(iii) B is contraction mapping.

Then there exists z ∈ M such that z = Az + Bz.

Theorem 2. Let f : [0, T/pα]×R→ R be a continuous functions satisfying (H1). In addition,
we assume that

(H2) There exists a function ψ ∈ C([0, T/pα],R+) and a non-decreasing function ϑ ∈ C([0, T/pα],
R+) such that | f (t, x)| ≤ ψ(t)ϑ(|x|), where (t, x) ∈ [0, T/pα]×R;

(H3) There exists a constant r with

r ≥ Ω ϑ(r) ‖ψ‖, ‖ψ‖ = sup
t∈[0,T/pα ]

|ψ(t)|. (11)
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Then the boundary value problem (1)–(2) has at least one solution on [0, T/pα], provided that

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

L
(

s
pα−1

)
dp,qs < 1. (12)

Proof. Let us define Br := {x ∈ C : ‖x‖ ≤ r}, where r is given (11) and introduce the
operators G1 and G2 on Br to R as

(G1x)(t) = − t
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
f (s, x(pαs)) dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
f (s, x(pαs)) dp,qs

− 1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

f (s, x(pα−1s)) dp,qs,

and

(G2x)(t) =
∫ t

0

(t− qs)(α−1)
p,q

p(
α
2)Γp,q(α)

f (s, x(pα−1s)) dp,qs.

Observe that G1x + G2x = Gx. For x, y ∈ Br, we have

|(G1x + G2y)(t)| ≤
∫ t

0

(t− qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, y(pα−1s))
∣∣∣ dp,qs

+
|t|
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

≤ ϑ(r)‖ψ‖
[

Tα

pα2 p(
α
2)Γp,q(α + 1)

+
Tα

2pα2 p(
α−1

2 )Γp,q(α)
+

Tα

4pα2 p(
α−1

2 )Γp,q(α)

+
Tα

2pα2 p(
α
2)Γp,q(α + 1)

]
≤ r.

Thus, G1x + G2y ∈ Br. From (H1) and (12), it follows that G2 is a contraction mapping.
It follows from the continuity of f that the operator G1 is continuous. Moreover, it can
easily be verified that

‖G1‖ ≤ ϑ(r)‖ψ‖
[

Tα

2pα2 p(
α−1

2 )Γp,q(α)
+

Tα

4pα2 p(
α−1

2 )Γp,q(α)
+

Tα

2pα2 p(
α
2)Γp,q(α + 1)

]
.

Therefore, the set G1(Br) is uniformly bounded. Next we show the compactness of the
operator G1. Let us fix

f = sup
(t,x)∈[0,T/pα ]×Br

| f (t, x)| < ∞,
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and take t1, t2 ∈ [0, T/pα] with t1 < t2. Then we get

|(G1x)(t2)− (G1x)(t1)|

≤ (t2 − t1)

2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

≤ f

(
Tα−1

2pα(α−1)p(
α−1

2 )Γp,q(α)

)
(t2 − t1),

which is independent of x and tends to zero as t1 → t2. Therefore, the set G1(Br) is
equicontinuous. Thus, the conclusion of the Arzelá–Ascoli theorem applies and hence G1 is
compact on Br. In the foregoing steps, it has been shown that the hypothesis of Lemma 3 is
satisfied. Hence, by the conclusion of Lemma 3, the boundary value problem (1) and (2)
has at least one solution on [0, T/pα].

As special case, for ϑ(|x|) ≡ 1, there always exists a positive real number r such that
(11) holds true. In consequence, we have the following corollary.

Corollary 2. Let f : [0, T/pα]×R→ R be a continuous function satisfying (H1) with L(t) = L.
In addition, we assume that

| f (t, x)| ≤ ψ(t), ∀(t, x) ∈ [0, T/pα]×R and µ ∈ C
(
[0, T/pα],R+

)
.

Then the boundary value problem (1) and (2) has at least one solution on [0, T/pα] provided
that (12) holds.

In the next existence result, we apply the Leray–Schauder nonlinear alternative [19].

Lemma 4 ([19]). (Nonlinear alternative for single value maps) Let C be a closed and convex
subset of the Banach space E and U be an open subset of C with u ∈ U . Suppose that F : U → C
is continuous and compact map, that is, F

(
U
)

is a relatively compact subset of C. Then either

(i) F has a fixed point in U , or
(ii) there is a u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1) with u = λFu.

Theorem 3. Let f : [0, T/pα]×R→ R be a continuous function and the following assumptions
hold:

(H4) There exist functions ϕ1, ϕ2 ∈ C([0, T/pα],R+), and a nondecreasing function Ψ : R+ →
R+ such that

| f (t, x)| ≤ ϕ1(t)Ψ(|x|) + ϕ2(t), (t, x) ∈ [0, T/pα]×R;

(H5) There exists a number $ > 0 such that

$

Ψ($)v1 + v2
> 1, (13)

where

vi =
(

Iα
p,q ϕi

)
(T/pα) +

T
2pα

(
Iα−1
p,q ϕi

)
(T/pα) +

T
4pα

(
Iα−1
p,q ϕi

)
(T/pα)

+
1
2

(
Iα
p,q ϕi

)
(T/pα), i = 1, 2. (14)

Then the boundary value problem (1) and (2) has at least one solution on [0, T/pα].
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Proof. Consider the operator G : C → C defined by (7). We first show that G is continuous.
Let {xn} be a sequence of functions such that xn → x on [0, T/pα]. Given that f is a
continuous function on [0, T/pα], we have f (t, xn(pαt)) → f (t, x(pαt)). Therefore, we
obtain

|(Gxn)(t)− (Gx)(t)|

≤
∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

| f (s, xn(pα−1s))− f (s, x(pα−1s))| dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, xn(pαs))− f (s, x(pαs))| dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α
2)Γp,q(α)

| f (s, xn(pαs))− f (s, x(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

| f (s, xn(pα−1s))− f (s, x(pα−1s))| dp,qs,

which implies that
‖Gxn − Gx‖ → 0, as n→ ∞.

Thus, the operator G is continuous. Next, we show that G maps bounded set into
bounded set in C([0, T],R). For a positive number ρ > 0, let Bρ = {x ∈ C([0, T]) : ‖x‖ ≤ ρ}.
Then, for any x ∈ Bρ, we have

|(Gx)(t)| ≤
∫ t

0

(t− qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

+
|t|
2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

≤
∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

[
ϕ1

( s
pα−1

)
Ψ(‖x‖) + ϕ2

( s
pα−1

)]
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)

[
ϕ1

( s
pα

)
Ψ(‖x‖) + ϕ2

( s
pα

)]
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)

[
ϕ1

( s
pα

)
Ψ(‖x‖) + ϕ2

( s
pα

)]
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

[
ϕ1

( s
pα−1

)
Ψ(‖x‖) + ϕ2

( s
pα−1

)]
dp,qs

≤ Ψ(ρ)

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

ϕ1

( s
pα−1

)
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ1

( s
pα

)
dp,qs
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+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ1

( s
pα

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

ϕ1

( s
pα−1

)
dp,qs

}

+

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

ϕ2

( s
pα−1

)
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ2

( s
pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ2

( s
pα

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

ϕ2

( s
pα−1

)
dp,qs

}
.

In consequence, we deduce that

‖Gx‖ ≤ Ψ(ρ)v1 + v2,

where vi, i = 1, 2, are given in (14).
Therefore, the set GBρ is uniformly bounded. Now we show that G maps bounded

sets into equicontinuous sets of C([0, T/pα],R). Let t1, t2 ∈ [0, T/pα] with t1 < t2 be two
points and Bρ be a bounded ball in G. Then, for any x ∈ Bρ, we get

|(Gx)(t2)− (Gx)(t1)|

≤
∫ t2

0

(t2 − qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

−
∫ t1

0

(t1 − qs)(α−1)

p(
α
2)Γp,q(α)

∣∣∣ f (s, x(pα−1s))
∣∣∣ dp,qs

+
(t2 − t1)

2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
| f (s, x(pαs))| dp,qs

≤
∫ t2

0

[(t2 − qs)(α−1) − (t1 − qs)(α−1)]

p(
α
2)Γp,q(α)

[
ϕ1

( s
pα−1

)
Ψ(ρ) + ϕ2

( s
pα−1

)]
dp,qs

+
∫ t2

t1

(t1 − qs)(α−1)

p(
α
2)Γp,q(α)

[
ϕ1

( s
pα−1

)
Ψ(ρ) + ϕ2

( s
pα−1

)]
dp,qs

+
(t2 − t1)

2

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)

[
ϕ1

( s
pα

)
Ψ(ρ) + ϕ2

( s
pα

)]
dp,qs.

Obviously, the right-hand side of the above inequality tends to zero independently of
x ∈ Bρ as t2 → t1. Thus, it follows by the Arzelá–Ascoli theorem that G : C([0, T/pα],R)→
C([0, T/pα],R) is completely continuous. Hence the operator G satisfies all the conditions of
Lemma 4, and therefore, by its conclusion, either condition (i) or condition (ii) holds. Now
we show that the conclusion (ii) is not possible. Let Z$ = {x ∈ C([0, T/pα],R) : ‖x‖ ≤ $}
with Ψ($)v1 + v2 < $. Then, we obtain

|Gx| ≤Ψ(‖x‖)
{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

ϕ1

( s
pα−1

)
dp,qs
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+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ1

( s
pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ1

( s
pα

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

ϕ1

( s
pα−1

)
dp,qs

}

+

{ ∫ T/pα

0

(T/pα − qs)(α−1)

p(
α
2)Γp,q(α)

ϕ2

( s
pα−1

)
dp,qs

+
T

2pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ2

( s
pα

)
dp,qs

+
T

4pα

∫ T/pα

0

(T/pα − qs)(α−2)
p,q

p(
α−1

2 )Γp,q(α− 1)
ϕ2

( s
pα

)
dp,qs

+
1
2

∫ T/pα

0

(T/pα − qs)(α−1)
p,q

p(
α
2)Γp,q(α)

ϕ2

( s
pα−1

)
dp,qs

}
≤ Ψ($)v1 + v2 ≤ $.

Suppose there exists x ∈ ∂Z$ and κ ∈ (0, 1) such that x = κGx. Then, for such a choice
of x and κ, we have

$ = ‖x‖ = κ‖Gx‖ < Ψ(‖x‖)v1 + v2 < $.

This leads to a contradiction. Accordingly, by Lemma 4, we have that G has a fixed
point x ∈ Z$, which is a solution of the problem in (1) and (2). Therefore, the proof is
complete.

Remark 1. If ϕ1, ϕ2 in (H4) are continuous, then vi = Ω‖ϕi‖, i = 1, 2, where Ω is defined
by (10).

4. Examples

Here, we construct examples for the illustration of the results obtained in the last
section.

Example 1. Consider the following fractional (p, q)-difference equation with (p, q)-difference
anti-periodic boundary conditions:

cD3/2
1/2,1/3x(t) = f

(
t, x
( t

2
√

2

))
, t ∈ [0, 2

√
2], (15)

x(0) + x
(
2
√

2
)
= 0, Dp,qx(0) + Dp,qx

(
2
√

2
)
= 0. (16)

Here, p = 1/2, q = 1/3, α = 3/2, T = 1.

I. Illustration of Corollary 1. We take

f
(

t, x
( t

2
√

2

))
= L

(
sin
( t

2
√

2

)
+ arctan x

)
,

where L is a constant. It is not difficult to show that

| f (t, x)− f (t, y)| ≤ L|x− y|, f or each t ∈ [0, 2
√

2],
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and

Φ =
L

Γ1/2,1/4(3/2)

[
3 8
√

2(4−
√

2) + 3 8√225

4−
√

2

]
,

where

L <

[
1

Γ1/2,1/4(3/2)

(
3 8
√

2(4−
√

2) + 3 8√225

4−
√

2

)]−1

.

Clearly, all the conditions of Corollary 1 are satisfied. Therefore, the conclusion of Corollary 1
applies to the problem in (15) and (16).

II. Illustration of Theorem 2. Let us consider

f
(

t, x
( t

2
√

2

))
=

1
512

(
t2
∣∣∣x( t

2
√

2

)∣∣∣
1 +

∣∣∣x( t
2
√

2

)∣∣∣ + 1

)
,

and observe that∣∣∣ f(t, x
( t

2
√

2

))∣∣∣ ≤ 1
512

(t2 + 1) = ψ(t), f or each t ∈ [0, 2
√

2].

With the given data, it is found that L = 1/8 as∣∣∣ f(t, x
( t

2
√

2

))
− f

(
t, y
( t

2
√

2

))∣∣∣ ≤ 1
8

∣∣∣x− y
∣∣∣, f or each t ∈ [0, 2

√
2]

and ∫ t
2
√

2

0

(
t

2
√

2
− qs

)(α−1)

p,q

p(
α
2)Γp,q(α)

L
(

s
pα−1

)
dp,qs ' 0.00357786 < 1,

that is, condition (12) is satisfied. Thus, all the conditions of Theorem 2 hold true and hence its
conclusion implies that the problem in (15) and (16) has at least one solution on [0, 2

√
2].

III. Illustration of Theorem 3. Consider

f
(

t, x
( t

2
√

2

))
=

1
20

x
( t

2
√

2

)
+

1
15

sin

(
x
( t

2
√

2

))
,

and note that
| f (t, x)| ≤ 1

20
|x
( t

2
√

2

)
|+ 1

15
.

Obviously, ϕ1 = 1/20, ϕ2 = 1/15, Ψ($) = $. In consequence v1 ' 0.00284058, v2 '
0.00378745. By condition (13), it follows that $ > 0.00379823. Thus, all the assumptions of
Theorem 3 hold true. Therefore, the problem in (15) and (16) has at least one solution on [0, 2

√
2].

5. Conclusions

By applying the standard tools of fixed point theory, we established the existence crite-
ria for solutions of a (p, q)-difference equation of fractional order α ∈ (1, 2], supplemented
with anti-periodic boundary conditions involving the first-order (p, q)-difference operator.
Our results are new in the given configuration and contribute significantly to the existing
literature on the topic addressed in this paper.
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