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Abstract: This study concentrates on a fixed-time distributed optimization problem for multi-agent systems (MASs) with input delay and external disturbances. First, by adopting the Artstein model reduction technique, the time-delay system is first transformed into a delay-free one, and external disturbances are then effectively eliminated by using an integral sliding mode control strategy. Second, a new centralized optimization mechanism is developed that allows all agents to reach the same state in a fixed time and then converge to the optimal value of the global objective function. Meanwhile, the optimization problem is extended to switching topologies. Moreover, as the gradient information of the global objective function is difficult to obtain in advance, we construct a decentralized optimization protocol that enables all agents to acquire the same state in a certain amount of time while also optimizing the global optimization problem. Finally, two numerical simulations are presented to validate the effectiveness and reliability of the developed control strategy.
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1. Introduction

The distributed control of multi-agent systems (MASs) has garnered increasing interest as it can describe many complicated problems in industrial domains, such as sensor networks [1], formation control, machine learning, intelligent transportation systems, and so on [2–5]. Consensus is a fundamental problem of distributed control, which refers that a group of agents achieving agreement upon certain quantities of interest under some distributed protocols [6]. However, in many practical applications, including resource allocation [7], economic dispatch of power systems [8], and smart grids [9], they not only require agents to solve problems cooperatively but also to achieve optimal performance. Therefore, the distributed optimization issue has been one of the hottest subjects recently. The purpose of a distributed optimization problem is to establish some viable protocols such that all agents cooperatively minimize the sum of their cost functions [10,11]. On general cooperation and consensus mechanisms in MASs, the goal of minimizing the sum of costs is not always assumed because of the nature of fairness or difficulties of summingup the costs of different stakeholders. In this paper, we focus on the issues that we can assume it is possible to sum up their cost functions. Further discussions regarding the difficulties of summingup the cost functions can be found in [12].

Numerous studies have yielded positive outcomes on distributed optimization problems [13–18]. Depending on whether a system is discrete or continuous, the majority of existing distributed algorithms fall into one of two groups: the discrete-time distributed algorithm and the continuous-time one. The subgradient method was used in discrete systems to seek the optimal solution of a distributed optimization issue in [19]. To achieve a faster convergence rate, several novel algorithms were proposed, such as the gradient-free distributed algorithm [20], Newton–Raphson algorithm [21], and so on. Additionally, given
the constraining factor of real life, the primal-dual perturbation approach was put forth to handle the optimization problem with constraints in [22,23]. It should be mentioned that the above research focuses on discrete MASs. However, the state of the physical system is continuously changing in some applications. As a result, some control algorithms with regard to continuous-time MASs [24–28] were proposed based on the developed Lyapunov stability theory. In [24], the distributed optimization problem was explored using the zero-gradient-sum framework. Furthermore, the distributed optimization problem with communication delays and sampled-data delays was further studied by utilizing the linear matrix inequality (LMI) technique in [25,26], respectively. From the perspective of convergence time, the aforementioned works [24–26] were discussed in infinite time. Following that, the finite-time distributed optimization issue was considered in [27]. However, the estimation of convergence time is dependent on the initial values of the system. To overcome this disadvantage, the fixed-time continuous optimization protocol was introduced in [28].

To the best of our knowledge, the communication bandwidth and agent speed limitations in MASs frequently result in time delays. Furthermore, in real-world applications involving distributed optimization problems, communication delays have a significant impact on the stability of systems. To conserve communication capacity and energy supply, the event-triggered control method was developed to resolve the optimization problem of MASs with communication delays and sampled-data delays in [29]. On the other hand, ambient noise and measurement inaccuracies will impact agent dynamics, leading to agents failing to precisely attain the optimal value in an optimization problem. Therefore, effective approaches to reject external disturbances have been found in several research findings. Convex analysis and the internal model technique, for instance, were used to analyze the distributed optimization problem for a class of nonlinear MASs with external disturbances [30]. Likewise, the disturbance observer and integral sliding mode control approach also were applied to the distributed optimization problem of MASs in the presence of various external disturbances [31,32]. Notably, the existing works [25,29–32] only addressed either time delays or external disturbances. The fact that these two influencing elements always coexist in a real system motivates us to explore this study.

This work focuses on the fixed-time distributed optimization problem for multi-agent systems both with input delays and external disturbances, which is inspired by the aforementioned discussions. Prior to designing the protocol, the Artstein model reduction method is introduced to cope with the time delay caused by the control input. Then, utilizing the integral sliding mode term, a centralized fixed-time optimization protocol and a distributed one are devised. These control protocols ensure that all agents enter the sliding surface and reach the same states in a fixed time, and then asymptotically converge to the optimal value of the global objective function. The following are the main contributions of this paper.

(1) In previous works [25,29–32], only one aspect of input delay or external disturbance was considered. However, these two factors tend to coexist in the system. Therefore, the distributed optimization problem of MASs with both input time delay and external disturbance is considered in this paper. Both the fixed and switching topologies are discussed.

(2) To solve the influences of time delay and external disturbance on optimization problem, we combine the Artstein model reduction technique and the integral sliding mode control strategy in the design of control protocols, which was rarely used in the existing works.

(3) Although distributed optimization problems were taken into account in the previous works [15–20,29–32], the optimization algorithms were asymptotically or finite-time convergent. In this article, we propose two kinds of fixed-time optimization algorithms, which have fast convergence rate, and the estimation of convergence time is independent of the initial value of the system.
The structure of the rest of this paper is as follows. In Section 2, the problem statement is provided together with a basic introduction to graph theory. Section 3 provides a distributed optimization algorithm and a centralized optimization control protocol. In Section 4, two simulation examples are used to demonstrate the viability of two different types of algorithms. Section 5 concludes the entire paper.

**Notation 1.** Let \( R \) and \( R^+ \) be real number set and positive real number set. For a matrix \( A \), the terms \( \lambda_{\text{max}}(A) \) and \( \lambda_{\text{min}}(A) \) stand for the largest and smallest eigenvalues, respectively. \( I_n \) represents \( n \times n \) identity matrix. The \( x = [x_1, x_2, \cdots, x_n]^T \) represents an \( n \)-dimensional column vector, \( \text{sign}(x) \) is the sign function, and \( \text{diag}(\cdot) \) denotes the diagonal matrix. Let \( \| \cdot \| \) and present the Euclidean norm. \( \nabla f \) represents the gradient of \( f \).

### 2. Preliminaries

#### 2.1. Graph Theory

In this subsection, we introduce some basic concepts in graph theory that will be used throughout this paper. More information is available in reference [33].

Let graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \) be communication topology formed by \( N \) agents, where \( \mathcal{V} = \{1, 2, \ldots, N\} \) denotes a nodal set and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) represents an edge set. An edge of \( \mathcal{G} \) is defined as a pair of nodes \((i, j) \in \mathcal{E} \) such that agent \( j \) can receive information from agent \( i \). \( \mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N} \) represents the adjacency matrix with \( a_{ij} = 1 \), if \((i, j) \in \mathcal{E} \) and \( a_{ij} = 0 \) otherwise. \( \mathcal{G} \) is connected if there is a path between any pair of different nodes. The degree matrix is \( D = \text{diag}(d_1, d_2, \cdots, d_N) \) with \( d_i = \sum_{j=1}^{N} a_{ij} \). The Laplacian matrix of graph \( \mathcal{G} \) is \( \mathcal{L} = D - \mathcal{A} = [l_{ij}] \in \mathbb{R}^{N \times N} \).

#### 2.2. Useful Lemma

Consider the equation as follows

\[
\begin{align*}
\dot{Z}(t) &= \mathcal{H}(Z(t), t) \\
Z(0) &= Z_0,
\end{align*}
\]

(1)

where \( Z \in R, \mathcal{H} : R \times R^+ \rightarrow R \) is a nonlinear function.

**Lemma 1 ([34]).** For any solution of (1), if there exists a Lyapunov function \( \mathcal{W}(Z(t)) \) such that

\[
\dot{\mathcal{W}}(Z(t)) \leq -\varsigma_1 \mathcal{W}(Z(t)) - \varsigma_2 \mathcal{W}(Z(t))
\]

(2)

for \( \varsigma_1, \varsigma_2 > 0, \mu \in (0, 1), v \in (1, \infty) \), the origin of the system (1) is fixed-time stable and upper bound of the setting time \( T \) satisfies

\[
T \leq T_{\text{max}} = \frac{1}{\varsigma_1 (1 - \mu)} + \frac{1}{\varsigma_2 (v - 1)}.
\]

(3)

**Lemma 2 ([18]).** Suppose \( \mathcal{G} \) is an undirected and connected graph, and \( \mathcal{L} \) is its Laplacian matrix. The eigenvalues of \( \mathcal{L} \) are \( 0 \leq \lambda_2 \leq \cdots \leq \lambda_N \). If \( \mathbf{1}^T x = 0 \), then \( x^T \mathcal{L} x \geq \lambda_2 x^T x \).

**Lemma 3 ([35]).** Let \( \theta_1, \theta_2, \cdots, \theta_N \geq 0 \). Then, it has

\[
N^{\psi(p)(1-p)} \left( \sum_{i=1}^{N} \theta_i \right)^p \leq \sum_{i=1}^{N} \theta_i^p,
\]

where \( \psi(p) = \begin{cases} 0, & 0 < p < 1; \\ 1, & p \geq 1. \end{cases} \)
2.3. Problem Statement

Inspired by reference [36], we consider a MAS with both input delays and external disturbances, in which the dynamics of agents are described as follows

\[ \dot{x}_i(t) = u_i(t - \tau) + \omega_i(t), \quad i = 1, 2, \cdots, N \]  

(4)

where \( x_i(t) \in \mathbb{R} \), \( u_i(t) \in \mathbb{R} \) and \( \omega_i(t) \in \mathbb{R} \) are the position state, the input control and the unknown disturbance of the \( i \)th agent, respectively, \( \tau > 0 \) represents the input delay. Suppose that each agent \( i \) has a local objective function \( f_i(\cdot) \), then the minimum value problem of the global objective function is given as

\[ \min \ F(x) = \sum_{i=1}^{N} f_i(x_i), \]  

(5)

where \( F(\cdot) \) represents the global objective function, and \( x \in \mathbb{R} \) is the decision variable.

**Remark 1.** In the existing studies [20,21], the optimization problem was solved for MASs without input delay. Furthermore, the exponential or asymptotic consensus problems were also solved in the works [3,5,21], which were completed in infinite time. However, the fixed-time optimization problem is investigated for MASs with input delays and external disturbances in this study. Especially, when \( \tau = 0 \), the optimization problem is similar to the existing one.

The main goal of this research is to build a suitable controller \( u_i(t) \) such that all agents cooperatively solve the optimization problem (5). In light of the fact that the problem can be viewed as an optimization problem of MASs involving \( N \) identical agents, the problem (5) can be rewritten as

\[ \min \ F(x(t)) = \sum_{i=1}^{N} f_i(x_i(t)) \]  

s.t. \[ \lim_{t \to T} (x_i(t) - x_j(t)) = 0 \quad \forall i, j = 1, 2, \cdots, N \]  

(6)

where \( x(t) = [x_1(t), x_2(t), \cdots, x_N(t)]^T \).

**Remark 2.** It is worth noting that the state variables do not need to reach consensus in general optimization problems such as distributed resource allocation [7] and economic dispatch in power grids [8]. In this research, the optimization problem (5) can be converted into (6). Therefore, all agents need to reach same state value and commonly solve the optimization problem in (6). It can be regarded as consensus optimization problem. Additionally, it achieves the perfect integration of the consensus problem and optimization problem theoretically. This combination can resolve several problems in realistic applications and demonstrates the close connection between consensus and optimization challenges.

Before designing the control protocol, the following general assumptions are given.

**Assumption 1.** The communication topological graph \( G \) is connected and undirected.

**Assumption 2.** The external disturbance \( \omega_i(t) \) is bounded, that is \( |\omega_i(t)| \leq \rho_i \), where \( \rho_i \) is a positive constant.

**Assumption 3.** The local objective function \( f_i(\cdot) \) is twice continuous differentiable, and the global objective function \( F(\cdot) \) is convex.
3. Main Result

3.1. Centralized Optimization Protocol

This section puts forward the centralized fixed-time optimization algorithm. The fixed topology situation is thought of first, and then the switching topology case is also considered. The following lists the specific design concepts.

A. Fixed Topology

The time-delay system (4) needs to be improved before an optimization algorithm can be designed. Drawing inspiration from work [36], the Artstein model reduction method is introduced as follows:

\[
\begin{align*}
\zeta_i(t) &= z_i(t) - z(t), \\
z_i(t) &= x_i(t) + \int_{t-\tau}^{t} u_i(v) \, dv, \quad i = 1, 2, \ldots, N,
\end{align*}
\]  

(7)

where \( z(t) = (1/N) \sum_{j=1}^{N} z_j(t) \). Using a straightforward computation, we can determine

\[
\dot{z}_i(t) = u_i(t) + \omega_i(t).
\]  

(8)

Remark 3. It is noted that the fixed-time convergence analysis is challenging for MASs with time delay. The Artstein model reduction approach is employed, which can convert the delay system (4) into a delay-free system (8). Additionally, using the fixed-time convergence analysis method, we can resolve the fixed-time distributed optimization problem for MASs with time delay in this study.

The control protocol is considered below

\[
u_i(t) = u_i^1(t) + u_i^2(t) \quad i = 1, 2, \ldots, N,
\]

(9)

\[
u_i^1(t) = \begin{cases} 
0, & 0 \leq t \leq T_1; \\
-\sum_{j=1}^{N} a_{ij} \Omega_{ij}^{\mu}(t) - \sum_{j=1}^{N} a_{ij} \Omega_{ij}(t) - \sum_{j=1}^{N} a_{ij} \text{sign}(\Omega_{ij}(t)), & T_1 < t \leq T_2; \\
-\delta \nabla \sum_{j=1}^{N} f_j(z_j(t)), & t > T_2;
\end{cases}
\]

(10)

\[
u_i^2(t) = -\gamma_1 s_i(t) + \gamma_2 s_i(t) - \gamma_3 \text{sign}(s_i(t)),
\]

(11)

\[s_i(t) = z_i(t) - z_i(0) - \int_{0}^{t} u_i^1(v) \, dv,
\]

(12)

where \( t_1, t_2, t_3, \gamma_1, \gamma_2 \) and \( \delta \) are positive constants, and \( \gamma_3 > \rho \) where \( \rho = \max_{1 \leq i \leq N} \{ \rho_i \} \). \( \Omega_{ij}(t) = z_i(t) - z_j(t) \) and \( \mu > 1 \) is the proportion of positive odd numbers. \( T_1 \) and \( T_2 \) are positive constants to be determined latter.

Theorem 1. If Assumptions 1–3 hold, then the consensus can be achieved in a fixed-time \( T_2 \) for MAS (4), and problem (6) can be resolved under the optimization algorithm (9–12). Moreover, the settling time \( T_2 \) satisfies

\[
T_2 \leq T_1 + \frac{2}{t_3 \lambda_2 (\mathcal{L}^2)} + \frac{4}{t_1 N^{1-\mu} (4 \lambda_2 (\mathcal{L}^{1+\mu})^{\mu+1} (\mu - 1))},
\]

(13)
where $\mathcal{T}_1 = \tau + \frac{\sqrt{2}}{\gamma_3 - \rho} + \frac{2}{2^{\frac{\mu+1}{2\gamma_1(u-1)}}}$, $L = \frac{\mu}{\gamma_3}$ is Laplacian matrix of graph $G$ with adjacency matrix $A = [(a_{ij})]_{N \times N}$.

**Proof.** The proof includes three steps. The first step is to verify that all agents’ states reach the sliding plane in fixed time, that is, $\lim_{t \to \mathcal{T}_1} s_i(t) = \dot{s}_i(t) = 0$. Then we need to prove that all agents achieve consensus in a fixed-time $\mathcal{T}_2$, which means that $\lim_{t \to \mathcal{T}_2} (z_i(t) - z(t)) = 0$ where $\dot{z}(t) = (1/N) \sum_{j=1}^{N} z_j(t)$. Finally, we need to prove that $\dot{z}(t)$ converges to the optimal value $z^*(t)$ of the optimization problem (6).

**Step 1.** Take into account the following Lyapunov candidate function

$$V_1(t) = \frac{1}{2} \sum_{i=1}^{N} s_i^2(t).$$  \hfill (14)

We take the derivative of $V_1(t)$ based on the Equation (12), there is

$$V_1(t) = \sum_{i=1}^{N} s_i(t)(\dot{z}_i(t) - u_i(t))$$

$$= \sum_{i=1}^{N} s_i(t)(-\gamma_1(s_i(t))^\mu - \gamma_2 s_i(t) - \gamma_3 \text{sign}(s_i(t)) + \omega_i(t))$$

$$\leq -\gamma_1 \sum_{i=1}^{N} (s_i(t))^\mu + \gamma_2 \sum_{i=1}^{N} (s_i(t))^2 - (\gamma_3 - \rho_i) \sum_{i=1}^{N} |s_i(t)|.$$  \hfill (15)

By applying Lemma 3, one has

$$V_1(t) \leq -\gamma_1 \left( \sum_{i=1}^{N} s_i^2(t) \right)^{\frac{\mu+1}{2\gamma_1}} - (\gamma_3 - \rho) \left( \sum_{i=1}^{N} s_i^2(t) \right)^{\frac{1}{2}}$$

$$= -\gamma_1 (2V_1(t))^\frac{\mu+1}{2\gamma_1} - (\gamma_3 - \rho)(2V_1(t))^\frac{1}{2},$$  \hfill (16)

where $\rho = \max\{\rho_1, \rho_2, \cdots, \rho_N\}$. According to Lemma 1, it is easy to obtain that $\lim_{t \to \mathcal{T}_0} s_i(t) = \dot{s}_i(t) = 0$, and $\mathcal{T}_0$ is estimated as

$$\mathcal{T}_0 \leq \frac{\sqrt{2}}{\gamma_3 - \rho} + \frac{2}{2^{\frac{\mu+1}{2\gamma_1(u-1)}}}.$$  \hfill (17)

Let $\mathcal{T}_1 = \mathcal{T}_0 + \tau$, since the sliding mode surface $s_i(t) = \dot{s}_i(t) = 0$ will be achieved for $t \geq \mathcal{T}_0$, so $u_i^2(t) = 0$ for $\mathcal{T}_0 < t \leq \mathcal{T}_1$. Further, we can obtain that $\int_{\mathcal{T}_0}^{\mathcal{T}_1} u_i(s)ds = 0$, that is $z_i(t) = x_i(t)$.

**Step 2.** Prove that $\lim_{t \to \mathcal{T}_2} (z_i(t) - z(t)) = 0$. For $\mathcal{T}_1 \leq t \leq \mathcal{T}_2$, $\dot{s}_i(t) = 0$, we have

$$\dot{z}_i(t) = -t_1 \sum_{j=1}^{N} a_{ij} \Omega_{ij}^\mu(t) - t_2 \sum_{j=1}^{N} a_{ij} \Omega_{ij}(t) - t_3 \sum_{j=1}^{N} a_{ij} \text{sign}(\Omega_{ij}(t)).$$  \hfill (18)

Choosing the following appropriate Lyapunov function candidate

$$V_2(t) = \frac{1}{2} \sum_{i=1}^{N} \dot{z}_i^2(t).$$  \hfill (19)
Similarly, we take the derivative of $V_2(t)$ along with (8) and (9–12), and one has

$$
\dot{V}_2(t) = \sum_{i=1}^{N} \dot{\zeta}_i(t) \ddot{\zeta}_i(t)
$$

$$
= \sum_{i=1}^{N} \zeta_i(t) (\dot{\zeta}_i(t) - \dot{z}(t))
$$

$$
= \sum_{i=1}^{N} \zeta_i(t) \left( -t_1 \sum_{j=1}^{N} a_{ij} \Omega_{ij}^{\mu}(t) - t_2 \sum_{j=1}^{N} a_{ij} \Omega_{ij}(t) - t_3 \sum_{j=1}^{N} a_{ij} \text{sign}(\Omega_{ij}(t)) \right)
$$

$$
- \sum_{i=1}^{N} \dot{\zeta}_i(t) \dot{z}(t).
$$

According to the definition of $\zeta_i$ in the (7), we have $\sum_{i=1}^{N} \dot{\zeta}_i(t) = 0$. Then, one has

$$
\dot{V}_2(t) = \sum_{i=1}^{N} \zeta_i(t) \left( -t_1 \sum_{j=1}^{N} a_{ij} \Omega_{ij}^{\mu}(t) - t_2 \sum_{j=1}^{N} a_{ij} \Omega_{ij}(t) - t_3 \sum_{j=1}^{N} a_{ij} \text{sign}(\Omega_{ij}(t)) \right)
$$

In light of the property $a_{ij} = a_{ji}$ of the adjacency matrix of the undirected graph, we have $\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \zeta_i(\zeta_i - \xi_j) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} (\zeta_i - \xi_j)^2$. Therefore, the derivative of $V_2(t)$ can be rewritten as

$$
\dot{V}_2(t) = -\frac{1}{2} t_1 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \Phi_{ij}^{\mu+1}(t) - \frac{1}{2} t_2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \Phi_{ij}^{\mu}(t) - \frac{1}{2} t_3 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \Phi_{ij}(t) \text{sign}(\Phi_{ij}(t))
$$

$$
\leq -\frac{1}{2} t_1 N^{1-\mu} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} a_{ij}^2 |\Phi_{ij}(t)|^2 \right)^{\frac{\mu+1}{2}} - \frac{1}{2} t_3 \left( \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^2 |\Phi_{ij}(t)|^2 \right)^{\frac{1}{2}},
$$

where $\Phi_{ij}(t) = \zeta_i(t) - \zeta_j(t)$. On the other hand, owing to

$$
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \Phi_{ij}^2(t) = 2\zeta^T(t) L \zeta(t),
$$

where $\zeta(t) = [\zeta_1(t), \zeta_2(t), \cdots, \zeta_N(t)]^T$. Let $\mathcal{G}^2$ and $\mathcal{G}^{2+\tau}$ represent two new network topologies, in which the corresponding adjacency matrices are $A^2 = [a_{ij}^2]_{N \times N}$ and $A^{2+\tau} = [a_{ij}^{2+\tau}]_{N \times N}$, and the corresponding Laplacian matrices are $L^2$ and $L^{2+\tau}$. It yields

$$
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^2 |\Phi_{ij}(t)|^2 \geq 4 \lambda_2(L^2) V(t),
$$

$$
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^{2+\tau} |\Phi_{ij}(t)|^2 \geq 4 \lambda_2(L^{2+\tau}) V(t).
$$

In a combination with (22) and (23), the inequality (21) is rewritten as

$$
\dot{V}_2(t) \leq -\frac{1}{2} t_1 N^{1-\mu} \left( 4 \lambda_2(L^{2+\tau}) \dot{V}_2(t) \right)^{\frac{\mu+1}{2}} - t_3 \lambda_2(L^2) \dot{V}_2^\frac{3}{2}(t)
$$

$$
\leq -\xi_1 V_2^{\frac{3}{2}}(t) - \xi_2 V_2^{\frac{\mu+1}{2}}(t),
$$

where $\lambda_2$ and $\lambda_3$ are the second and third smallest eigenvalues of $L^2$ and $L^{2+\tau}$, respectively.
The protocol \( (9–12) \) is inspired by \([32,37]\). In \([32]\), the external disturbance can be effectively eliminated by the super twisting-based integral sliding mode controller in finite time. In this paper, we propose a centralized optimization protocol for MASs with time delays, which can ensure all agents’ states converge to the same value in a fixed time. In \([37]\), the authors address the average consensus problem of MASs subject to input delay and external disturbances. However, in our paper, the optimization protocols that contain the consensus term and optimization term are designed to solve the optimization problem \((6)\).

**Step 3.** For \( t > T_2 \), according to the above analysis, one has

\[
\begin{align*}
\frac{d}{dt} \sum_{i=1}^{N} f_i(x_i(t)) &= \sum_{i=1}^{N} \nabla f_i(x_i(t)) \frac{d\xi_i(t)}{dt} \\
&= \sum_{i=1}^{N} \nabla f_i(z_i(t)) \frac{dz_i(t)}{dt} \\
&= \sum_{i=1}^{N} \nabla f_i(z_i(t)) u_i^1(t) \\
&= \sum_{i=1}^{N} \nabla f_i(z(t)) \left( -\delta \sum_{j=1}^{N} \nabla f_j(z_j(t)) \right).
\end{align*}
\]

From Equation \((25)\), we can get

\[
\frac{d}{dt} \sum_{i=1}^{N} f_i(\bar{\xi}(t)) = -\delta \left( \sum_{i=1}^{N} \nabla f_i(z(t)) \right)^2 \leq 0.
\]

Because \( \sum_{i=1}^{N} f_i(\bar{\xi}(t)) \) is bounded, one can obtain that \( \lim_{t \to \infty} \sum_{i=1}^{N} f_i(\bar{\xi}(t)) = 0 \). Then the optimization problem is solved. The proof is completed. \( \square \)

**Remark 4.** To solve the optimization problem \((6)\) for MASs with input delays and external disturbances, the optimization algorithm is proposed by using an integral mode scheme in \((11)\) and \((12)\). The protocol \((9–12)\) is inspired by \([32,37]\). In \([32]\), the external disturbance can be effectively eliminated by the super twisting-based integral sliding mode controller in finite time. In this paper, we propose a centralized optimization protocol for MASs with time delays, which can ensure all agents’ states converge to the same value in a fixed time. In \([37]\), the authors address the average consensus problem of MASs subject to input delay and external disturbances. However, in our paper, the optimization protocols that contain the consensus term and optimization term are designed to solve the optimization problem \((6)\).

B Switching Topologies

In the practical system, some agents may reconstruct new network topologies due to the instability of network connections. We take into account the switching communication topologies.

Denote \( \sigma(t) : [0, +\infty) \to \Gamma \) as a switching signal, where \( \Gamma = \{1, 2, \ldots, M\} \) is a finite set and \( M \) is a positive integer. \( t_0, t_1, \ldots, t_k, \ldots \) is the switching time sequence. Let \( G_\Gamma = (\mathcal{V}, \mathcal{E}, \mathcal{A}_\sigma(t)) \) be an undirected graph set. If the communication topology is fixed during the time interval \([t_j, t_{j+1})\), i.e., \( \sigma(t) \in \Gamma \) for \( t \in [t_j, t_{j+1}) \) and switches at the time \( t_j \), then \( G_\sigma(t) \in G_\Gamma \) is the corresponding graph at time \( t \). The Laplacian matrix of the switching topology \( G_\sigma(t) \) is represented as \( L_\sigma(t) \). In the sequel, the fixed-time distributed optimization problem will be resolved under switching topology.
Theorem 2. If Assumptions 2–3 hold and the switching topologies $G_{e(t)}$ are connected, the fixed-time consensus can be achieved for MAS (4) with switching topologies $G_{e(t)}$, and the optimization problem (6) is also resolved under the algorithm (9–12). Moreover, the settling time $T_2'$ satisfies

$$T_2' \leq T_1 + \frac{2}{\iota_3 \lambda_2^{\min}(L^2)} + \frac{4}{t_1 N^{1-\mu}(4 \lambda_2^{\min}(L^2))^{\frac{\mu+1}{1-\mu}}}(\mu + 1),$$

where $T_1 = \sqrt[3]{\frac{2}{\iota_3 - \mu}} + \frac{2}{\iota_3 N^{1-\mu}} + \tau$, $\lambda_2^{\min}(L^2) = \min \{\lambda_2(L^2_{e(k_0)}), \lambda_2(L^2_{e(t_1)}), \cdots \}$ and $\lambda_2^{\min}(L^2_{e(t)}) = \min \{\lambda_2^{\min}(L^2_{e(k_0)}), \lambda_2^{\min}(L^2_{e(t_1)}), \cdots \}$. The related Laplacian matrices at time $t$ for graphs $G^2$ and $G^2_{e(t)}$ are $L^2_{e(t_i)}$ and $L^2_{e(t)}$, respectively.

Proof. The proof is also divided into three steps. The first step is to prove that $\lim_{t \to T_1} s_i(t) = \bar{s}_i(t) = 0$. Furthermore, we need to prove that all agents achieve consensus in a fixed-time $T_2'$, which means that $\lim_{t \to T_2'} (z_i(t) - \bar{z}(t)) = 0$ where $\bar{z}(t) = (1/N) \sum_{j=1}^N z_j(t)$. Finally, we need to verify that the consensus value $\bar{z}(t)$ converges to the optimal value $\bar{z}^*(t)$ of the optimization problem (6).

The Step 1 is same as the one in Theorem 1, then we omit it.

Step 2. With respect to the same $V_2(t)$ of Theorem 1, we obtain

$$V_2(t) \leq -\zeta_1 \lambda_2(L^2) V_2^\frac{1}{2}(t) - \frac{1}{2} t_1 N^{1-\mu} \left(4 \lambda_2^{\min}(L^2_{e(t)}) V_2(t)\right)^{\frac{\mu+1}{1-\mu}}$$

$$\leq -\zeta_1 \lambda_2^{\min}(L^2) V_2^\frac{1}{2}(t) - \frac{1}{2} t_1 N^{1-\mu} \left(4 \lambda_2^{\min}(L^2_{e(t)}) V_2(t)\right)^{\frac{\mu+1}{1-\mu}}$$

$$\leq -\zeta_1 V_2^\frac{1}{2}(t) - \zeta_2 V_2^{\frac{\mu+1}{1-\mu}}(t),$$

where $\zeta_1 = 1/3 \lambda_2^{\min}(L^2)$ and $\zeta_2 = (1/2) t_1 N^\mu (4 \lambda_2^{\min}(L^{2\mu}))^{\frac{\mu+1}{1-\mu}}$.

The inequality (28) holds for any $\sigma(t) \in \Gamma$. Based on Lemma 1, it follows that $V_2(t)$ converges to zero in fixed time. Let $T_2' = T_1 + \frac{2}{\zeta_1} + \frac{2}{\zeta_2 (\mu - 1)} + \tau$, we obtain $\lim_{t \to T_2'} V_2(t) = 0$.

Step 3. For $t > T_2'$, the proof that $\lim_{t \to +\infty} \bar{z}(t) = \bar{z}^*(t)$ is same as the one in Theorem 1. According to the above analysis, the optimization problem (6) can also be resolved under the switching topologies. $\square$

Remark 5. It is worth noting that the gradient method used in this paper cannot be applied to general non-holonomic systems directly [38], so we only consider the distributed optimization problem of first-order integral systems. However, the application [39] of non-holonomic systems is more in line with actual needs. We will concentrate on the optimization problem of non-holonomic systems in our future work. In addition, the $u_i(t)$ is a centralized protocol because it uses the global gradient information $\sum_{j=1}^N \nabla f_j(x_j(t))$. However, the global information of the agents is always difficult to obtain in advance. To make up for these drawbacks, we need to develop some distributed optimization algorithms.

3.2. Distributed Optimization Protocol

In this section, to propose the distributed optimization protocol, we need to devise a distributed estimator for each agent to obtain the convex combination $\sum_{j=1}^N \nabla f_j(x_j(t))$ of all agents’ local cost function. In combination with the developed distributed estimators and the previous design strategy of the protocol, we will design the distributed optimization algorithm to solve the optimization problem (6).
Suppose that each agent is equipped with an estimator, which can obtain the gradient of its objective function and needs to estimate the information of other agents. Let \( y^i_r(t) \) represent the estimation of gradient \( \nabla f_r(z_r(t)) \) of the \( i \)th agent with respect to the \( r \)th agent. 

We take advantage of \( b_{r} \) to denote the information transmission strength between the \( i \)th agent and the \( r \)th estimator, in which \( b_{r} > 0 \), and \( b_{r} = 0 \) for \( i \neq r, r = 1, 2, \ldots, N \). Denote \( L_r = \mathcal{L} + B_r \), where the matrix \( B_r = \text{diag}\{b_{1r}, b_{2r}, \ldots, b_{N} \} \), then the matrix \( L_r \) is positive definite. The distributed estimator is designed as follows

\[
\dot{y}^i_r(t) = -d_r(t)\text{sign}\left(\sum_{j \in N_r} a_{ij} \Psi^j_r(t) + b_{ri}(y^i_r(t) - \nabla f_r(z_r(t)))\right) - c_r\left(\sum_{j \in N_r} a_{ij} \Psi^j_r(t) + b_{ri}(y^i_r(t) - \nabla f_r(z_r(t)))\right)^\mu,
\]

where \( \mu > 1, \Psi^j_r(t) = y^j_r(t) - y^i_r(t) \), and \( c_r \) is a positive gain, \( d_r(t) \) is a time-varying gain to be determined later.

**Theorem 3.** If Assumption 1 holds and the network topology is connected. Then \( y^i_r(t) \to \nabla f_r(z_r(t)) \), for \( i, r = 1, 2, \ldots, N \) based on a designed distributed estimator (29) in a fixed time.

**Proof.** Let the estimator error \( \dot{y}^i_r(t) = y^i_r(t) - \nabla f_r(z_r(t)) \), \( \dot{\tilde{y}}_r(t) = [\dot{y}^1_r(t), \dot{y}^2_r(t), \ldots, \dot{y}^N_r(t)]^T \), \( \dot{y}_r(t) = \mathcal{L}\dot{\tilde{y}}_r(t), \varphi_r(t) = 1_N \otimes \nabla^2 f_r(z_r(t)) \dot{z}_r(t) \). Choose the following Lyapunov function

\[
V_{3\rho}(t) = \frac{1}{2} \dot{\tilde{y}}_r(t)^T \mathcal{L}_r \dot{\tilde{y}}_r(t).
\]

Because \( \mathcal{L}_r \) is a positive matrix, so \( V_{3\rho}(t) \) is a positive definite function, and one has

\[
\frac{1}{2} \lambda_{\min}(\mathcal{L}_r) \| \dot{\tilde{y}}_r(t) \|^2 \leq V_{3\rho}(t) \leq \frac{1}{2} \lambda_{\max}(\mathcal{L}_r) \| \dot{\tilde{y}}_r(t) \|^2.
\]

The derivative of \( V_{3\rho}(t) \) is

\[
\dot{V}_{3\rho}(t) = \dot{y}^i_r(t)(-d_r(t)\text{sign}(y_r(t)) - c_r(y_r(t))^\mu - \varphi_r(t)) \leq -d_r(t)N^{-1/\mu} \| y_r(t) \|^{1+\mu} - c_r \| \varphi_r(t) \| \| y_r(t) \|.
\]

Because \( \lambda_{\min}(\mathcal{L}_r) \leq \| y_r(t) \| \leq \lambda_{\max}(\mathcal{L}_r) \| y_r(t) \| \), there is \( -\| \varphi_r(t) \| \| y_r(t) \| \leq \lambda_{\max}(\mathcal{L}_r) \| y_r(t) \|^2 \). Choosing \( c_r \geq \| \varphi_r(t) \| + c'_r \), where \( c'_r \) are positive constants. Hence, there is

\[
\dot{V}_{3\rho}(t) \leq -c_r N^{-1/\mu} \left( \lambda_{\min}(\mathcal{L}_r) \| y_r(t) \| \right)^{1+\mu} - c'_r \sqrt{\lambda_{\min}(\mathcal{L}_r)} \| y_r(t) \|^{3/2}
\]

where \( a_1 = c_r N^{-1/\mu} \left( \lambda_{\min}(\mathcal{L}_r) \right)^{1+\mu} \), \( a_2 = c'_r \sqrt{\lambda_{\min}(\mathcal{L}_r)} \). It can be deduced that \( \lim_{t \to T_r} \| y_r(t) \| = 0 \) from (33), and the convergence time is estimated by \( T_r \) which satisfies \( T_r \leq \frac{1}{a_1(\mu - 1)} + \frac{2}{a_2} \).

Let \( T_{\max} = \max\{T_r| r = 1, 2, \ldots, N\} \), then \( y^i_r(t) = \nabla f_r(z_r(t)) \) for \( t \geq T_{\max} \).

By using \( y^i_r(t) \) to estimate the gradient \( \nabla f_r(z_r(t)) \) of agent \( r \) for agent \( i \), the term \( \sum_{j=1}^{N} \nabla f_j(z_j(t)) \) in centralized optimal protocol (10) can be replaced by the estimation term \( y^i_r(t) \). Therefore, the following distributed optimal protocol is proposed

\[
u_i(t) = u^1_i(t) + u^2_i(t) \quad i = 1, 2, \ldots, N
\]
where $\hat{t}_2 = \max\{T_2, T_1 + T_{\max}\}$.

**Theorem 4.** If Assumptions 1–2 hold, then the proposed distributed protocol (34–38) enables all agents of the system (4) to reach a consensus in a fixed time and resolve the problem (6) asymptotically.

**Proof.** It is simple to obtain $\lim_{t \to T_1} s_i(t) = \hat{s}_i(t) = 0$ in a similar way using the method described in step 1 of Theorem 1. When $t > T_1$, it can be found that the gradient information of other agents is estimated efficiently by agent $i$ based on the distributed protocol (31c). In addition, all estimator values $\hat{y}_i(t)$ will approach to $\nabla f_r(z_r(t))$ in fixed time $T_{\max} + T_1$ from Theorem 3. Therefore, there is $\hat{y}_i(t) = \nabla f_r(z_r(t))$ for $t \geq \max\{T_2, T_{\max} + T_1\}$, $i, k = 1, 2, \cdots, N$. Based on Theorem 1, all agents’ states $x_i(t)$ reach the consensus and converge to the optimal solution of the optimization problem (6) in a fixed time. □

**Remark 6.** There are few works on fixed-time distributed optimization problems for MASs with external disturbances. In this research, combining the Artstein model reduction technique and the integral sliding mode control strategy, we solve the fixed-time distributed optimization problems subject to time-delay systems with external disturbances. In addition, the fixed-time convergence of the protocol is strictly proved. As a further improvement of finite-time convergence, the estimation of setting time is unaffected by the initial conditions.

**Remark 7.** In Reference [40], the finite-time convergence for bilateral teleoperation systems with disturbance and time-varying delays was studied, in which the settling time is associated with the initial value of the system. In this research, we consider the fixed-time distributed optimization problem for the multi-agent system with disturbances and invariant input delays. The convergence time is independent of the initial value of the system. Inspired by Reference [40], we will consider the fixed-time distributed optimization problem with time-varying delays in our future work.

4. **Numerical Example**

In this section, an economic dispatch example is used to verify the performance of the proposed algorithms (9–12).
Consider a MAS with six agents whose dynamic is described by (4), in which \(x_i(t) \in \mathbb{R}\), \(\omega_i(t) = 0.3\sin(i\pi t)\) and \(\tau = 0.5\) for \(i = 1, 2, \cdots, 6\). The optimization problem is described as

\[
\min F(x(t)) = \sum_{i=1}^{6} f_i(x_i(t)),
\]

where the cost function \(f_1(x_1(t)) = 0.5x_1^2(t) + 5\), \(f_2(x_2(t)) = (x_2(t) + 6)^2 + 2\), \(f_3(x_3(t)) = 0.5(x_3(t) - 1)^2 + 2\), \(f_4(x_4(t)) = 0.5(x_3(t) + 3)^2 - 10\), \(f_5(x_5(t)) = x_5^2(t) + \cos(x_5(t)) + 1\), \(f_6(x_6(t)) = x_6^2(t) - \sin(x_6(t)) + 3\). Obviously, Assumptions 2 and 3 hold, and \(\rho_i = 0.3\) for \(i = 1, 2, \cdots, 6\). Figure 1 displays the evolutionary trajectory of local and global objective functions. Additionally, it is simple to find that the fixed topology graph with all weights being \(0\) in Figure 2a is connected.

Case 1. Fixed-time centralized optimization protocol Under protocol (9), we select the initial value states as \(x(0) = [-5, 2, 1, -2, -3, 4]^T\), suppose the control parameters \(\iota_1 = 0.5\), \(\iota_2 = 1.5\), \(\iota_3 = 2\), \(\mu = 7/5\), \(\delta = 0.5\) and \(\gamma_1 = \gamma_2 = \gamma_3 = 1\). By simply calculating, one obtains \(\lambda_2(\mathcal{L}) = \lambda_2(\mathcal{L}^2) = \lambda_2(\mathcal{L}^{1/2}) = 1\). Then, it yields \(T_1 = 4.7\) and \(T_2 = 13.46\). The simulation results are given in Figures 3–6. From Figure 3, the proposed algorithm enables the agents’ states to converge toward the same value \(x^* = -1.67\) in a fixed time \(T_2 = 13.46\). The evolution of control input and function \(f_i(x_i(t))\) are shown in Figures 4 and 5, respectively. Although the function \(F(z(t))\) reaches a minimum when \(t \in [4.7, 13.46]\), it is not the minimum of the optimization problem (5). Figure 6 shows that the optimal value of the cost function is \(F(x^*(t)) = 43.91\).
Figure 2 indicates the switching topologies, starting with topology (1), the system switches to topology (2) at $t = 5$, then to topology (3) at $t = 5.1$, and finally to topology (4) at $t = 5.2$. Notably, the four topology graphs are connected, so $\lambda_2^{\min}(\mathcal{L}) = \lambda_2^{\min}(\mathcal{L}^2) = \lambda_2^{\min}(\mathcal{L}_{\pi/2}) = 0.76$. Under the same parameters as the fixed topology, we have $T_1 = 4.7$ and $T_2 = 18.12$. Figure 7 shows the state evolution, and agreement is reached. Figure 8 depicts the control input evolution.

By comparing Figure 3 with Figure 7, one can observe that consensus is possible even when the communication topology is changing. Compared with Figure 4, the $u_i(t)$ will change slightly at the time of the switch $t = 5$, $t = 5.1$ and $t = 5.2$ in the subgraph of Figure 8.

**Figure 3.** The states of $x_i(t)$ for $i = 1, 2, \cdots, 6$.

**Figure 4.** The evolution of control input $u_i(t)$ for $i = 1, 2, \cdots, 6$. 
Figure 5. The trajectories of $f_i(x_i(t))$ for $i = 1, 2, \cdots, 6$.

Figure 6. The trajectory of $F(x(t))$.

Figure 7. The states of $x_i(t)$ for $i = 1, 2, \cdots, 6$. 
Case 2. Fixed-time distributed optimization protocol.

Under the protocols (34–38), we choose the same control parameters as in Case 1. Furthermore, suppose $B_r = \text{diag}\{b_{r1}, b_{r2}, \cdots, b_{r6}\}$, where $b_{rr} = 3$ and $b_{ri} = 0$ for $i \neq r$, $c_r = 2$, and $d_{r}(t) = \|\nabla f_r(z_r(t))\dot{z}_r(t)\| + 2$ for $r = 1, 2, \cdots, 6$. By calculation, it has $T_1 = 4.7$, $T_2 = 13.46$, $T_{\text{max}} = 31.25$ and $T = 35.95$. The simulation results are shown in Figures 9–12. It is discovered that all agents can also achieve agreement and converge to the optimal solution of the global optimization problem (6) in Figure 9. For $t \geq 4.7$, the settling time of achieving consensus under the protocols (34–38) is larger than the one in (9–12) due to protocol (11) being used to estimate the gradients of other agents’ objective functions. Further, this will lead to the settling time being large under algorithms (34–38).

Figure 8. The evolution of control input $u_i(t)$ for $i = 1, 2, \cdots, 6$.

Figure 9. The states of $x_i(t)$ for $i = 1, 2, \cdots, 6$. 
Figure 10. The evolution of control input $u_i(t)$ for $i = 1, 2, \cdots, 6$.

Figure 11. The trajectories of $f_i(x_i(t))$ for $i = 1, 2, \cdots, 6$.

Figure 12. The trajectory of $F(x(t))$. 

$F(x^*) = 43.91$
Remark 8. Although the algorithms proposed in this paper have been well verified in the above numerical examples, there are still some shortcomings. The estimation for the settling time is rather conservative due to the use of Lemma 1. For example, Figure 3 shows that the convergence is achieved at $t = 5.42$, but the estimated settling time is $T_2 = 13.46$. In practice, the conservative estimation may fail to provide useful system information. To solve this issue, some more accurate settling time estimation methods should be further considered.

5. Conclusions

In this paper, a centralized optimization algorithm was proposed to handle the optimization problem of MASs with both input delays and external disturbances. By using the Artstein model reduction technique, the time-delay system was transformed into a delay-free one, and the external disturbances can be effectively eliminated by an integral sliding mode control strategy. By creating certain distributed estimators, the acquired centralized algorithm can be expanded to the distributed one. The fixed time consensus was proved under the proposed algorithms, and the global optimal value can be achieved asymptotically. However, there are certain limitations in the Artstein model reduction technique to process certain-invariant delay. In this research, the control input should be zero after reaching consensus. Otherwise, it will be impossible to convert a time-delay system to a delay-free system. In future work, we will further investigate the analysis methods of time-delay system in more detail and seek some new techniques to deal with this issue.
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