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Abstract: Bayesian networks are a powerful tool for modelling multivariate random variables. However, when applied in practice, for example, for industrial projects, problems arise because the existing learning and inference algorithms are not adapted to real data. This article discusses two learning and inference problems on mixed data in Bayesian networks—learning and inference at nodes of a Bayesian network that have non-Gaussian distributions and learning and inference for networks that require edges from continuous nodes to discrete ones. First, an approach based on the use of mixtures of Gaussian distributions is proposed to solve a problem when the joint normality assumption is not confirmed. Second, classification models are proposed to solve a problem with edges from continuous nodes to discrete nodes. Experiments have been run on both synthetic datasets and real-world data and have shown gains in modelling quality.
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1. Introduction

Bayesian networks (BNs) are a powerful tool for modelling and presenting multidimensional data [1–3]. The core of Bayesian networks is a directed acyclic graph, at the vertices of which there are one-dimensional random variables, and the edges represent the presence of a statistical relationship between the values at the vertices [4,5]. Such a probabilistic-oriented model allows for statistical inference, filling in gaps, and detecting anomalous values in different areas [6]. However, the existing set of learning and inference algorithms is often unable to consider all the features of real data. For example, discrete Bayesian networks have been widely developed as well as algorithms for learning the structure and parameters of such networks. Such networks usually use conditional probability tables (CPT) to model distributions at nodes that have parents [7]. More recent approaches to learning discrete Bayesian networks use various parametric distributions, such as the Dirichlet distribution [8,9] or the Bernoulli distribution [10]. However, such networks cannot be used in cases where it is necessary to work with either continuous data or mixed data (continuous and discrete). For continuous data, there are Gaussian Bayesian networks (GBNs) [11,12]. GBN is a Bayesian network whose nodes are continuous and conditional distributions are represented as linear Gaussians. However, this kind of network has its limitations. First of all, it is impossible to use discrete nodes. Therefore, there are Hybrid Bayesian networks (HBNs) [13]. Such networks are capable of combining both discrete nodes and continuous ones using conditional Gaussian distributions [14]. However, HBNs have their limitations. First, this involves working with non-Gaussian distributions; often, discretisation is used if the joint normality assumption is not confirmed, but it leads to information loss. Additionally, sometimes, to solve the problem of approximating such distributions, non-parametric methods of representing distributions are used,
for example, using variational approximations [15] and copulas [16,17]. However, the main
disadvantage of these approaches is the need to select the type of distribution for each
application on real data, and the gates do not offer any solutions for automatic selection
of distributions. In addition, such networks usually assume edges from discrete nodes to
continuous ones, while sometimes the logic of dependencies suggests the opposite. Deep
learning approaches can be used to solve such problems [18,19], but their main drawback is,
firstly, the requirement for a sufficient amount of training data, and secondly, the training
time can be quite large.

The purpose of this study is to solve two main problems for Hybrid Bayesian networks—
modelling complex non-Gaussian distributions in Bayesian networks and modelling distri-
butions in networks with edges from continuous nodes to discrete ones. We answer
the questions in which cases the proposed methods are applicable and describe the use
of the proposed methods on real datasets to demonstrate an increase in the quality of
modelling. The main contribution of this study is that, firstly, a complete adaptation of
mixture models of Gaussian distributions is performed for the problems of parametric
learning of a Bayesian network. In addition, we propose to automatically estimate the
number of mixture components, which increases the flexibility of the resulting distributions
and the quality of the approximation. Secondly, we propose an adaptation of classification
models for modelling conditional distributions, when a discrete child node has continuous
parents, we propose a comparison of various classification models, on the basis of which
conclusions are made about the limits of applicability of the compared models.

Of course, Gaussian mixtures are a well-known method for approximating non-
Gaussian distributions. However, their application in the context of BNs has been limited
to objects with continuous characteristics and has not extended to the situation with mixed
data [20,21]. It should also be noted that Bayesian networks use not only mixtures of
Gaussian, but also truncated exponential distributions [22] and polynomials [23]. However,
these variants are rather aimed at solving the problem of continuous parents and discrete
children and are outside the domain of Conditional Gaussian BNs. Some of our proposed
methods for solving this problem have been implemented before, such as the application
of logit regression [24], or KNN [25], but the set of models available in our library is richer.
It can easily be extended by any serialisable classification method. It should also be noted
that this paper considers the effect of component crowding for continuous parents on the
usability of an edge from them to a discrete child, which ties our two problems together.

2. Problem Statement

Speaking about the widespread use of hybrid Bayesian networks in practice, we are
faced with some limitations in their use on real data since existing approaches usually
describe classical cases in data. A general hybrid Bayesian network is a directed acyclic
d graph (DAG) G representing the joint probability distribution of a given set of variables V,
including discrete variables X and continuous ones Y:

\[
HBN = (X, Y, L, M)
\]  

(1)

where L is a set of directed links between variables and M is a set of conditional probability
distributions. Moreover, often a set of conditional distributions M simulates based on
a Gaussian distribution, and a set of links L excludes the possibility of connecting links
from continuous nodes to discrete ones. Thus, the developed approaches should be able
to perform learning and inference in hybrid Bayesian networks with the following sets of conditional distributions and links:

\[
M = \{CPT, Gaussian\} \cup \{non – Gaussian\}
\]  

(2)

\[
L = \{X \rightarrow X, X \rightarrow Y, Y \rightarrow Y\} \cup \{Y \rightarrow X\}
\]  

(3)
Thus, the task is to combine the classical approaches to learning the parameters of
distributions in the nodes of the Bayesian network and approaches based on mixtures
of Gaussian distributions and classification models in order to extend the applicability
of Bayesian networks to real data. In a general sense, the problem can be formalized as
follows. For a hybrid network $G$ (Figure 1) and a training data set $D$, which is tabular data,
it is necessary to train the distribution parameters, which look like this:

$$P(\theta|G, D) = \{ P_1(y_1|w_{y_1}, \mu_{y_1}, \Sigma_{y_1}), P_2(x_1|f(y_1)), P_3(x_2|t(x_1)),
\]

$$P_4(y_2|x_1, y_1, \mu_{y_2}, \Sigma_{y_2}|x_1, y_1)\}, \quad (4)$$

where $w, \mu, \Sigma$—vector of weights, vector of means and matrix of covariance for Gaussian
mixture model; $f$—classification model; $t$—conditional probability table model.

![Figure 1. An example of a hybrid Bayesian network, blue nodes are discrete data, pink nodes are
continuous data.](image)

3. Gaussian Mixture Model in Parameter Learning

3.1. Gaussian Mixture Model

The Gaussian mixture model is a parametric probability density function presented as
a weighted sum of the densities of the Gaussian components in Equation (5).

$$p(x) = \sum_{i=1}^{k} w_i g(x|\mu_i, \Sigma_i), \quad (5)$$

where $k$—number of components, $g(x|\mu_i, \Sigma_i)$—Gaussian mixture component, $\mu_i$ and $\Sigma_i$—
vector of means and matrix of covariance.

It is necessary to determine how we will find the number of mixture components
in the training process to use mixtures of Gaussian distributions. Automatic selection
of the number of components, firstly, allows you to choose the type of mixture that best
describes the approximated distribution, and secondly, allows you to control the size of
the resulting model without making it too complicated, unlike, for example, deep learning
methods, where such control is cannot always be achieved and sometimes it leads to
overfitting. There are many different methods to determine the number of components,
for example, the use of information criteria (BIC, AIC) \cite{26}. However, when choosing a
method for finding the number of components, it is necessary to pay attention not only to
the accuracy of the method but also to the time of its calculation, since this method will be
used in parameters learning of BNs and we do not want to increase the time of this learning
significantly. Since estimates based on BIC and AIC work the fastest, it was decided to use
them in the form of some integral measure. Thus, the problem of selecting the number of
components can be formalized as follows:

$$k_{opt} = \arg \max_{1 \leq k \leq k_{max}} E(Y, k), \quad (6)$$
where \( k_{\text{max}} \)—this is the upper limit on the number of components (in this study, it is assumed to be 10), and \( E \) is the evaluation function, which is equal to:

\[
E(Y, k) = |u_1 AIC(Y, k) + u_2 BIC(Y, k)|, \tag{7}
\]

where \( u_1 \) and \( u_2 \) are the weights of the estimates, in this study, they are taken equal to 0.5.

Then, when the number of components is determined, it is necessary to start training the parameters of the mixture model. To do this, we can use the EM algorithm, for which there are variations [27–29].

3.2. Gaussian Mixture Regression

To further explain how mixtures of Gaussian distributions can be used in parameters learning of Bayesian networks, we divide all continuous nodes into three groups: nodes without parents, nodes with continuous parents, nodes with discrete and continuous parents. If a continuous node has no parents, then it learns the usual mixture of Gaussian distributions. If a node has only discrete parents, it learns its mixture of Gaussian distributions for each combination of values of discrete parents. If a continuous node has no parents, then it learns the usual mixture of Gaussian distributions. If a node has only discrete parents, it learns its mixture of Gaussian distributions for each combination of values of discrete parents. However, if a continuous node has a continuous parent node, then it becomes necessary to learn regression. When using mixtures, the best option may be to use a Gaussian regression mixture [30]. Initial marginal parameters of the \( i \)-th component, for example, in BN with two continuous nodes \( y_1 \rightarrow y_2 \):

\[
\mu_i = \begin{bmatrix}
\mu_{y_1,i} \\
\mu_{y_2,i}
\end{bmatrix},
\Sigma_i = \begin{bmatrix}
\sigma_{y_1,y_1,i} & \sigma_{y_1,y_2,i} \\
\sigma_{y_1,y_2,i} & \sigma_{y_2,y_2,i}
\end{bmatrix} \tag{8}
\]

However, when we sample from node \( y_2 \), with a specific value in node \( y_1 \), we need to calculate the conditional mathematical expectation and variance for each component \( i \):

\[
y_{2,i}' = \mu_{y_2,i} + \left( \frac{\sigma_{y_1,y_2,i}}{\sigma_{y_1,y_1,i}} \right) (y_1 - \mu_{y_1,i}) \tag{9}
\]

\[
\sigma^2_{y_2,i}' = \frac{\sigma^2_{y_2,y_1,i}}{n_i} \left( 1 + \frac{(y_1 - \mu_{y_1,i})^2}{\sigma^2_{y_1,y_1,i}} \right) \tag{10}
\]

where \( n_i \) is the number of elements in the component. Conditional mathematical expectation and variance for the \( i \)-th component are summed up according to the weights:

\[
y_2' = \sum_{i=1}^{N} w_i y_{2,i}' \tag{11}
\]

\[
\sigma^2_{y_2}' = \sum_{i=1}^{N} w_i \sigma^2_{y_2,i}' \tag{12}
\]

Figure 2 shows an example of regression for a two-dimensional mixture with three components.

3.3. Algorithm for Parameter Learning and Inference with GMM

Now, let us finalize the algorithm for parameters learning of the Bayesian network using GMM. Two approaches were chosen to determine the number of components—based on AIC and BIC since these approaches turned out to be the fastest in time. However, since the AIC often overestimates the number of components and the BIC underestimates, in the end, we use both estimates and take the average value rounded to the nearest integer. Algorithm 1 shows the final algorithm for parameters learning in continuous
nodes. Algorithm 2 shows the final algorithm for inference in continuous nodes based on the parents’ values. The learning algorithm takes as input a data set in the form of tabular data. First, the structure is built using the Hill-Climbing algorithm [31]. Then the resulting structure and dataset go into the parametric learning procedure, in which all continuous distributions are approximated using mixtures of Gaussian distributions (Section 3.1). Further, in order to produce probabilistic inference from the already trained network in continuous nodes that have parents, regression based on mixtures of Gaussian distributions is used (Section 3.2). This approach is somewhat slower than the classical Gaussian or discretization based approaches, since more time is spent estimating mixture distributions \(O(NDK)\) where \(N\)—number of points in data, \(D\)—number of dimensions of GMM, \(K\)—number of components of GMM), but the learning algorithm can be paralleled, since distributions are estimated at each node independently.

![Figure 2. An example of GMR for a two-dimensional mixture with three components.](image)

**Algorithm 1** Structure and Parameters learning for continuous nodes in BNs with GMM

```plaintext
1: procedure STRUCTURE LEARNING(D)
2:    Input: D = \{ x_1, ..., x_n, ..., y_1, ..., y_n \}
3:    Output: \{ V, E \} = HillClimbing(D, start_dag)
4:    return \{ V, E \}

6: procedure PARAMETERS LEARNING(D, \{ V, E \})
7:    Input: D = \{ x_1, ..., x_n, ..., y_1, ..., y_n \}, BN structure \{ V, E \}
8:    Output: dictionary with distributions parameters for each node in BN
9:    params = empty dictionary
10:   for node in BN_structure do
11:       if node is continuous and parents(node) are empty then
12:           ncomponents = (BIC(node, D) + AIC(node, D)) / 2
13:           m = GMM(ncomponents).fit(node, D)
14:           params[node] = \{ m.means, m.covariances, m.weights \}
15:       if node is continuous and parents(node) are continuous then
16:           nodes = [node, parents(node)]
17:           ncomponents = (BIC(nodes, D) + AIC(nodes, D)) / 2
18:           ml = GMM(ncomponents).fit(nodes, D)
19:           params[node] = \{ m.means, m.covariances, m.weights \}
20:    return params
```
Algorithm 2 Inference for continuous nodes in BNs with GMM

1: procedure **INFEERENCE**(parents\_values)
2: \hspace{1em} Input: parents\_values = \[x_1, \ldots, x_n, \ldots, y_1, \ldots, y_n\]
3: \hspace{1em} Output: sampled value in a node
4: \hspace{1em} \text{sampled\_value} = 0
5: \hspace{1em} \text{conditional\_distribution} = \text{take parameters from BN\_parameters} by discrete parents values [x_1, \ldots, x_n]
6: \hspace{1em} \text{mean} = \text{conditional\_distribution}[\text{mean}]
7: \hspace{1em} \text{covariances} = \text{conditional\_distribution}[\text{covariances}]
8: \hspace{1em} w = \text{conditional\_distribution}[\text{weights}]
9: \hspace{1em} model = \text{GMM}(n\_components = \text{length}(w), \text{means} = \text{mean}, \text{covariances} = \text{covariances}, \text{weights} = w)
10: \hspace{1em} \text{sampled\_value} = \text{model.conditional\_sampling}(\text{continuous parents values} \ [y_1, \ldots, y_n])
11: return \text{sampled\_value}

4. Classification Models in Parameters Learning

In general, Bayesian network structure search methods allow continuous variables to be parents of discrete variables. The main problem arises at the parameters learning stage since such pairs of parents and children require a model estimating the discrete distribution concerning some continuous data. Furthermore, most applications also require the ability to predict discrete values from parental data. Classification models handle this well. Algorithm 3 shows the algorithm for parameters learning in discrete nodes using a classifier. Algorithm 4 shows the algorithm for inference in discrete nodes based on parents values.

Next, we describe the classifiers implemented in the BAMT library [32] and used for experiments. The main focus will be on how these models can obtain distributions since this is not the most common way to use them.

4.1. Logistic Regression

This multiclass classification method uses a softmax function to estimate the probability of a conditional discrete distribution.

This is a linear model, where for each \(k\)th of \(K\) classes, the vector \(W_k\) and the free factor \(W_{0,k}\) are estimated, and the probability of this class for the parent vector \(X\) is given by the formula:

\[
p_k(X) = \frac{\exp (XW_k + W_{0,k})}{\sum_{l=1}^{K} \exp (XW_l + W_{0,l})}
\]  
(13)

As any linear model, it cannot always reliably approximate the real situation. All classifier implementations from this and below are taken from the sklearn package in Python.

4.2. Linear Discriminant Analysis (LDA)

This model describes class \(k\) through Gaussian distributions with mean \(\mu_k\) and covariance matrix \(\Sigma_k\). It is assumed that the covariance matrices coincide and are equal to some \(\Sigma\). The linear model from these parameters and the marginal distribution approximates \(\log P(y = k|X)\) from which the conditional discrete distribution is easily obtained.

Similar to the model above, it has a certain level of linearity, so, for example, \(\log P(y = k|X)\) is given by the following formula:

\[
\log P(y = k|X) = W_k^TX + W_{0,k} + \text{Const}
\]  
(14)

where vector \(W_k\) and free factor \(W_{0,k}\) are calculated using mean \(\mu_k\) and covariance matrix \(\Sigma_k\).
Algorithm 3 Parameter learning for discrete nodes in BNs with a classifier

1: procedure PARAMETERS LEARNING($D, \{ V, E \}$, classifier)
2:  Input: $D = \{ x_1, \ldots, x_n, \ldots, y_1, \ldots, y_n \}$, BN structure $\{ V, E \}$
3:  Output: dictionary with distributions parameters for each node in BN
4:  $params = \text{empty dictionary}$
5:  for node in BN STRUCTURE do
6:     if node is discrete and parents(node) are empty then
7:         $params[node] = \text{discrete_distribution_from}(node, D)$
8:     if node is discrete and parents(node) are discrete then
9:         $nodes = [\text{node}, \text{parents}(node)]$
10:        $node_params = \emptyset$
11:        combinations = all combinations of $\text{parents}(node)$ values
12:        for $\{ v_1, \ldots, v_k \}$ in combinations do
13:            subsample = $\{ x_i : x_{ij} = v_1, \ldots, x_{ik} = v_k \}$
14:            $node_params \cup \{ \{ v_1, \ldots, v_k \} : \text{conditional_probability_table}(\text{subsample}) \}$
15:        $params[node] = node_params$
16:     if node is discrete and parents(node) are continuous then
17:         $nodes = [\text{node}, \text{parents}(node)]$
18:        $m = \text{classifier.fit}(nodes, D)$
19:        $params[node] = \{ \text{serialization}(m) \}$
20:     if node is discrete and parents(node) are continuous and discrete then
21:         $\text{cont_parents} = \text{parents_continuous}(node)$
22:        $\text{disc_parents} = \text{parents_discrete}(node)$
23:        $nodes = [\text{node}, \text{cont_parents}]$
24:        $node_params = \emptyset$
25:        combinations = all combinations of $\text{disc_parents}$ values
26:        for $\{ v_1, \ldots, v_k \}$ in combinations do
27:            subsample = $\{ x_i : x_{ij} = v_1, \ldots, x_{ik} = v_k \}$
28:            $m = \text{classifier.fit}(\text{nodes, subsample})$
29:            $node_params \cup \{ \{ v_1, \ldots, v_k \} : \text{serialization}(m) \}$
30:        $params[node] = node_params$
31:     return $params$

Algorithm 4 Inference for discrete nodes in BNs with classifier

1: procedure INFERENCE(parents_values)
2:  Input: parents_values = $[x_1, \ldots, x_n, \ldots, y_1, \ldots, y_n]$
3:  Output: sampled value in a node
4:  serialized_model = take parameters from BN_PARAMETERS by discrete parents values $[x_1, \ldots, x_n]$
5:  model = deserialization(serialized_model)
6:  conditional_distribution = model.predict_proba (continuous parents values $[y_1, \ldots, y_n]$)
7:  sampled_value = choice(conditional_distribution, model.classes)
8:  return sampled_value

4.3. K-Nearest Neighbors (kNN)

In the classical approach, the basic idea is that an object is assigned the class that is the most common or closest on average among the k neighbours of a given element, which are taken from the training dataset and for which the classes are known. Discrete distributions are also obtained from the frequency or ratio of the mean distance to all averages for each class among the k nearest neighbours. This model is quite flexible due to the possibility
of selecting the metric and the number of neighbours and non-linearity. However, it may cause problems with overtraining.

4.4. Decision Tree

The decision tree recursively partitions the feature space in steps relative to some value to group objects from the same class. The conditional discrete distribution for this method is the proportions of class representation in the corresponding decision tree leaf. This model has a risk of overtraining, and a rather large number of hyperparameters, which in the experiments are chosen by default according to the sklearn package implementation.

4.5. Random Forest

A method that trains multiple decision trees on different subsamples of data and uses averaging of their results. The conditional discrete distribution is the average of the distributions of these trees. The problems of this model are similar to the model above, although it has more flexibility.

5. Experiments

5.1. Synthetic Data

5.1.1. Parameters Learning on Different Kinds of GMM

Some experiments were carried out on synthetic data to identify the features and limitations of mixtures for parameters learning. The primary purpose of these experiments is to answer for which data the use of mixtures increases modelling quality.

We should select a metric to compare various mixtures with each other. The most obvious choice is the degree of cohesion of the mixture’s components, which indicates how close the components are to each other. It is possible to calculate such a metric, for example, using the Mahalanobis distance or using a linear discriminant [33]. However, these metrics are highly dependent on the generated values since they are calculated on points. Therefore, we have chosen a metric that estimates the rate of overlap of the components (OLR) [34]. In essence, this level is calculated as the ratio of the probability at the lowest point (saddle) to the probability at the peak point. Thus, the maximum distance between the components will correspond to OLR equal to 0, and the minimum distance between the components—OLR equals 1. The Jensen–Shannon divergence was chosen to assess the quality of modelling [35]. It was decided to use the Jensen–Shannon divergence, since it has the property of symmetry and its values are normalized from 0 to 1, which is quite convenient when comparing the results.

For the experiment, two simple structures were generated—two-dimensional and three-dimensional random variables (Figure 3).

![Figure 3. Structures for a synthetic experiment. All nodes are continuous.](image)

Overall, 300 different mixtures were generated; the means ranged from 0 to 20, the variance ranged from 1 to 20. The experiment steps were the following:

1. For each combination of parameters, a data sample was generated from the mixture;
2. The network parameters were trained on the sample;
3. Then a sample was generated from the Bayesian network, and the mixture parameters were trained on it;
4. The mixtures were compared, and the divergence between them was calculated.
Next, to compare the simulation based on mixtures and based on a single Gaussian distribution, the following experiment was performed:
1. For each combination of parameters, a sample was generated from the mixture;
2. The sample was divided into train and test in a ratio of 90 to 10%;
3. The network parameters were trained on the train in two ways—based on one Gaussian distribution and based on GMM;
4. For each observation in the test, the value in each node was removed sequentially;
5. The deleted value in a node was restored as an average value after sampling in this node;
6. The root mean square error (RMSE) of restoration was calculated for two approaches—based on one Gaussian distribution and based on mixtures.

Figure 4 shows the results of the first experiment. It can be seen that the divergence grows along with the decrease in the distance between the components. Figure 5 shows by how what percent the average RMSE decreases when we use mixtures for training and recovery; the percentage is calculated relative to RMSE obtained during training and recovery using the Gaussian distribution. It can be seen that, on average, the use of mixtures reduces the error by 40 percent, and this percentage grows with an increase in the distance between the components and an increase in the number of components.

Figure 4. Results of experiments to identify the relationship between the quality of modelling using GMM and the characteristics of the dataset for two-dimensional (a) and three-dimensional (b) cases with a different number of components.
5.1.2. Parameters Learning with Classifiers from a GMM Perspective

The following experiment on synthetic data is conducted to determine the effect of the degree of cohesion on parameters learning with the classifier. The primary purpose of this experiment is to answer on which data the use of classifiers improves the modelling quality of discrete data and how much it degrades it for continuous data.

The structures generated for the experiment are two-dimensional random variables of a continuous value and the corresponding component number. Thus, they are related, but it is unclear how the edge between them should be directed.

There were generated 300 different mixtures; the means ranged from 0 to 15, the variance ranged from 1 to 10, each component was taken in equal proportions. Then, the following experiment steps were completed:

1. For each combination of parameters, a data sample was generated from the mixture;
2. OLR was calculated on the true parameters of the mixtures;
3. The sample was divided into train and test in a ratio of 90 to 10%;

Figure 5. Reducing the average RMSE of all nodes as a percentage when using GMM for two-dimensional (a) and three-dimensional (b) cases. A negative value indicates that GMM is outperformed by one Gaussian distribution.
4. The network parameters of two simple networks from an edge oriented one way or the other were trained on training sample by the classical method without the use of mixtures;
5. For each observation in the test, the value in each node was removed sequentially;
6. The deleted value in a continuous node was restored as an average value after sampling in this node, and the discrete value as the mode;
7. RMSE and restoration accuracy were calculated for two approaches—based on an edge from the discrete node to the continuous node with a conditional Gaussian model and an inverted direction with a classifier from the list above.

Figure 6 shows how much the RMSE degrades when we do not use mixtures for training and additional information about the component from the associated discrete variable. Moreover, it shows how the degree of cohesion affects accuracy. The coloured lines on the accuracy graph represent curves obtained by linear regression for each classifier. It should be noted that this has the same effect on methods assuming some Gaussianity of the data and on different ones. In the long run, the mixtures and OLR estimation on them can be used to decide on the network’s topology.

Figure 6. A decrease in the RMSE of a continuous node and an increase in the accuracy in determining the components when the edge is reversed for the two-component (a) and three-component (b) cases. A negative RMSE value indicates how much the estimate is degraded.
It should be noted that such a strong influence is caused by the fact that we cannot use data from children for estimation. However, an algorithm using such data in hybrid networks will inevitably require edges directed from continuous to discrete.

5.2. Real Data

5.2.1. Using GMM for Parameters Learning on Real Data

Two datasets from the industry were selected to conduct experiments on real data. The main requirement for data is the presence of both discrete variables and continuous ones since we would like to test the ability of GMM to work on mixed data. The first dataset is from the oil and gas sector. It represents data on 442 reservoirs, their geological parameters (nine parameters), including four discrete variables (for example, period) and five continuous variables (for example, porosity). The second dataset represents the data of 3000 bank customers and includes four discrete variables (for example, gender) and four continuous variables (for example, the size of a transaction per month). Since these are real data, there are no reference networks for it. At the same time, it is clear that structural learning and the resulting structure can affect the quality of modelling, so we will compare the quality of modelling for different structures obtained by different structure learning methods on mixed data [31]. In these experiments, a comparison is drawn with classical approaches to parametric learning of Bayesian networks, since more modern approaches, unfortunately, do not have an open and easy-to-use software implementation.

To validate the results, we will use leave-out validation since there are not a lot of data. Thus, the experiment contains the following steps:

1. Structural learning;
2. Parameter learning in three ways—based on one Gaussian distribution [36], based on mixtures and based on discretization [37];
3. Then, we take a test sample, sequentially delete the values in continuous nodes and restore them using sampling from the network in two ways—based on one Gaussian distribution and based on mixtures;
4. Calculate the quality of restoration as RMSE.

Tables 1 and 2 show the recovery results for all continuous dataset variables, the best result for the parameter among all training methods is highlighted in bold. Thus, it can be seen that, firstly, GMM performs better on all structure learning methods, and secondly, all the best results for the parameters are also obtained when using mixtures. This confirms the stability of the proposed mixture-based parametric learning approach. It can be seen that sometimes the gain in quality is not very large, however, in the given subject areas that are shown in the experiments, such an increase in quality is significant, moreover, this can be explained by the weak distinguishability of the components in the data, while with good distinguishability, the gain is about 20 % (Section 5.1.1).

Additionally, for the geological dataset, an experiment was conducted in which three continuous features (Gross, Permeability and Depth) were selected, for each parameter, sampling was performed from the network based on the Gaussian distribution and based on mixtures, then the resulting samples were compared with the original distributions using qq-plots. For this experiment, a network was chosen that was built using the AIC evaluation function. It can be seen (Figure 7) that modelling using mixtures of distributions makes it possible to more accurately reproduce the original distributions than the approach based on the Gaussian distribution does, since it is clear that some quantiles are poorly reproduced.
Table 1. RMSE of restoration for continuous nodes with different methods of structural learning (BIC, AIC, LL, MI) and parameter learning methods for oil and gas parameters.

<table>
<thead>
<tr>
<th>Node</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross</td>
<td>438.01</td>
<td>492.7</td>
<td>1137.1</td>
<td>409.1</td>
<td>441.7</td>
<td>879.2</td>
</tr>
<tr>
<td>Netpay</td>
<td>85.1</td>
<td>93.4</td>
<td>278</td>
<td>88.1</td>
<td>90.4</td>
<td>172.6</td>
</tr>
<tr>
<td>Porosity</td>
<td>7.1</td>
<td>7.1</td>
<td>13.9</td>
<td>5.8</td>
<td>5.9</td>
<td>8.85</td>
</tr>
<tr>
<td>Permeability</td>
<td>990.5</td>
<td>1103.2</td>
<td>2356.7</td>
<td>1058</td>
<td>1117.2</td>
<td>2450.2</td>
</tr>
<tr>
<td>Depth</td>
<td>1058.5</td>
<td>1063.1</td>
<td>1191.1</td>
<td>990.7</td>
<td>993.1</td>
<td>1110.3</td>
</tr>
</tbody>
</table>

Table 2. RMSE of restoration for continuous nodes with different methods of structural learning (BIC, AIC, LL, MI) and parameters learning methods for bank customers’ data.

<table>
<thead>
<tr>
<th>Node</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean_tr</td>
<td>6194</td>
<td>6722</td>
<td>24,502</td>
<td>6219.5</td>
<td>6787.1</td>
<td>23,871.1</td>
</tr>
<tr>
<td>Median_tr</td>
<td>5555.8</td>
<td>6148.4</td>
<td>23,821.7</td>
<td>5559.5</td>
<td>6182.9</td>
<td>24,876.1</td>
</tr>
<tr>
<td>Tr_per_month</td>
<td>22.6</td>
<td>22.7</td>
<td>116.8</td>
<td>21.2</td>
<td>22.3</td>
<td>114.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Node</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
<th>GMM</th>
<th>Gauss</th>
<th>Discrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean_tr</td>
<td>6225.1</td>
<td>6793.1</td>
<td>24,501.2</td>
<td>6213.5</td>
<td>6710.6</td>
<td>24,510.3</td>
</tr>
<tr>
<td>Median_tr</td>
<td>5569</td>
<td>6178.8</td>
<td>24,123.5</td>
<td>5594</td>
<td>6143.2</td>
<td>23,728.6</td>
</tr>
<tr>
<td>Tr_per_month</td>
<td>22.7</td>
<td>22.6</td>
<td>114.8</td>
<td>22.3</td>
<td>22.4</td>
<td>117.1</td>
</tr>
</tbody>
</table>

Figure 7. Cont.
Figure 7. Comparison of distributions sampled from the network and original distributions for three continuous geological features for two training methods—based on the classical Gaussian distribution and based on the proposed mixture algorithm (GMM).

5.2.2. Using Classifiers on Real Data

In addition to the two industry datasets mentioned above, two classification benchmarks were chosen to perform experiments on real data: the well-known Iris and Glass, which contains information about the types of glass and its various elements. Unfortunately, there is only one discrete variable in these datasets, so it is evident that classical hybrid networks with the prohibition of edges from continuous parents to discrete children are not very suitable here.

The first set represents parameters of 150 irises, including one discrete variable with three classes and four continuous variables (e.g., sepal length). The second dataset represents 214 glass samples and includes one discrete variable with seven classes (e.g., glass from utensils) and eight continuous variables (e.g., aluminium content).

To confirm the results, we calculate the recovery accuracy for each individual discrete parameter on the full set of samples from a dataset. Therefore, the experiment consists of the following steps:

1. Structural learning with and without prohibition for four different score-functions (LL, BIC, AIC and MI);
2. Parameter learning, and if there is no prohibition then for fully discretised data, where continuous data are replaced by five bins of discretisation, and for all available classifiers;
3. For each discrete parameter and each sample in a dataset, we remove value in the node and recover it by selecting the most frequent value from a conditional distribution estimated and described using a table or classifier;
4. Calculation of the quality of recovering as accuracy.

Figure 8 shows the reconstruction results for a classical network with a ban on edges from continuous nodes to discrete nodes (Blacklist), for a network without a ban, but with
data discretization (Full discrete) and for networks with classifiers. It can be seen that, firstly, discretization which allows to remove bans on connections cannot always improve quality. This justifies the search for other ways to solve this problem. The situation with discretization is more complicated because it is difficult to automatically select its parameters, which is why five equal bins were considered in the experiments for uniformity. Secondly, the existing solution using logistic regression also does not always improve the situation. This justifies an expansion of the list of classifiers under consideration. Additionally, from this list a more appropriate model for the distribution can be selected, which definitely improve the quality.

![Graphs showing experimental results](image)

**Figure 8.** Experimental results comparing the quality of recovery in terms of accuracy of discrete variables for a classical network with prohibition of continuous parents for discrete children (Blacklist), for networks without prohibition but with discretization of continuous (Full discrete) and for different classifiers as ways of parametric description of dependencies. For Iris (a), Glass (b), Reservoir (c) and Clients (d) datasets. The closer the accuracy to 100 percent, the better the quality.

It should be clarified that for these datasets, the objective was purely accurate classification and prediction and the accuracy of the estimation of continuous variables is not considered.

**6. Conclusions**

The paper proposed solutions to two problems—parameter learning of Bayesian networks with non-Gaussian distributions and parameter learning for networks where “continuous parent–discrete child” relationships are essential. The first solution was based on the use of mixtures of Gaussian distributions. Experiments have shown the limitations in using this training method; in particular, this training gives a substantial increase in quality
(about 40%) on datasets with low cohesion of components. Additionally, experiments on real data showed that mixtures increase the quality of a model by an average of 15%, regardless of the structured learning method. The second solution was based on the use of classification models. Experiments have shown that on datasets where dependency logic requires connections with continuous parents and discrete children, using the proposed solution increases the quality of recovery by at least 30%. The proposed approaches to learning can work somewhat slower, but the slowdown is no more than one and a half times. In the future, it is planned to study the possibility of executing the proposed algorithms on the GPU in order to speed them up.

In the future, it is planned to research combining two solutions in one network and identifying for which data the joint use of both solutions will increase quality both on continuous nodes and on discrete nodes. It would also be interesting to investigate how modelling quality is improved when using such parameters learning on various elementary graph structures.

Experiments and data can be found in the repository in [32].
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