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Abstract: It is well known that a traditional data envelopment analysis (DEA) cross-efficiency evaluation model assumes that the decision-makers are completely rational, which causes the evaluation results to be inconsistent with the actual situation. To remedy this, in this paper, we propose an improved DEA prospect cross-efficiency evaluation method called EPCE model. The EPCE model captures the risk attitude of decision-makers and retains the decision information in the evaluation process. In particular, this new approach generates a more practical, realistic weighting scheme to measure the cross-efficiency and provides a reliable technique for ordering the decision-making units (DMUs) from the perspective of multi-criteria decision analysis. Finally, to demonstrate the validity and reliability of the proposed approach, we show an empirical analysis of mutual fund investment selection from Chinese fund market.
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1. Introduction

In the past four decades, data envelopment analysis (DEA), proposed by Charnes et al. [1], has played a crucial role in the field of performance evaluation. The use of DEA has been prevalent in many areas, such as agriculture, transportation, banking, and so on; see, e.g., [2–4]. A system of DEA models is one important branch of the efficiency ranking method of decision-making units (DMUs). In the classic Charnes–Cooper–Rhodes (CCR) model, each DMU uses the weight that is the most favorable to itself to evaluate its efficiency. Hence, the CCR efficiency is also referred to as self-appraisal efficiency. However, in the CCR model, the relative effectiveness of the DMUs evaluated as DEA efficiency cannot be further distinguished. In addition, the inputs and the outputs that are the most favorable for evaluating a particular DMU may not be optimal for evaluating other DMUs. Therefore, the weights established through self-appraisal may sometimes be unrealistic. To improve the discriminant ability of DEA and make its weight more objective and practical, the DEA cross-efficiency evaluation model was proposed in [5] as an alternative to self-appraisal and an extension to DEA. As the DEA cross-efficiency evaluation model ensures the unique ordering of the DMUs [6], it is applied in many scenarios such as the sequence of the DMUs’ evaluation, assessing information sharing in supply chain management [7], portfolio selection [8], and supplier selection in public procurement [9].

Within the study of the DEA cross-efficiency evaluation model, the cross-efficiency aggregation method (arithmetic averaging) is a hot topic. However, Wu et al. [10] observed that it does not lead to a Pareto optimal solution and it loses the connection between weights. Thus, they proposed an aggregated model based on the cross-efficiency method and Shannon entropy (referred as Wu’s method in the subsequent text). Inspired by the
evidential reasoning approach, Yang et al. [11] transformed the cross-efficiency matrix into pieces of evidence first, and then they aggregated the obtained cross-efficiency. To allow the optimism of the decision-maker (DM) towards the optimal relative efficiency and take it into account in the final overall efficiency evaluation, Wang and Chin [12] proposed the use of the ordered weighted averaging operator weight cross-efficiency aggregation. Moreover, Song and Liu [13] observed that Wu’s method [10] assigns the largest weight to the least important DMU, which could be unreasonable, so they proposed a variance coefficient method to overcome this drawback.

The DEA cross-efficiency evaluation model, based on the framework of expected utility theory (EUT), assumes that the DMs are completely rational even if in a risky situation; it does not take the DMs’ subjective attitude into consideration. However, as the decision-making process is conducted by people, the results obtained from the DEA cross-efficiency evaluation model based on EUT assumptions may not be consistent with the realistic situation. To remedy this, Liu et al. [14] proposed a new cross-efficiency model called prospect cross-efficiency (PCE) by calculating the prospect value of the DMU. At the same time, Deng and Fang [15] integrated the DEA prospect cross-efficiency evaluation model into fuzzy portfolio asset allocation under the framework of mean-variance-maverick. To avoid the choice dilemma between the aggressive and benevolent cross-efficiency model and to provide a reliable decision-making technique considering non-rational psychological factors for the ranking of the DMUs, Fang and Yang [16] proposed a comprehensive method using DEA cross-efficiency interval evaluation and cumulative prospect theory. Based on the Dempster–Shafer evidence theory, Fan et al. [17] obtained the DMU’s weights by considering the cross-efficiency scores as evidence to prove the DMU’s credibility. In order to establish a target efficiency identification model, Shao and Wang [18] developed several two-stage cross-efficiency evaluation models based on prospect theory so that dynamic reference points are determined by introducing the optimism coefficient. In addition, Yu et al. [19] developed a common weight DEA model by considering the psychological behaviors of the DMs. Moreover, Mei and Wang [20] proposed a cross-efficiency aggregation method based on the entropy weight method and prospect theory.

Although the PCE model [14] considers the risk attitude of the DMs in the cross-efficiency evaluation model, it uses the same fixed point as the reference point. This leads to deviation from the actual DMs’ reference points so that it cannot objectively and reliably reflect the expected gains and losses of the DMs. In addition, the traditional arithmetic average weighting method assigns the same weight to each decision making unit and does not take into account the relative importance of each decision making unit, so it is easy to miss a lot of decision information [10].

Inspired by existing research results, this paper investigates two aspects. One is to improve the objectivity and fairness of evaluation results. The other is to introduce psychological factors into the model so that they have an influence on decision-making behavior. Moreover, we study the aggregation method of the cross-efficiency and optimize the evaluation results of the model by introducing the risk attitude of the DMs and the entropy contained in the efficiency value.

The research in this paper is mainly based on the work of [13,14]. The main contributions of this study are as follows:

1. Compared to the classic CCR model, the proposed approach completely sorts the DMUs. In addition, psychological factors of the DMs are introduced so that the results are more realistic.
2. Taking the risk attitudes of the DMs into consideration, the endogenous and exogenous reference points are determined, and the convex combination of free parameters is constructed to calculate the final prospect value.
3. By combining the Shannon entropy with the DEA cross-efficiency evaluation model, the proposed approach avoids the weight deviation of the traditional model and retains the decision information in the evaluation process.
The rest of this paper is organized as follows. Section 2 introduces the DEA cross-efficiency evaluation model, prospect theory, and Shannon entropy. Section 3 discusses the proposed approach. Section 4 demonstrates the proposed approach through a numerical example and an empirical case applied to the Chinese mutual fund market. Section 5 gives the conclusions.

2. Preliminaries

2.1. Cross-Efficiency Evaluation

Suppose that there are $n$ DMUs, then the inputs matrix and the outputs matrix are $X = (x_{ik})_{m \times n}$ and $Y = (y_{rk})_{s \times n}$, respectively. Let $x_{ik} (i = 1, \cdots, m)$ and $y_{rk} (r = 1, \cdots, s)$ be the $i$th and the $r$th evaluation indicator of DMU$_k$, respectively. The efficiency value of the rated DMU$_k$ can be obtained by the classic CCR model [1]:

$$
\max \frac{\sum_{r=1}^{s} u_{rk} y_{rk}}{\sum_{i=1}^{m} v_{ik} x_{ik}} \\
\s.t. \left\{ \begin{array}{l}
\sum_{r=1}^{s} u_{rk} y_{rd} \leq 0, \quad d, k = 1, 2, \cdots, n, \\
\sum_{i=1}^{m} v_{ik} x_{id} = 1, \\
u_{rk}, v_{ik} \geq 0
\end{array} \right.
$$

where $v_{ik}$ and $u_{rk}$ are the weights assigned to the $i$th input and the $r$th output when evaluating DMU$_k$.

It is well known that the classic CCR model given by (1) is a fractional programming model, its equivalent linear form can be obtained after the Charnes–Cooper transformation [1,21], and the original fractional programming can be formulated as linear programming, i.e.,

$$
\max E_k = \sum_{r=1}^{s} u_{rk} y_{rk} \\
\s.t. \left\{ \begin{array}{l}
\sum_{r=1}^{s} u_{rk} y_{rd} - \sum_{i=1}^{m} v_{ik} x_{id} \leq 0, \\
\sum_{i=1}^{m} v_{ik} x_{id} = 1, \\
d, k = 1, 2, \cdots, n, u_{rk}, v_{ik} \geq 0
\end{array} \right.
$$

The optimal input and output weights $u_{rk}^*$ and $v_{ik}^*$ can be obtained by solving model (2). Each DMU$_k$ chooses its own favorable weights $u_{rk}^*$ and $v_{ik}^*$ so that its CCR efficiency $E_k^*$ could be maximized. From the perspective of DMU$_k$, the final cross-efficiency value of DMU$_k$ is given by

$$
E_k = \frac{1}{n} \sum_{d=1}^{n} E_{dk},
$$

where

$$
E_{dk} = \frac{\sum_{r=1}^{s} u_{rk}^* y_{rd}}{\sum_{i=1}^{m} v_{ik}^* x_{id}}
$$

is DMU$_d$’s peer-appraisal efficiency value [5].

It is well known that $E_k \in [0, 1]$. When $E_k = 1$, DMU$_k$ is regarded as the DEA efficiency, that is, the output is high under the condition of limited input. When $E_k < 1$, DMU$_k$ is considered as the DEA non-efficiency. For further details, we refer to [5].
2.2. Prospect Theory

Prospect theory, proposed by Kahneman and Tversky [22], describes the behavioral decision theory of the DMs under the conditions of risk and uncertainty. According to prospect theory, the DMs may have different choices for the same problem, and generally reflect the subjective feelings of the DMs through the prospect value of gains and losses.

The prospect value function can be expressed as:

\[ P(\Delta z) = \begin{cases} 
(\Delta z)^\alpha, & \Delta z \geq 0, \\
-\lambda(\Delta z)^\beta, & \Delta z < 0,
\end{cases} \]

(5)

where \( \Delta z = z - z_0 \) measures the deviation from the \( z \) value to the reference point \( z_0 \); it means gains or losses corresponding to the possible outcome. If \( \Delta z \geq 0 \), the outcome would be seen as a gain. Otherwise, it would be seen as a loss. The parameters \( \alpha \) and \( \beta \) can be estimated, representing the concavity and convexity of the value function, respectively, and satisfy the constraints \( \alpha, \beta \in (0, 1] \). The expression \( \alpha \) represents the sensitivity of the DM to earnings; the larger \( \alpha \), the more sensitive the DM is to earnings. Similarly, \( \beta \) represents the sensitivity of the DM to losses; the larger \( \beta \), the more sensitive the DM is to losses. Finally, \( \lambda \) is the loss-aversion coefficient, which can be regarded as the ratio of sensitivity of the DM to gains and losses. Generally speaking, the DMs are more sensitive to losses than to gains, which implies that \( \lambda \) satisfies \( \lambda \geq 1 \).

2.3. Shannon Entropy

Information entropy, proposed by Shannon [23], is an important concept in information theory, which can measure the disorder degree of a system. For a specific system, if the system is very random and chaotic, the information entropy of the system is very large. In contrast, if a system is deterministic and subject to certain rules and order, the information entropy of the system is small. The greater the entropy value, the variation degree of the index, the information, and the role in decision-making process, the higher the weight. In contrast, the less information of indicators, the lower the weight in the decision-making process.

Wu et al. [10] proposed the concept of the entropy value of the cross-efficiency score, and applied it to generate relative weights for the cross-efficiency aggregation. The definition of the entropy value of the cross-efficiency score is given below.

**Definition 1.** For each DMU \( k \), the entropy value of the cross-efficiency score \( h_{dk} \) is defined as

\[ h_{dk} = -e_{dk} \ln e_{dk}, \]  

where

\[ e_{dk} = \frac{E_{dk}}{\sum_{k=1}^{n} E_{dk}}. \]

(7)

Here, \( h_{dk} \) measures the turbulence among the evaluation results, which can be regarded as a measurement of the unwillingness degree towards cooperation among the DMUs. The smaller \( h_{dk} \), the better the evaluation results.

3. Proposed Approach

As noted in Section 2.2, the selection of reference points significantly impacts the computation of prospect value. Hence, we first introduce some special reference points and show how they derive the prospect value, and then explain the process for our selection of reference points.

Usually, reference points are selected at (1) the zero point, (2) the positive ideal point, (3) the negative ideal point, (4) the mean value, and (5) the median [14]. For example, in [24], the best DMU is defined as the positive ideal point. Now, we define the positive ideal point as
the best DMU and the negative ideal point as the worst DMU. For a positive ideal point, it represents the least input and the most output, so the DMU can gain benefits through the least input and the most output. For a negative ideal point, it represents more input and less output, which is a loss for the DM. Thus, we choose the best and the worst value as the exogenous reference points to reflect external competitive advantages, and the mean value is regarded as the endogenous reference points to reflect the DMUs’ own characteristics in our proposed approach.

Let \( x_i = (x_{i1}, x_{i2}, \ldots, x_{in})^T \) \( (i = 1, \ldots, m) \) and \( y_r = (y_{r1}, y_{r2}, \ldots, y_{rn})^T \) \( (r = 1, \ldots, s) \) be the \( i \)th input and the \( r \)th output of the DMUs, respectively. For the endogenous reference point, we consider using the average of the DMU’s inputs and outputs, defined as

\[
P_{in}(x_{ik}) = \begin{cases} 
(x_{ik} - \overline{x}_i)^a, & x_{ik} \geq \overline{x}_i, \\
-\lambda(\overline{x}_i - x_{ik})^\beta, & x_{ik} < \overline{x}_i,
\end{cases}
\]

and

\[
P_{in}(y_{rk}) = \begin{cases} 
(y_{rk} - \overline{y}_r)^a, & y_{rk} \geq \overline{y}_r, \\
-\lambda(\overline{y}_r - y_{rk})^\beta, & y_{rk} < \overline{y}_r,
\end{cases}
\]

respectively. The average value is simple and representative; it is more in line with the thinking habits of the DMs using the average as a reference point.

The parameters \( a \) and \( \beta \) represent the concavity and convexity of the value function, respectively, and satisfy the constraints \( a, \beta \in (0, 1) \); \( \lambda \) is the loss-aversion coefficient. Ref. [25] suggested that \( a = 0.88, \beta = 0.25 \).

For the exogenous reference point, we choose the worst and the best DMUs. Let the worst DMU be the reference point of the DM. Then the overall exogenous prospect gain values of DMU \( k \) is given by

\[
P_{ex}^+(x_{ik}) = (\max\{x_i\} - x_{ik})^a
\]

and

\[
P_{ex}^+(y_{rk}) = (y_{rk} - \min\{y_r\})^a,
\]

respectively. Here, \( \max\{x_i\} \) and \( \min\{y_r\} \) are the worst bounds for the inputs and the outputs of DMU \( k \), respectively.

Let the best DMU be the reference point of the DM. Then the overall exogenous prospect loss values of DMU \( k \) are given by

\[
P_{ex}^-(x_{ik}) = -\lambda(x_{ik} - \min\{x_i\})^\beta
\]

and

\[
P_{ex}^-(y_{rk}) = -\lambda(\max\{y_r\} - y_{rk})^\beta,
\]

respectively. Here, \( \min\{x_i\} \) and \( \max\{y_r\} \) are the best bounds for the inputs and the outputs of DMU \( k \), respectively.

In what follows, we present an entropy-based prospect cross-efficiency evaluation (EPCE) model as
\[
\max \quad E_{dk} = \delta(P_{in}(x_{ik}, y_{rk})) + (1 - \delta)(\theta P^{+\text{ex}}_{ck}(x_{ik}, y_{rk}) + (1 - \theta) P^{-\text{ex}}_{ck}(x_{ik}, y_{rk}))
\]
\[
\begin{aligned}
&\sum_{r=1}^{s} u_{rk}y_{rd} - \sum_{i=1}^{m} v_{ik}x_{id} \leq 0, \\
&\sum_{r=1}^{s} u_{rk}y_{rk} = E^*_k, \\
&\sum_{i=1}^{m} v_{ik}x_{ik} = 1, \\
&d, k = 1, 2, \ldots, n, \\
&u_{rk}, v_{ik} \geq 0, \\
&\delta, \theta \in [0, 1],
\end{aligned}
\]
\[\text{(14)}\]

where
\[
P_{in}(x_{ik}, y_{rk}) = \sum_{i=1}^{m} v_{ik}P_{in}(x_{ik}) + \sum_{r=1}^{s} u_{rk}P_{in}(y_{rk}), \quad \text{(15)}
\]
\[
P^{+\text{ex}}_{ck}(x_{ik}, y_{rk}) = \sum_{i=1}^{m} v_{ik}P^{+\text{ex}}_{ck}(x_{ik}) + \sum_{r=1}^{s} u_{rk}P^{+\text{ex}}_{ck}(y_{rk}), \quad \text{(16)}
\]
\[
P^{-\text{ex}}_{ck}(x_{ik}, y_{rk}) = \sum_{i=1}^{m} v_{ik}P^{-\text{ex}}_{ck}(x_{ik}) + \sum_{r=1}^{s} u_{rk}P^{-\text{ex}}_{ck}(y_{rk}), \quad \text{(17)}
\]

and \(E^*_k\) represents the self-appraisal efficiencies, i.e., the CCR efficiency.

It follows from [13] that the variation coefficient \(\epsilon_d\) can be calculated by
\[
\epsilon_d = \sqrt{\frac{1}{n} \sum_{k=1}^{n} \left( h_{dk} - \bar{h}_d \right)^2}, \quad \text{(18)}
\]

where \(h_{dk}\) can be obtained by Equation (6), and
\[
\bar{h}_d = \frac{1}{n} \sum_{k=1}^{n} h_{dk}. \quad \text{(19)}
\]

Thus, the aggregating weights \(\omega = (\omega_1, \omega_2, \ldots, \omega_n)^T\) can be determined by
\[
\omega_d = \frac{\epsilon_d}{\sum_{d=1}^{n} \epsilon_d}. \quad \text{(20)}
\]

In the aforementioned remarks, \(\delta\) and \(\theta\) are the free parameters that can be adjusted according to the subjective wishes of the DM, where \(0 \leq \delta, \theta \leq 1\). Here, \(\delta\) represents the degree of the DM’s preference for the internal versus external reference point of the evaluation question. A larger \(\delta\) indicates that the DM considers the internal reference point (i.e., the mean value) to be more meaningful; \(\theta\) represents the DM’s risk appetite, and a larger \(\theta\) reflects a more optimistic DM. The parameter \(\lambda\) is the loss-aversion coefficient, which can be regarded as the ratio of sensitivity of the DM to gains and losses. As \(\theta\) and \(\delta\) are adjustable parameters, their optimal range needs to be determined before conducting the final efficiency evaluation. For this purpose, we refer to the concept of satisfaction proposed by Wu et al. [26].
Definition 2. For each DMU \( k \), the satisfaction degree \( \psi_k \) can be defined as

\[
\psi_k = \frac{\sum_{r=1}^{g} \frac{u_r y_{rk}}{v_{ik}}}{E_{k}^{\text{max}} - E_{k}^{\text{min}}} - E_{k}^{\text{min}},
\]

(21)

where \( E_{k}^{\text{max}} \) (upper bound) and \( E_{k}^{\text{min}} \) (lower bound) are defined as

\[
E_{k}^{\text{max}} = \sum_{r=1}^{g} \frac{u_r^* y_{rk}}{v_{ik}},
\]

(22)

and

\[
E_{k}^{\text{min}} = \min_{k=1,2,\ldots,n} \left\{ \min_{(u^*_{rk},v^*_{ik})} \left( \frac{\sum_{r=1}^{g} u_r^* y_{rd}}{\sum_{i=1}^{m} v_{ik}^* x_{id}} \right) \right\}, \forall d \neq k,
\]

(23)

respectively.

Finally, the aggregated efficiency values calculated by our proposed EPCE model can be expressed as

\[
E_{k}^{\text{cross}} = \sum_{d=1}^{n} E_{dk}^* \omega_d,
\]

(24)

where \( E_{dk}^* \) is the optimal objective values of the above model (14).

Thus, we establish the framework of the problem and derive the original cross-efficiency matrix. By solving model (2), the self-appraisal efficiencies \( E_{k}^* \) can be obtained. For DMU\(_k\), we calculate their peer-appraisal efficiencies \( E_{dk} \) \((d = 1, \ldots, n)\) and the initial cross-efficiencies \( E_{k} \) via Equations (3) and (4).

By calculating its satisfaction degree with the EPCE evaluation results for each DMU, we can obtain the evaluation result with the smallest satisfaction degree variance as the final result of the proposed approach. The minimum variance means that all DMUs have the highest recognition consistency for the evaluation result; \( \theta^* \) and \( \delta^* \) in the evaluation result are the optimal parameter values corresponding to the final result.

Considering the limitations and egoism of each DMU assessment, the amount of information contained in the results may vary. Now we introduce Shannon entropy into model (14) so that the final aggregated cross-efficiency \( E_{k}^{\text{cross}} \) for each DMU \( (k = 1,2,\ldots,n) \) can be easily solved by Equations (18)–(24).

To summarize the foregoing analysis, the proposed integrated approach using prospect theory and Shannon entropy can be described as Algorithm 1.

**Algorithm 1**: Entropy-based prospect cross-efficiency evaluation method.

**Input**: input matrix \( X \) and output matrix \( Y \)

1. Calculate \( E_{k} \) from (2)
2. Calculate prospect value \( P_{in}(x_{ik}), P_{in}(y_{rk}), P_{ex}^+(x_{ik}), P_{ex}^+(y_{rk}), P_{ex}^-(x_{ik}), \text{and } P_{ex}^-(y_{rk}) \) from Equations (8)–(13)
3. Calculate prospect cross-efficiency weights from model (14)
4. Calculate efficiency values from Equations (18)–(20)
5. Calculate corresponding satisfaction degree \( \psi_k \) for all possible values of \( \theta \) and \( \delta \) from Equation (21), and choose the optimal parameters’ combination which has the highest average satisfaction degree
6. Calculate the final aggregated EPCE efficiency values \( E_{k}^{\text{cross}} \) from Equation (24)

**Output**: \( E_{k}^{\text{cross}} \)
4. Empirical Examples

4.1. A Case of University Departments

4.1.1. Benchmark Case

To show the effectiveness of validity of our proposed model, we use the data cited in [27] for demonstration. In this case, we analyze the performance of seven university departments. The input as well as the output data of each DMU are shown in Table 1. According to [22], when $\alpha = \beta = 0.88$ and $\lambda = 2.25$, it is most conforming to human decision-making psychology under the assumption of bounded rationality. Therefore, we use the above parameter values in subsequent calculations. There are three inputs $x_1, x_2,$ and $x_3$, representing number of academic staff, salaries of academic staff (in units of GBP in a thousand), and salaries of support staff (in units of GBP in a thousand), respectively. In addition, there are three outputs $y_1, y_2,$ and $y_3$, representing output data corresponding to the number of undergraduate students, postgraduate students, and research papers, respectively.

The self-appraisal efficiency value is calculated by (2), and the weights obtained from the CCR model are shown in Table 2. It is obvious that the self-appraisal efficiency values of other DMUs are all 1 except for DMU$_4$, and their relative effectiveness cannot be further distinguished.

Utilizing the proposed model, we first obtain a more reasonable gain and loss matrix by determining the exogenous and endogenous reference points, and then calculate its prospect value. Table 3 shows that a new set of weights is calculated by taking into account the subjective preferences of the DMs. The optimal weights for the final cross-efficiency aggregation we obtained are:

$$\omega = (0.2063, 0.0656, 0.2179, 0.0694, 0.1417, 0.0867, 0.2124)^T.$$
Table 3. Weights obtained from the EPCE model.

<table>
<thead>
<tr>
<th>DMUs</th>
<th>Weights of Inputs</th>
<th>Weights of Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_1$</td>
<td>$x_2$</td>
</tr>
<tr>
<td>DMU_1</td>
<td>0.00E + 00</td>
<td>2.50E - 03</td>
</tr>
<tr>
<td>DMU_2</td>
<td>0.00E + 00</td>
<td>1.33E - 03</td>
</tr>
<tr>
<td>DMU_3</td>
<td>0.00E + 00</td>
<td>3.74E - 04</td>
</tr>
<tr>
<td>DMU_4</td>
<td>6.42E - 02</td>
<td>6.29E - 05</td>
</tr>
<tr>
<td>DMU_5</td>
<td>0.00E + 00</td>
<td>4.43E - 04</td>
</tr>
<tr>
<td>DMU_6</td>
<td>0.00E + 00</td>
<td>1.28E - 03</td>
</tr>
<tr>
<td>DMU_7</td>
<td>9.94E - 03</td>
<td>2.52E - 04</td>
</tr>
</tbody>
</table>

For the purpose of determining the best $\theta^*$ and $\delta^*$, we traverse the values of these two parameters in steps of 0.1 over the range $[0, 1]$ and calculate the corresponding EPCE efficiency values and average satisfaction degree. In this example, it can be concluded that the average satisfaction degree of the evaluated DMUs is highest when $\theta = 0.9$ and $\delta = 0.6$ (as shown in Figure 1) and the variance of each satisfaction degree is as small as possible. We use these two parameters for the final efficiency calculation.

![Figure 1](image_url)

Figure 1. Average DMU satisfaction degree for different values of $\theta$ and $\delta$.

The final efficiency results are reported in Table 4. It is clear that our approach greatly enhances discrimination among the DMUs. The DMU with the lowest efficiency value, DMU_4, in the CCR model also ranks last in the EPCE model, which shows that the model proposed in this paper has a certain reliability. In the CCR model, there are six DMUs regarded to be DEA efficient, whereas in our EPCE model, these DMUs differentiated well.

Table 4. Results of the CCR model and the EPCE model.

<table>
<thead>
<tr>
<th>DMUs</th>
<th>CCR Efficiency</th>
<th>CCR Ranking</th>
<th>EPCE Efficiency</th>
<th>EPCE Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMU_1</td>
<td>1.0000</td>
<td>1</td>
<td>0.9035</td>
<td>1</td>
</tr>
<tr>
<td>DMU_2</td>
<td>1.0000</td>
<td>1</td>
<td>0.8023</td>
<td>3</td>
</tr>
<tr>
<td>DMU_3</td>
<td>1.0000</td>
<td>1</td>
<td>0.7340</td>
<td>5</td>
</tr>
<tr>
<td>DMU_4</td>
<td>0.8197</td>
<td>7</td>
<td>0.4378</td>
<td>7</td>
</tr>
<tr>
<td>DMU_5</td>
<td>1.0000</td>
<td>1</td>
<td>0.7772</td>
<td>4</td>
</tr>
<tr>
<td>DMU_6</td>
<td>1.0000</td>
<td>1</td>
<td>0.8828</td>
<td>2</td>
</tr>
<tr>
<td>DMU_7</td>
<td>1.0000</td>
<td>1</td>
<td>0.6837</td>
<td>6</td>
</tr>
</tbody>
</table>

4.1.2. Sensitivity Analysis

The cross-efficiencies are aggregated in the assumption when $\alpha = \beta = 0.88$ and $\lambda = 2.25$. However, these parameters reflect the different attitudes of the DMs towards risk.
in prospect theory. In this section, we discuss the impact of parameter changes on efficiency aggregation results.

To know the change of the efficiency result caused by the change of $\alpha$, we keep the values of $\beta$ and $\lambda$ unchanged and let the value of $\alpha$ gradually increase in the interval of 0 to 1. Similarly, we performed the corresponding sensitivity analysis for $\beta$ and $\lambda$. The results are shown in Figure 2.

![Graph 1](image1)

**Figure 2.** Sensitivity analysis of parameters in prospect theory ((1) $\alpha$, (2) $\beta$, and (3) $\lambda$).

The parameters $\alpha, \beta \in [0, 1]$ are the degrees of decreasing sensitivity when measuring away from the reference point; the larger the parameter, the less sensitive the DM. In the first subplot in Figure 2, the results are largely unchanged when $\alpha$ is varied within a range of $\alpha \in [0.4, 0.7]$; when $\alpha < 0.4$, the efficiency scores of the DMUs perform relatively well, which means that the DM is sensitive to value changes; when $\alpha > 0.7$, the efficiency values of the DMUs with higher cross-efficiency values start to increase, whereas the efficiency values of the DMUs with lower efficiency values start to decrease. Similarly, for parameter $\beta$, the evaluation results fluctuate in a small range when $\beta \leq 0.8$; when $\beta > 0.8$, the
efficiency values of some DMUs begin to fall significantly, and the efficiency values of other parts of the DMUs begin to rise.

4.1.3. Methods Comparison

To further illustrate the proposed approach’s effectiveness, the classic DEA cross-efficiency model is selected in this section to solve the case’s cross-efficiency value. We compare the evaluation results with those of our proposed model. The models compared in this paper include the CCR model [1], the traditional arithmetic mean aggregation model [5], the aggressive (Agg.)/benevolent (Ben.) cross-efficiency model [6], and the PCE model [14].

Using the EPCE model, we can obtain the cross-efficiency matrix of prospect theory based on the multiple reference points set in this paper. Through the improved entropy weight method, the weights used for efficiency aggregation can be obtained. The final EPCE results are shown in the last column of Table 5.

<table>
<thead>
<tr>
<th>Model</th>
<th>CCR</th>
<th>Agg.</th>
<th>Ben.</th>
<th>PCE</th>
<th>EPCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMU1</td>
<td>1.000</td>
<td>0.8376</td>
<td>0.9398</td>
<td>0.8589</td>
<td>0.9035</td>
</tr>
<tr>
<td>DMU2</td>
<td>1.000</td>
<td>0.7183</td>
<td>0.9544</td>
<td>0.7603</td>
<td>0.8023</td>
</tr>
<tr>
<td>DMU3</td>
<td>1.000</td>
<td>0.7669</td>
<td>0.7952</td>
<td>0.7809</td>
<td>0.7340</td>
</tr>
<tr>
<td>DMU4</td>
<td>0.8197</td>
<td>0.3872</td>
<td>0.6140</td>
<td>0.4284</td>
<td>0.4378</td>
</tr>
<tr>
<td>DMU5</td>
<td>1.000</td>
<td>0.6574</td>
<td>0.8785</td>
<td>0.6504</td>
<td>0.7772</td>
</tr>
<tr>
<td>DMU6</td>
<td>1.000</td>
<td>0.8424</td>
<td>0.9929</td>
<td>0.8636</td>
<td>0.8828</td>
</tr>
<tr>
<td>DMU7</td>
<td>1.000</td>
<td>0.5296</td>
<td>0.8988</td>
<td>0.5461</td>
<td>0.6837</td>
</tr>
</tbody>
</table>

Table 5 and Figure 3 report the results derived from different models. Most of these methods provide complete ranking of the DMUs, except for the CCR model. Compared with the aggressive and benevolent model, a comprehensive consideration of the subjective attitudes of the DMs is incorporated into the EPCE model, which allows the DM to change his/her risk appetite by adjusting the value of \( \lambda \), instead of choosing between the two extreme situations. Figure 3 shows the DMU rankings obtained by using five models for the data of this example, among which the results of some models are significantly different. Compared to the aggressive and the benevolent models, the results of the EPCE model are basically in between the two aforementioned models.

![Figure 3. The ranking orders of the models.](image)

4.2. A Case of the Chinese Mutual Fund Market

Through empirical analysis, the applicability of the EPCE model for fund performance evaluation will be illustrated. We screen the sample funds through Morningstar and obtain relevant data through CSMAR. The sample period is from 1 April 2019 to 31 March 2022. In DEA theory, the DMUs of evaluation need to be homogeneous. Therefore, we only
randomly select sample funds from open-end mixed funds, and the fund style is limited to “active allocation-market growth”. Tuzcu and Ertugay [28] state that the results of fund performance evaluation are affected by the size of the fund. Therefore, when we select the target fund to be evaluated, we limit the fund’s capital size to between CNY 5 and 10 billion. Through these screening processes, 56 funds with complete data are randomly selected as the target funds for empirical analysis in this section.

The evaluation of fund performance usually requires comprehensive consideration of all aspects of the fund performance indicators, including the fund’s level of risk and return, relevant indicators such as the fund’s expenses and return distribution characteristics, and the fund’s investment style and trading strategy. Regarding the indicators selected by other scholars and their accessibility, we choose the Sharpe ratio and average return as output indicators. For the input indicators, we choose the standard deviation of return and β coefficient as risk indicators and the expense ratio as a cost indicator. In this paper, the expense ratio is defined as

\[
\text{Expense ratio} = \frac{\text{Management fee} + \text{Custodian cost}}{\text{Total operating cost}}.
\]

The selected indicators and their definitions are listed below, and the specific indicator values are shown in Table 6.

**Table 6. Input and output data for fund performance evaluation.**

<table>
<thead>
<tr>
<th>Fund Symbol</th>
<th>x₁</th>
<th>x₂</th>
<th>x₃</th>
<th>y₁</th>
<th>y₂</th>
<th>Fund Symbol</th>
<th>x₁</th>
<th>x₂</th>
<th>x₃</th>
<th>y₁</th>
<th>y₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>000390</td>
<td>2.2799</td>
<td>3.4979</td>
<td>0.7064</td>
<td>0.6078</td>
<td>0.1656</td>
<td>000600</td>
<td>1.9781</td>
<td>3.4016</td>
<td>0.4788</td>
<td>0.5014</td>
<td>0.1390</td>
</tr>
<tr>
<td>000547</td>
<td>1.5292</td>
<td>2.6957</td>
<td>0.5233</td>
<td>0.6411</td>
<td>0.2272</td>
<td>110005</td>
<td>1.4825</td>
<td>2.9771</td>
<td>0.7010</td>
<td>0.4328</td>
<td>0.1358</td>
</tr>
<tr>
<td>001445</td>
<td>1.9029</td>
<td>2.8282</td>
<td>0.4569</td>
<td>0.5751</td>
<td>0.1932</td>
<td>160916</td>
<td>2.0336</td>
<td>3.5682</td>
<td>0.6540</td>
<td>0.4459</td>
<td>0.1170</td>
</tr>
<tr>
<td>001480</td>
<td>2.6298</td>
<td>4.8855</td>
<td>0.6366</td>
<td>0.7101</td>
<td>0.1519</td>
<td>163411</td>
<td>1.9856</td>
<td>3.2041</td>
<td>0.6295</td>
<td>0.4402</td>
<td>0.1264</td>
</tr>
<tr>
<td>001667</td>
<td>1.7123</td>
<td>2.3281</td>
<td>0.7436</td>
<td>0.5998</td>
<td>0.2454</td>
<td>200008</td>
<td>1.7040</td>
<td>3.3053</td>
<td>0.6311</td>
<td>0.4824</td>
<td>0.1294</td>
</tr>
</tbody>
</table>

**Inputs:**

- x₁: Standard deviation of return rate (%)
- x₂: Systematic risk coefficient (β)
- x₃: Expense ratio (%)

**Outputs:**

Table 6.
Similarly, based on the steps described in Section 3, the corresponding optimal parameters are \( \theta = 0.9 \) and \( \delta = 0.8 \). To verify the validity of the EPCE model, we compare the results of the EPCE model, the CCR model, and the MorningStar ratings (see Table 7). Among them, the MorningStar rating, a widely used tool in China’s securities investment fund market, is used as the benchmark for comparison of model results in this paper.

Table 7. The evaluation results of different models.

<table>
<thead>
<tr>
<th>FundSymbol</th>
<th>CCR</th>
<th>EPCE</th>
<th>MSRating</th>
<th>FundSymbol</th>
<th>CCR</th>
<th>EPCE</th>
<th>MSRating</th>
</tr>
</thead>
<tbody>
<tr>
<td>000390</td>
<td>0.7269</td>
<td>0.6788</td>
<td>5</td>
<td>100060</td>
<td>0.6627</td>
<td>0.6218</td>
<td>3</td>
</tr>
<tr>
<td>000547</td>
<td>1.0000</td>
<td>0.9966</td>
<td>5</td>
<td>110005</td>
<td>0.6964</td>
<td>0.6104</td>
<td>3</td>
</tr>
<tr>
<td>001445</td>
<td>0.8981</td>
<td>0.8240</td>
<td>5</td>
<td>160916</td>
<td>0.4478</td>
<td>0.4158</td>
<td>3</td>
</tr>
<tr>
<td>001480</td>
<td>0.7107</td>
<td>0.6526</td>
<td>5</td>
<td>163411</td>
<td>0.5681</td>
<td>0.5414</td>
<td>3</td>
</tr>
<tr>
<td>001667</td>
<td>1.0000</td>
<td>0.9416</td>
<td>5</td>
<td>213006</td>
<td>0.5325</td>
<td>0.5125</td>
<td>3</td>
</tr>
<tr>
<td>005311</td>
<td>0.4005</td>
<td>0.3447</td>
<td>5</td>
<td>240009</td>
<td>0.6609</td>
<td>0.6325</td>
<td>3</td>
</tr>
<tr>
<td>519181</td>
<td>0.7139</td>
<td>0.6816</td>
<td>5</td>
<td>270007</td>
<td>0.5746</td>
<td>0.5499</td>
<td>3</td>
</tr>
<tr>
<td>673060</td>
<td>1.0000</td>
<td>0.9533</td>
<td>5</td>
<td>270050</td>
<td>0.7779</td>
<td>0.6181</td>
<td>3</td>
</tr>
<tr>
<td>750001</td>
<td>0.9739</td>
<td>0.8636</td>
<td>5</td>
<td>310358</td>
<td>0.6530</td>
<td>0.6152</td>
<td>3</td>
</tr>
<tr>
<td>000404</td>
<td>0.7239</td>
<td>0.6563</td>
<td>4</td>
<td>398021</td>
<td>0.5722</td>
<td>0.5225</td>
<td>3</td>
</tr>
<tr>
<td>000601</td>
<td>0.7235</td>
<td>0.6845</td>
<td>4</td>
<td>519698</td>
<td>0.5513</td>
<td>0.5196</td>
<td>3</td>
</tr>
<tr>
<td>000698</td>
<td>0.7131</td>
<td>0.6435</td>
<td>4</td>
<td>550008</td>
<td>0.5791</td>
<td>0.5447</td>
<td>3</td>
</tr>
<tr>
<td>001832</td>
<td>0.7380</td>
<td>0.6977</td>
<td>4</td>
<td>070006</td>
<td>0.3922</td>
<td>0.3601</td>
<td>2</td>
</tr>
<tr>
<td>001951</td>
<td>0.8217</td>
<td>0.7078</td>
<td>4</td>
<td>070099</td>
<td>0.4732</td>
<td>0.4140</td>
<td>2</td>
</tr>
<tr>
<td>002620</td>
<td>0.8158</td>
<td>0.7857</td>
<td>4</td>
<td>090004</td>
<td>0.3544</td>
<td>0.3231</td>
<td>2</td>
</tr>
<tr>
<td>160311</td>
<td>0.2136</td>
<td>0.1960</td>
<td>4</td>
<td>100056</td>
<td>0.3143</td>
<td>0.2794</td>
<td>2</td>
</tr>
<tr>
<td>202027</td>
<td>0.7440</td>
<td>0.7183</td>
<td>4</td>
<td>180010</td>
<td>0.4516</td>
<td>0.4287</td>
<td>2</td>
</tr>
<tr>
<td>450004</td>
<td>0.9202</td>
<td>0.8614</td>
<td>4</td>
<td>200008</td>
<td>0.3704</td>
<td>0.3554</td>
<td>2</td>
</tr>
<tr>
<td>481010</td>
<td>0.8217</td>
<td>0.7384</td>
<td>4</td>
<td>202003</td>
<td>0.3872</td>
<td>0.3606</td>
<td>2</td>
</tr>
<tr>
<td>519773</td>
<td>0.7049</td>
<td>0.6820</td>
<td>4</td>
<td>202007</td>
<td>0.3864</td>
<td>0.3603</td>
<td>2</td>
</tr>
<tr>
<td>590003</td>
<td>0.7201</td>
<td>0.6777</td>
<td>4</td>
<td>320005</td>
<td>0.3551</td>
<td>0.3326</td>
<td>2</td>
</tr>
<tr>
<td>001222</td>
<td>0.6044</td>
<td>0.5704</td>
<td>3</td>
<td>340007</td>
<td>0.3888</td>
<td>0.3695</td>
<td>2</td>
</tr>
<tr>
<td>001487</td>
<td>0.8568</td>
<td>0.8265</td>
<td>3</td>
<td>400003</td>
<td>0.3240</td>
<td>0.3014</td>
<td>2</td>
</tr>
<tr>
<td>001852</td>
<td>0.5549</td>
<td>0.5370</td>
<td>3</td>
<td>519018</td>
<td>0.4553</td>
<td>0.4257</td>
<td>2</td>
</tr>
<tr>
<td>005001</td>
<td>0.5911</td>
<td>0.5593</td>
<td>3</td>
<td>590002</td>
<td>0.3518</td>
<td>0.3302</td>
<td>2</td>
</tr>
<tr>
<td>005004</td>
<td>0.5812</td>
<td>0.5556</td>
<td>3</td>
<td>001225</td>
<td>0.3571</td>
<td>0.3089</td>
<td>1</td>
</tr>
<tr>
<td>005136</td>
<td>0.8541</td>
<td>0.8201</td>
<td>3</td>
<td>004374</td>
<td>1.0000</td>
<td>0.8064</td>
<td>1</td>
</tr>
<tr>
<td>005739</td>
<td>0.8615</td>
<td>0.8015</td>
<td>3</td>
<td>070010</td>
<td>0.3158</td>
<td>0.3006</td>
<td>1</td>
</tr>
</tbody>
</table>

To make the results more intuitive, we use color to distinguish the evaluation results. The closer the color of the cells are to green, the better the evaluation result and the higher the fund ranking; the closer the color to red, the worse the evaluation result and the lower the fund ranking.

As can be seen in Table 7, the closer the color of the cells are to green, the better the evaluation result and the higher the fund ranking; the closer the color of the cells are to red, the worse the evaluation result and the lower the fund ranking. Moreover, across all funds, the results of this model do not differ significantly from the MorningStar ratings. This shows that the model methodology is generally usable. Specifically, the evaluation results of the EPCE model allow a full ranking of all funds evaluated to compare with the CCR model. For example, among the nine funds with a MorningStar rating of five stars, three of them (000547, 001667, and 673060) are ranked first in the CCR model, which means that both methods consider these five funds to be the best performers, although it is difficult to distinguish between the merits and demerits. However, in the EPCE model, 000547 is considered to have the highest efficiency value, i.e., the best performance of these three funds. This is also consistent with the MorningStar rating and the classic CCR model. For the other two funds, the EPCE model gives its efficiency values and rankings: 673060 is ranked second and 016667 is ranked third. Therefore, not only does the EPCE model gives similar results to existing rating methods in the fund market as a whole, but it also allows
further analysis of the performance of funds with the same rating on that evaluation result to obtain a complete and comprehensive ranking of fund performance. Moreover, this paper selects the optimal values of $\theta$ and $\delta$ by calculating the average satisfaction degree. In practice, $\theta$ and $\delta$ are also of practical importance. In order to obtain an evaluation result that is more in line with the psychological expectations of the DMs, the DMs can choose these parameters based on their attitude towards the decision.

In addition, although most of funds evaluation results are in line with MorningStar ratings, there are three funds’ EPCE evaluation results (004374, 005311, and 160311) that are not consistent. One possible reason is that the method of calculation is different. Whereas the proposed EPCE model considers the systematic risk, MorningStar looks at the volatility of each fund’s monthly returns over the calculation period, especially the downward variation. Thus, in this situation, the fund’s return is adjusted in a way that “penalizes risk”: the greater the volatility, the greater the penalty.

Overall, the evaluation results obtained from the EPCE model are are consistent with those in the CCR model and MorningStar ratings. This shows that the EPCE model performs well. In particular, unlike mainstream models, the EPCE model is able to distinguish the DMUs in terms of their relative effectiveness when it combines with the subjective preferences of the DMs.

5. Conclusions

In this paper, we proposed an improved cross-efficiency evaluation model called EPCE model based on prospect theory and Shannon entropy. We first introduced prospect theory to take into account the DMs’ subjective inclinations toward risks and losses, and then we combined the endogenous and exogenous reference points to eliminate uncertainty in the decision-making process by using two adjustable parameters. Moreover, we applied the improved entropy weight method to assign objective weights to each cross-efficiency value in terms of the efficiency aggregation. Finally, we provided an empirical example from the Chinese mutual fund market to show that the EPCE model possesses a powerful discrimination ability and has good application value in actual fund investment selection.

In addition, as this paper studies a situation where inputs and outputs are both positive, investigating the case of negative inputs/outputs can be as part of future work.

Author Contributions: Conceptualization, Y.N.; fund acquisition, G.W.; methodology, Y.N. and G.W.; supervision, G.W.; writing—original draft preparation, Y.N.; writing—review and editing, Y.N., Y.Z. and G.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Nos. 11971302 and 12171307) and National Statistical Science Research Project of China (No. 2020LY067).

Data Availability Statement: The data of this paper came from the China Stock Market & Accounting Research (CSMAR) Database accessed on 1 June 2022: https://cn.gtadata.com.

Acknowledgments: The authors would like to thank Jiyuan Tao for the helpful suggestions to revise the present paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.