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Swarm and evolutionary computation (SEC) [1] is a broad and growing area of modern computer sciences, dealing with nature-inspired systems that are capable of displaying intelligent behaviour, thus optimising a vast range of challenging real-world scenarios that cannot be addressed via the direct application of purely theoretical exact approaches (e.g., [2]).

For decades, the swarm intelligence and evolutionary computation communities worked independently and, despite having common goals, progressed as two separate fields. Currently, advances in these research topics have generated highly hybrid, interconnected, and self-adaptive frameworks, displaying and employing ideas from both fields. This calls for more collaborative and joint efforts to be made by SEC researchers and practitioners from all relevant fields, e.g., engineering and robotics.

Indeed, SEC research is highly applicable to several real-world domains, from engineering to finance, as well as other scenarios in which optimisation is needed to either make an intelligent decision or minimise/maximise costs/profits.

Not to be underestimated, SEC systems currently play a key role in related computer science areas, such as machine learning (ML) and deep learning (DL), where hybrid methods can either make use of SEC algorithms to optimise, train, and design ML and DL systems or, vice versa, make use of ML to increase the efficiency of nonconforming SEC and help its users overcome undesired algorithm behaviours, e.g., premature convergence, lack of selection pressure, and difficulties in preserving an adequate level of population diversity.

This Special Issue collects articles reflecting the latest developments within the SEC community, in terms of both successful real-world applications and state-of-the-art algorithmic design. This volume contains the 11 articles accepted for publication in the ‘Swarm and Evolutionary Computation—Bridging Theory and Practise’ Special Issue of the MDPI Mathematics journal. The articles of this Special Issue are included in the following order.

The paper by Villuendas-Rey et al. [3] addresses, as one of the central ML tasks, the problem of clustering data with missing values and mixed features by applying swarm intelligence techniques.

The study by Khishe et al. [4] used automatically designed classifiers for the early detection of COVID-19 from chest X-ray images by evolving convolutional neural networks (CNNs) to efficiently find the optimal hyperparameters of CNNs.

The works in Refs. [5,6] present feature selection techniques based on genetic algorithms (GAs) in ML. Cho et al. [5] studied the prediction of a stock market index and cryptocurrency price in finance, and Lee et al. [6] performed Android malware detection.

Shenoy and Pai [7] theoretically establish the relationship between the magnification of a search space and the mixing time of the reversible Markov chain induced by local search-based metaheuristics. The usefulness of the results obtained was illustrated in the 0/1 knapsack problem. This work constitutes a good starting place from which the...
performance of SEC regarding combinatorial optimisation problems using search spaces can be analysed.

The paper authored by Yang et al. [8] presents the use of a memetic algorithm (MA) on the multidimensional knapsack problem by introducing a novel repair heuristic based on the tendency function and a genetic search for the function approximation.

In the study by Moon and Yoon [9], the authors propose a genetic mean reversion strategy that evolves a population of portfolio vectors using an MA for online portfolio selection in financial engineering.

Kim and Lee [10] suggest an interactive GA system that can allow users to easily create and experiment with desired mechanical assemblies, which are encoded as undirected graphs, via direct manipulation interfaces in virtual reality, and to intuitively explore design space by repeatedly applying the proposed crossover operator.

In the paper by Jovanovic et al. [11], the authors propose a hybrid ML and swarm intelligence approach to address credit card fraud detection. In their work, the enhanced firefly algorithm was used to tune a support vector machine and extreme gradient-boosting ML models.

In the work of Niccolai et al. [12], the authors introduce a specific procedure to bridge demand-side management from the theoretical application scenario to the practical industrial scenario. In particular, toroidal correction was used in the differential evolution to prevent the local optima from worsening the effectiveness of their method.

To reduce the high simulation costs of optimising agents approximated by deep neural networks (DNNs), Shin and Kim [13] present surrogate-assisted GAs whose surrogate models are used for fitness evaluation in GAs, where the surrogates predict cumulative rewards for an agent’s DNN parameters.
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