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Abstract: Line planning problems and differential pricing problems are complementary processes in the railway system, but these two problems were generally considered separate processes in most of the existing literature. This paper studies a time-dependent line planning problem and differential pricing problem with passenger train choice in high-speed railway networks under elastic origin-destination-period demand. After clearly and flexibly describing the organization cost of operators, the price cost, and the time cost of passengers in a physical infrastructure-based directed graph, a non-linear joint optimization model is designed with a diversity of optimization goals of maximizing the total revenue of railway operators minus the total travel cost of passengers. An algorithm based on a simulated annealing framework is designed to solve the joint optimization model, and six neighborhood search strategies are designed by combining the features of the studied problem and designed model closely to improve the efficiency of the solution search. The results based on both a toy railway network and a real-world railway network show that the optimized time-dependent line plan and differential price plan are beneficial to increasing the total revenue of railway operators and improving the travel service of railway passengers.
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1. Introduction

The high-speed railway (HSR) is becoming more and more popular and important in the passenger railway system because of its high speed, punctuality, comfort, and other advantages. In the HSR network, passengers pay close attention to pieces of information such as train routes, train arrival/departure time, and train prices when choosing trains [1,2].

The line planning problem (LPP) is generally to determine a set of lines with their corresponding operation frequencies and stop plans [4]. Its optimization goals are usually to consider both railway operators and railway passengers, namely, to optimize the total costs of railway operators and to optimize the total travel costs of railway passengers. A line is actually a route served by trains in an HSR network, and a route specifies information such as the original station, destination station, and the sequence of visiting stations of serviced trains. The operation frequency of a route says how often service is provided along the route within a given time range (e.g., a day), namely, the number of operated trains. At the same time, the stop
plan specifies the sequence of stopped stations of different operated trains along a route. Therefore, line planning highly influences the travel route, travel cost, and travel stop of passengers and highly determines the cost of operators. High-quality line planning can not only provide high-quality train services and reduce the total travel costs for passengers but also is of great significance for operators to reduce the total operating costs.

Revenue management has also been gradually applied in the passenger railway system to optimize the benefits for railway operators and passengers [5]. The differential pricing problem (DPP) is an important and complex strategy of revenue management applied in railway systems due to the multiple trains and multiple prices between the same OD pair. Specifically, it needs to implement differential pricing for different trains between the same OD pair, and these trains may have different stopping plans, different departure times, and different arrival times. There is a complex relationship between the LPP and the DPP. The line planning determines the operating costs of operators and the travel service level of passengers; however, the differential pricing determines the revenue of operators and the travel cost of passengers. Therefore, it is necessary to jointly optimize the line planning problem and the differential pricing problem (LPP-DPP) from the perspective of operators and passengers for filling this research gap, which can not only make the line planning more effectively meet the passenger demand and increase the revenue of operators based on the consideration of differential pricing, but also make the differential pricing further influence the train operation choice and the passenger train choice.

In recent years, passengers have become increasingly concerned about train arrival/departure times in addition to train prices when they make train choices. Very few scholars had considered the LPP with train arrival/departure times under fixed time-dependent demand [1,6]. Additionally, the time-dependent line planning can determine the sketchy arrival/departure times of each operated train at each station stopped at by not only more reasonably describing the passenger train choice and better improving the passenger service level, but also helping the processing of the train timetabling and arranging the precise arrival/departure time of trains. However, passenger demand is an elastic change process with the price and train arrival/departure time, especially for the joint optimization of LPP-DPP, and passenger demand is recommended to be set to an elastic demand form.

In this paper, we develop a rigorous non-linear joint optimization model for LPP-DPP with passenger train choice in the HSR network under time-dependent elastic demand. The model is clearly described in a directed graph for maximizing the revenue of railway operators under the limitation of the total operating cost of railway operators and the total travel cost of passengers. The optimization process efficiently combines train operation choice with passenger train choice. The time-dependent elastic demand is assumed as an exponential function of the weighted average generalized travel cost of passengers. In order to solve the complex non-linear model, we design an efficient solving algorithm based on simulated annealing to deal with the joint optimization problem in a real-world case. This paper contributes to the literature as follows:

- A joint optimization model of the time-dependent line planning problem and differential pricing problem with passenger train choice in the HSR network under elastic demand is proposed.
- A directed graph is constructed to describe the passenger travel network that can efficiently combine the train operation choice and the passenger train choice, and an efficient solving algorithm is designed based on simulated annealing to solve the joint optimization model.
- A small toy network and a real-world case study are used to test the effectiveness and applicability of the joint optimization model.

The rest of this paper is organized as follows. Section 2 reviews the studies that are most relevant to this paper. Section 3 describes the joint optimization problem of line planning and differential pricing with time-dependent elastic demand on a directed graph, and proposes a non-linear joint optimization model with some constraints. Section 4
designs the solving algorithm based on simulated annealing. In Section 5, some numerical experiments on a small toy network and a China HSR network are presented to demonstrate the joint optimization method. Finally, the conclusion and further study are given in Section 6.

2. Literature Review

In this section, we review the line planning problems and the pricing problems related to this paper and summarize the literature gaps from our literature review.

2.1. Line Planning

The research on the line planning problem has been well studied and produced a lot of research results in the literature. Some scholars have carried out some reviews on the model optimization goals [3, 7–10]. There are three main optimization goals of the problem: minimizing the total operating costs of trains from the perspective of the railway operators (cost-oriented), minimizing the total travel cost of passengers from the perspective of passengers (passenger-oriented), and minimizing both the total operating costs of trains and total travel cost of passengers (cost-and-passenger-oriented).

The cost-oriented models focus on minimizing the total operating costs of operators and providing service subject to the bottommost service and capacity requirements. These costs consist mainly of mileage-related costs [11], hourly-related costs [12], carriage-related costs [13], frequency-related costs [14], and total costs [15]. The passenger-oriented models aim to minimize the total travel costs of passengers subject to capacity constraints that maximize the direct travelers [16, 17], minimize the travel times [18, 19], and minimize the transfer times [20, 21].

In addition, more and more scholars proposed cost-and-passenger-oriented models for minimizing both the costs of operators and passengers. Guan et al. [22] simultaneously optimized the train route configuration and passenger line assignment in a general transit railway network to construct the model cost-oriented and passenger-oriented to minimize the operating cost, passenger travel time, and line transfers. Borndörfer et al. [23] focused on finding lines and corresponding frequencies in public transportation and proposed a multicommodity flow model with the free route and dynamical line for considering both the operating costs of trains and the traveling time of passengers. Gallo et al. [24] presented four different models for the frequencies of a regional metro under the assumption of elastic demand and considered the costs of all transportation systems and the environmental costs. Canca et al. [25] optimized the line frequencies and capacities with passenger assignment in dense railway rapid transit networks to minimize operational costs and generalized user costs. Goerigk and Schmidt [4] determined the routes and the frequencies with user-optimal route choice in the long-distance rail network for minimizing the total passenger travel time of the passengers and total costs for the operator. Zhou et al. [26] integrated the line and the frequencies with passenger path assignment in urban rail transit networks to minimize the total operating cost, transfer penalty, and sum of in-vehicle and waiting time. Vermeir et al. [27] proposed a grid-based approach for the line planning problem and it can be integrated into many line planning algorithms. Furthermore, very few scholars considered the time information in the optimization of the line planning problem under time-dependent demand. Su et al. [6] and Zhao et al. [1] used this way of thinking to construct a cost-and-passenger-oriented model and design a simulated annealing algorithm to solve it. In addition, Canca et al. [28] considered a line planning problem for maximizing the net profit and used an adaptive large neighborhood search metaheuristic to solve it.

2.2. Revenue Management and Pricing

Revenue management has been widely used in many important traditional industry applications such as passenger air transport, air cargo, hotel, and car rental [29]. Armstrong and Meissner [30] gave an overview of the published research on the revenue management applied in the railway system. Differential pricing is an important strategy applied in the
railway markets by revenue management, and it is based on the sensitivity of different passengers to the attributes of different train products in the same OD pair. Many countries use the differential pricing strategy in their railway markets, such as China, the United States, and the United Kingdom [5]. Many scholars have carried out fruitful research on the application of differential pricing in railway markets.

Vuuren [31] established a link between the economic theory of optimal pricing, price elasticities of demand, and marginal cost estimates for the Netherlands railway. Bharill and Rangaraj [32] studied a revenue management case in the Indian railway and suggested using differential pricing to increase revenue on average. Zheng and Liu [33] proposed a model to optimize the ticket price for one high-speed train and one fare grade in China. Qin et al. [34] constructed a differential pricing model under elastic demand with prospect theory and designed a simulated annealing algorithm to solve the model. Su et al. [35] presented the differential pricing model considering the time-dependent demand and passenger choice behaviors in intercity high-speed railway services and applied a simulated annealing algorithm to solve it. Qin et al. [36] combined the differential pricing with the stop plan for high-speed railways under elastic demand and designed a simulated annealing algorithm to solve it. In addition, many scholars pay attention to the joint optimization of pricing and seat allocation, and most of the pricing adopted differential pricing [5,37].

2.3. Literature Summary

Based on the literature review, abundant research results have been produced in the research of the line planning problem [1,4,6,22–26] and the pricing problem [2,5,33–36]. From our literature review, we have learned that the time-dependent line planning problem and the differential pricing problem were optimized separately. In order to better show the real-world railway systems and greatly meet the passenger demand, we propose a non-linear joint optimization model of time-dependent line planning and differential pricing in the HSR network. The model considers the time-dependent elastic demand and combines the train operation choice with the passenger train choice. Furthermore, it takes into account the characteristics of multiple trains, multiple stops, and multiple time periods. This paper proposes and solves the joint optimization problem of line planning and differential pricing integrating with the time information and the passenger train choice under time-dependent elastic demand in the HSR network. In Table 1, we show some of the literature in comparison with our problems and methods. It should be noted that only some of the literature with high relevance to this paper is presented here.

Table 1. Comparison of relevant literature of different papers.

<table>
<thead>
<tr>
<th>Decisions</th>
<th>Transit Mode</th>
<th>Demand</th>
<th>Solution Method</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Decisions</th>
<th>Line Planning</th>
<th>Differential Pricing</th>
<th>Transit Mode</th>
<th>Demand</th>
<th>Solution Method</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>Railway</td>
<td>Time-dependent demand</td>
<td>Simulated annealing algorithm</td>
<td>[1]</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>Railway</td>
<td>Elastic demand</td>
<td>Simulated annealing algorithm</td>
<td>[36]</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>Railway</td>
<td>Time-dependent elastic demand</td>
<td>Simulated annealing algorithm</td>
<td>This paper</td>
</tr>
</tbody>
</table>

Symbol ✔ means to consider the corresponding decision, symbol ✗ means not to consider the corresponding decision.

3. Problem Formulation

3.1. Notations and Assumptions

In this paper, the major notations are listed in Table 2.

Table 2. Notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set and index</td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td>Set of stations, $k, r, s, r', s' \in S$</td>
</tr>
<tr>
<td>$E$</td>
<td>Set of sections, which are between two neighboring stations</td>
</tr>
<tr>
<td>$F$</td>
<td>Set of candidate trains, $f \in F$</td>
</tr>
<tr>
<td>$S_f$</td>
<td>Set of stations visiting by train $f$, $o_f, d_f \in S_f \subseteq S$</td>
</tr>
<tr>
<td>$E_f$</td>
<td>Set of sections visiting by train $f$</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of nodes, $i, i', j, n, u_k, v_k, v_f \in N$</td>
</tr>
<tr>
<td>$n_k$</td>
<td>Index of station node corresponding to station $k$, $n_k \in N_{S_k}$</td>
</tr>
<tr>
<td>$u_f$</td>
<td>Index of arrival node corresponding to train $f$ at visiting station $k$</td>
</tr>
<tr>
<td>$v_f$</td>
<td>Index of departure node corresponding to train $f$ at visiting station $k$</td>
</tr>
<tr>
<td>$A$</td>
<td>Set of arcs, $A_B, A_t, A_D, A_H, A_O, A_V, \hat{A}_i, \tilde{A}_i \in A$</td>
</tr>
<tr>
<td>$(i, j)$</td>
<td>Index of any type of arc, $(i, j) \in A$</td>
</tr>
<tr>
<td>$H_k$</td>
<td>Set of time periods, which passengers entering into origin station, $h \in H_k$</td>
</tr>
<tr>
<td>$\langle (r, s)</td>
<td>h</td>
</tr>
</tbody>
</table>

Parameters

$\text{Cap}_f$ | Capacity of train $f$
---|---
$\tau_f$ | Earliest departure time of train $f$ at its origin station
$\tau^*_f$ | Latest departure time of train $f$ at its origin station
$\tau_{k,k'}^r$ | Pure running time of train $f$ in section $(k, k')$
$w_f$ | Consumed time of train $f$ stop at station $k$
$R_h$ | Expected departure time of time period $h$
$Y_{k}$ | The minimum transfer time for passengers transferring at station $k$
$\beta_{r,s}$ | The upper limit of price for train $f$ between $r$ and $s$
Each time period has the same time for passengers entering a station, namely, the Assumption 3.

Assumption 1. A set of pre-determined candidate trains is given, and the joint optimization problem only select operation trains from it [23,26].

Assumption 2. Elastic demand for a given OD pair in each time period decreases with the average physical railway network. Based on historical data and space-time distribution of passenger

Assumption 3. Each time period has the same time for passengers entering a station, namely, the expected departure time of passengers. The dwell time of each train at each station is fixed and has nothing to do with the passengers getting on and off the train [1].

3.2. Passenger Travel Network

Table 2. Cont.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^f_{rs}$</td>
<td>The lower limit of price for train $f$ between $r$ and $s$</td>
</tr>
<tr>
<td>$\delta^h_{rs}(C^h_{rs})$</td>
<td>Total initial demand from $r$ to $s$ in time period $h$</td>
</tr>
<tr>
<td>$C^h_{rs}$</td>
<td>Initial weighted average generalized travel cost from $r$ to $s$ in time period $h$</td>
</tr>
<tr>
<td>$\eta^h_{rs}(C^h_{rs})$</td>
<td>Elastic demand function for the weighted average generalized travel cost $C^h_{rs}$</td>
</tr>
<tr>
<td>$\eta^h_{rs}$</td>
<td>Elasticity coefficient in the elastic demand function</td>
</tr>
</tbody>
</table>

Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_f$</td>
<td>Binary variable, which equals 1 if train $f$ is selected to operate, and 0 otherwise</td>
</tr>
<tr>
<td>$y_f(k)$</td>
<td>Binary variable, which equals 1 if train $f$ is selected to operate and stop at station $k$, and 0 otherwise</td>
</tr>
<tr>
<td>$a_f(k)$</td>
<td>Arrival time of train $f$ at its visiting station $k$</td>
</tr>
<tr>
<td>$d_f(k)$</td>
<td>Departure time of train $f$ at its visiting station $k$</td>
</tr>
<tr>
<td>$\rho^f_{rs}$</td>
<td>Price for passengers from $r \in S_f \setminus {d_f}$ to $s \neq r \in S_f \setminus {d_f}$</td>
</tr>
<tr>
<td>$q^f_{rs}$</td>
<td>Passenger demand from $r$ to $s$ in time period $h$</td>
</tr>
<tr>
<td>$\eta^h_{rs}(i,j)$</td>
<td>Passenger demand on arc $(i,j)$ from $r$ to $s$ in time period $h$ by train $f$</td>
</tr>
</tbody>
</table>

Then we summarize the main assumptions for the joint optimization of LPP-DPP with passenger train choice under time-dependent elastic demand.

Assumption 1. A set of pre-determined candidate trains is given, and the joint optimization problem only select operation trains from it [23,26].

Assumption 2. Elastic demand for a given OD pair in each time period decreases with the average generalized travel cost of passengers, which includes time and price cost [37].

Assumption 3. Each time period has the same time for passengers entering a station, namely, the expected departure time of passengers. The dwell time of each train at each station is fixed and has nothing to do with the passengers getting on and off the train [1].

3.2. Passenger Travel Network

$S$ and $E$ denote the set of stations and the set of sections among the stations in a physical railway network. Based on historical data and space-time distribution of passenger demands on the network, a set of pre-determined candidate trains $F$ can be defined. For each candidate train $f \in F$, its origin station $o_f$, destination station $d_f$, capacity $Cap_f$, and the sequence of visiting stations $S_f \in S$ from the origin to the destination are pre-determined. In order to contract the choice of arrival/departure time for each candidate train, we define the departure time range $[t^f_{d_f}, t^f_{d_f}]$ for each candidate train $f$ from its origin station, where $t^f_{d_f}$ and $t^f_{d_f}$ are the earliest and latest departure times of the train. Moreover, $\tau^f_{k,k'}$ is defined as the pure running time of train $f$ in the section $(k,k') \in E_f \in E$, and $w^f_k$ as the consumed dwell time of train $f$ stopping at station $k$. Note that $\tau^f_{k,k'}$ and $w^f_k$ are only for calculating sketchy arrival/departure times of each operated train and for better matching of passenger demand, rather than for generating a feasible train timetabling.

Based on the considered physical railway network and candidate trains, a directed graph is constructed to describe the combination of train operation choice and passenger train choice. $N$ and $A$ denote the set of three types of nodes and the set of six types of directed arcs, respectively. Specifically, the three types of nodes are constructed for each candidate train $f$ at each visiting station $k$, namely, the station nodes $n^k_f \in N^k_f \in N$, arrival node $u^k_f \in N$, and departure node $v^k_f \in N$. Then, the sets of six types of directed arcs can
be combined from these three types of nodes, namely, the set of boarding arcs $A_B$, travel arcs $A_T$, dwell arcs $A_D$, transfer arcs $A_H$, getting-off arcs $A_O$, and virtual arcs $A_V$.

Each boarding arc $(n_k, v^k_f) \in A_B$ for train $f$ at station $k$ represents the behavior process of passengers getting on the train, its capacity is set as $\text{Cap}_f$ if and only if this train is selected to operate, namely, $x_f = 1$, and to stop at this station, namely, $y_f(k) = 1$; otherwise, it is 0. Each travel arc $(v^k_f, u^k_f) \in A_T$ for train $f$ is for representing the behavior process of passengers traveling from the visiting station $k$ to the next visiting station $k'$. Its capacity is set as $\text{Cap}_f$ if the train is selected to operate; otherwise, it is 0. Each dwell arc $(u^k_f, v^k_f) \in A_D$ for train $f$ at station $k$ is to represent the behavior process of passengers stopping at this station. Its capacity is set as $\text{Cap}_f$ if both the train is selected to operate and stop at this station; otherwise, it is 0. Each transfer arc $(u^k_f, v^k_f) \in A_H$ from train $f$ to train $f'$ at station $k$ represents the behavior process of passengers transferring from one train to another. Its capacity is set as $\text{Cap}_f$ when the two trains not only are selected to operate and stop at this station, but also satisfy the requirement of the minimum transfer time $Y_k$; otherwise, it is 0. Each getting-off arc $(u^k_f, n_k) \in A_O$ for train $f$ at station $k$ is represented by the behavior process of passengers getting off this train at this station. Its capacity is set as $\text{Cap}_f$ if both the train is selected to operate and stop at this station; otherwise, it is 0. In addition, each virtual arc $(n_k, n_{k'}) \in A_V$ from each station $k$ to each station $k'$ for each OD pair is represented by the canceled travel of passengers from the origin station to the destination station, and it has no capacity restriction. Of course, only when passengers cannot use the above five types of arcs to complete the travel process will they choose the virtual arc, because the cost of choosing the virtual arc is set very high.

Figure 1 shows a toy physical railway network and three candidate trains, and Figure 2 shows the directed graph constructed based on Figure 1. By searching and determining the sequence of arcs in the directed graph, we can find the train route and passenger travel route.

![Figure 1. A physical railway network and three candidate trains.](image)

In addition, $\hat{A}_i \in A$ and $\tilde{A}_i \in A$ denote two sets of arcs departing from and arriving at any type of node $i \in N$, and $(i, j) \in A$ as any type of arc on the directed graph. It should be noted that the generation of nodes and arcs is related to the railway physical network and the candidate train, and has nothing to do with whether each candidate train is selected to operate and stop at specific stations. However, the availability of these arcs and their capacity depends on whether the candidate train is selected to operate and stop at the specific station. Therefore, the scale of a directed graph only depends on the size of the physical railway network and the number of candidate trains, but it is unrelated to the line plan.
3.3. Passenger Time-Dependent Elastic Demand

In order to reflect the elastic relationship between passenger demand and passenger travel service level, the elastic time-dependent demand is considered and given by a function of the weighted average generalized travel cost of passengers. Note that the passenger demand decreases with the generalized travel cost; this is the same as Hu et al. [5] and Deng et al. [37]. In this paper, the generalized travel cost of passengers considers the train price cost and travel time cost; it can more flexibly depict the price preference and travel time preference of passengers. Let us denote $H_r$ as a set of time periods for passengers entering their origin station $r \in S$, which is the expected departure time of passengers. Then, the passenger demand can be divided into many sets of origin-destination-period demands according to the time period $h \in H_r$ of each OD pair. Next, we can use an elastic demand function to determine the elastic quantity for each origin-destination-period demand.

Passengers may pay differential prices for different trains between their origin station and their destination station, we denote the price $p_{f,r,s}$ for passengers traveling from their origin station $r \in S_f \setminus \{d_f\}$ to their destination station $s \neq r \in S_f \setminus \{o_f\}$ by train $f$ (CNY). In addition, the travel time cost of passengers is reflected in the difference between the time of arriving at the destination station and the expected departure time at the origin station, that is, the difference between the arrival time of the arrival node corresponding to the train at the destination station and the expected departure time of the corresponding time period. This includes the departure waiting time of passengers at the origin station, travel time in the passing section, and stop time through the stop station, as well as the transfer time at the visited transfer station. Additionally, $\langle (r,s)|h|f \rangle$ denotes the transportation product provided by train $f$ for passengers corresponding to time period $h$ from their origin station $r$ to their destination station $s$. Hence, the generalized travel cost $C_{t,s}^{h,f}$ of passengers on transportation product $\langle (r,s)|h|f \rangle$ is formulated as:

$$C_{t,s}^{h,f} = p_{t,s}^f + (a_f(s) - R_h) \times a_1$$  \hspace{1cm} (1)
where \( \alpha_1 \) is a time cost parameter (CNY/minute). Then, the weighted average generalized travel cost \( C_{r,s}^h \) of passengers in time period \( h \) from \( r \) to \( s \) can be formulated as:

\[
C_{r,s}^h = \frac{1}{\sum_{f \in F} x_f \times y_f(r) \times y_f(s)} \sum_{f \in F} C_{r,s}^{hf} \times x_f \times y_f(r) \times y_f(s) \tag{2}
\]

Now, we can construct the elastic demand function from the weighted average generalized travel cost of passengers, and we set the form of the function to be the exponential-linear demand function, which is similar to Hu et al. [5]. Thus, the elastic demand function is formulated as:

\[
q_{r,s}^h \left( C_{r,s}^h \right) = q_{r,s}^{h0} \left( C_{r,s}^{h0} \right) \times \exp \left[ -\eta_{r,s}^h \left( \frac{C_{r,s}^h}{C_{r,s}^{h0}} - 1 \right) \right] \tag{3}
\]

where \( q_{r,s}^h \) is the total passenger demand for the OD pair \( (r, s) \) in time period \( h \), \( q_{r,s}^{h0} \left( C_{r,s}^{h0} \right) \) is the total initial demand for the OD pair \( (r, s) \) in time period \( h \) corresponding to the initial weighted average generalized travel cost \( C_{r,s}^{h0} \), and \( \eta_{r,s}^h > 0 \) is the elasticity coefficient of the OD pair \( (r, s) \) in time period \( h \).

3.4. Revenue and Cost Analysis

The revenue of railway operators and the cost of railway operators and passengers should be analyzed through each arc in a directed graph. We can define the cost for each arc and make the cost of the arc equal to the cost of the corresponding travel process. The revenue of the operators is considered the total price revenue minus the total operating cost, and the total cost of the passenger mainly considers the price cost and time cost during travel. \( \rho_{r,s}^i(j) \) denotes the number of passengers for the OD pair \( (r, s) \) in time period \( h \) on any type of arc \( (i, j) \), and the specific process of passenger demand allocation will be shown in a later subsection. Firstly, we analyze the total price revenue \( R_P \) and the total operating cost \( H \) of railway operators. The total price revenue \( R_P \) can be determined as follows.

\[
R_P = \sum_f \sum_{h \in H_r} \sum_{r \neq s} \sum_{(n_r, n_s) \in A_n} p_{r,s}^f \times x_f \times y_f(n_r, n_s) \times y_f(k) \times y_f(k) \tag{4}
\]

The total operating cost of railway operators \( H \) consists of the total organization cost \( C_F \) and the total train travel cost \( C_V \). The organization cost includes some fixed costs and the train travel cost includes some variable costs which are related to the engine time. Then, it can be formulated as follows:

\[
H = C_F + C_V \tag{5}
\]

\[
H = \sum_f \left\{ x_f \times \varphi_f + \left( \sum_{(k', k) \in E_F} x_f \times \tau_{k,k'}^f + \sum_{k \in S_F} y_f(k) \times w_k^F \right) \times \alpha \right\} \tag{6}
\]

where \( \varphi_f \) is the organization cost per train (CNY) and \( \alpha \) is a time cost parameter (CNY/minute). The total revenue of railway operators \( R \) can be defined as the total price revenue minus the total operating cost, which can be expressed by the following equation:

\[
R = R_P - H \tag{7}
\]

Secondly, the total travel cost of passengers \( \Psi \) is specifically reflected in the arcs through which passengers complete their travel in a directed graph, so we need to analyze the costs of related arcs.
The price cost of each train for passengers is particularly reflected in the boarding arc and transfer arc, and their total price cost is the sum of the price of passengers at the origin station and transfer station, namely,

\[
C_p = \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(n_k,v_f^h) \in A_B} p_{r,s}^{f} \times p_{r,s}^{h} \left( n_k, v_f^h \right) \times x_f + \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(u_f^h,v_f^h) \in A_B} p_{r,s}^{f} \times p_{r,s}^{h} \left( u_f^h, v_f^h \right) \times y_f(k) \times y_f'(k)
\]

(8)

The total cost of waiting time for passengers \( C_W \) at their origin station is shown on the boarding arc. It is the difference between the actual departure time and the expected departure time of passengers at the origin station.

\[
C_W = \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(n_k,v_f^h) \in A_B} \left( d_f(k) - R_h \right) \times p_{r,s}^{h} \left( n_k, v_f^h \right) \times x_f \times \alpha
\]

(9)

The total cost of pure travel time of passengers \( C_T \) from their origin station to their destination station is shown on the travel arc, it is the sum of the pure running time of all the train sections through which passengers complete their travel.

\[
C_T = \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(v_f^h,v_f^h) \in A_T} \tau_{f}^{h} \times p_{r,s}^{h} \left( v_f^h, v_f^h \right) \times x_f \times \alpha
\]

(10)

The total cost of dwell time of passengers \( C_D \) at the station the train stopped at is shown on the dwell arc. It is the sum of the consumed time of all the stations the train stopped at through which passengers completed their travel.

\[
C_D = \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(u_f^h,v_f^h) \in A_D} u_f^h \times p_{r,s}^{h} \left( u_f^h, v_f^h \right) \times y_f(k) \times \alpha
\]

(11)

The total cost of transfer time of passengers \( C_H \) is shown on the transfer arc, it is the sum of the transfer time of all the transfer arcs for passengers who completed their transfer.

\[
C_H = \sum_{f} \sum_{h \in H_f} \sum_{r \neq r'} \sum_{(u_f^h,v_f^h) \in A_H} \left( d_f(k) - a_f(k) \right) \times p_{r,s}^{h} \left( u_f^h, v_f^h \right) \times y_f(k) \times y_f'(k) \times \alpha
\]

(12)

In the actual passenger demand distribution process in a directed graph, sometimes it happens that the passengers cannot complete their travel. We distribute this delayed passenger demand through the virtual arc, then the total delayed cost of the passengers can be calculated as follows:

\[
C_E = \sum_{h \in H_f} \sum_{(n_k,n_k') \in A_V} p_{r,s}^{h} \left( n_k, n_k' \right) \times M_V
\]

(13)

where \( M_V \) is a fixed cost of each virtual arc, the value is set high.

Then, the total travel cost of passengers can be formulated as follows:

\[
\Psi = C_P + C_W + C_T + C_D + C_H + C_E
\]

(14)

3.5. Model Formulation

The objective of the upcoming model is to maximize the total revenue of railway operators minus the total travel cost of passengers. That is,

\[
\max G = \omega \times R - (1 - \omega) \times \Psi
\]

(15)
where $\omega$ is a weight coefficient whose value locates in the range $(0,1]$. Its value affects the relationship between the total revenue of railway operators and the total travel cost of passengers in the optimization result.

Then, some constraints are considered in the model as follows:

- **Train arrival/departure time constraint**

  \[ t_f^d \times x_f \leq d_f(o_f) \leq t_f^d \times x_f, \quad \forall f \in F \]  
  \[ a_f(k' - d_f(k)) = \tau_f^{k,k'} \times x_f, \quad \forall f \in F, \forall (k,k') \in E_f \]  
  \[ d_f(k) - a_f(k) = w_f^k \times y_f(k), \quad \forall f \in F, \forall k \in S_f \backslash \{o_f,d_f\} \]

Constraint (16) ensures that each operated train $f$ departs from its origin station within the time range $[t_f^s, t_f^d]$, constraint (17) ensures its pure running time $\tau_f^{k,k'}$ in each running section, and constraint (18) ensures its consumed dwell time $w_f^k$ at each stop station.

- **Consistency constraint**

  \[ y_f(o_f) + y_f(d_f) = x_f \times 2, \quad \forall f \in F \]  
  \[ \sum_{k \in S_f} y_f(k) \leq x_f \times L_f, \quad \forall f \in F \]

Constraint (19) ensures that each operated train $f$ must stop at its origin station $o_f$ and destination station $d_f$, and constraint (20) ensures that the number of the stop stations of the train cannot be more than $L_f$, namely, the number of stations visiting by train.

- **Price constraint**

  \[ 0 \leq p_{r,s}^f \leq y_f(r) \times y_f(s) \times M, \quad \forall f \in F, \forall r \in S_f \backslash \{d_f\}, \forall s \neq r \in S_f \backslash \{o_f\} \]  
  \[ p_{r,s}^f \leq p_{r,s}' \leq p_{r,s}^f, \quad \forall f \in F, \forall r \in S_f \backslash \{d_f\}, \forall s \neq r \in S_f \backslash \{o_f\} \]  
  \[ p_{r,s}^f \leq p_{r,s}'', \quad \forall f \in F, \forall r' \leq r \in S_f \backslash \{d_f\}, \forall s' \geq s \in S_f \backslash \{o_f\} \]

Constraint (21) is the consistency constraint of price and stop, which ensures that the price can be more than 0 only if train $f$ stops at stations $r$ and $s$ corresponding to the OD pair $(r,s)$. Constraint (22) ensures that the price of the OD pair $(r,s)$ for train $f$ is bounded, where $p_{r,s}^f$ and $p_{r,s}^f$ are the lower and upper bounds, and the values of the bounds are subjected to the relevant policy. Constraint (23) ensures that the price between the OD pairs with long mileage is higher than that between the OD pairs with relatively short mileage.

- **Flow balance constraint of passengers**

  \[ \sum_{(n,r,s) \in \hat{A}_{nr}} p_{r,s}^h(n_r, f) + \sum_{(n_r,s) \in \hat{A}_{V}} p_{r,s}^h(n_r, s) = q_{r,s}^h, \quad \forall h \in H_r, \forall r \in S_f \backslash \{d_f\}, \forall s \neq r \in S \]
  \[ \sum_{(i,j) \in \hat{A}_i} p_{r,s}^h(i, f) = \sum_{(j',i') \in \hat{A}_i} p_{r,s}^h(j', i'), \quad \forall h \in H_r, \forall r \neq s \in S, \forall s \neq r \in S \]
  \[ \sum_{(i,n_r) \in \hat{A}_{IN}} p_{r,s}^h(i, n_r) + \sum_{(i,n_s) \in \hat{A}_{V}} p_{r,s}^h(i, s) = q_{r,s}^h, \quad \forall h \in H_r, \forall s \neq r \in S \]

These constraints can ensure the balanced allocation of passengers in a directed graph. For each total elastic demand $q_{r,s}^h$, constraint (24) ensures that passengers depart from the
station node $n_r$ with the connected boarding arcs or virtual arc, constraint (26) ensures that passengers finally arrive at the station node $n_s$ with the connected getting-off arcs or virtual arc, and constraint (25) ensures that the number of passengers entering an arrival node or leaving a departure node must be equal to the number of them leaving or entering the corresponding node.

- Validity constraint of visiting boarding arcs

\[ 0 \leq \sum_{h \in H} \sum_{r} \rho_{r,s}^{h} \left( n_r, v_r^{f} \right) \leq w_h \left( n_r, v_f^{r} \right) \times \text{Cap}_f, \quad \forall f \in F, \forall s \neq r \in S \]  

\( d_f(k) \geq w_h \left( n_r, v_f^{r} \right) \times \mathcal{R}_h, \quad \forall f \in F, \forall h \in H_r, \forall s \neq r \in S \)  

Constraint (27) ensures that if the boarding arc allows passengers in time period $h$ to take train $f$ at their origin station $r$, that is, $w_h \left( n_r, v_f^{r} \right) = 1$, the number of passengers on the boarding arc can be more than 0. Constraint (28) ensures that the departure time of the corresponding train at the current station is later than the expected departure time of passengers, namely, the expected departure time of the corresponding time period $\mathcal{R}_h$.

- Capacity constraint

\[ \sum_{h \in H} \sum_{r} \left( \rho_{r,s}^{h} \left( n_r, v_r^{f} \right) + \rho_{s,r}^{h} \left( u_r^{f}, v_f^{r} \right) \right) \leq y_f(r) \times \text{Cap}_f, \quad \forall f \in F, \forall r \in S_f \setminus \{d_f\}, \forall s \neq r \in S \]  

Constraint (29) ensures that passengers are allowed to get on and transfer into train $f$ along the corresponding boarding arc and transfer arc when the train stops at the current station and the capacity of the boarding arc and transfer arc are set as $\text{Cap}_f$.

\[ \sum_{h \in H} \sum_{r} \rho_{s,r}^{h} \left( v_r^{f}, u_f^{k_1} \right) \leq x_f \times \text{Cap}_f, \quad \forall f \in F, \forall (k, k') \in E_f \]  

\[ \sum_{h \in H} \sum_{r} \rho_{s,r}^{h} \left( u_r^{f}, v_f^{r} \right) \leq y_f(k) \times \text{Cap}_f, \quad \forall f \in F, \forall k \in S_f \setminus \{o_f, d_f\} \]  

Constraint (30) ensures that passengers are allowed to travel by train $f$ along the corresponding travel arc when the train is selected to operate and the capacity of the travel arc is set as $\text{Cap}_f$. Constraint (31) ensures that passengers are allowed to stop or pass along the corresponding dwell arc at the corresponding station when the train is selected to operate and the capacity of the dwell arc is set as $\text{Cap}_f$.

\[ \sum_{h \in H} \sum_{k_1} \rho_{k_1,s}^{h} \left( u_f^{k_1}, v_f^{k_2} \right) \leq z \left( u_f^{k_1}, v_f^{k_2} \right) \times \text{Cap}_f, \quad \forall f' \neq f \in F, \forall k \in S_f \setminus S_{f'}, \forall s \neq k \in S \]  

\[ z \left( u_f^{k_1}, v_f^{k_2} \right) \leq \left[ y_f(k) + y_f(k) \right]/2, \quad \forall f' \neq f \in F, \forall k \in S_f \setminus S_{f'} \]  

\[ d_{f}(k) - a_{f}(k) \geq Y_k - \left[ 1 - z \left( u_f^{k_1}, v_f^{k_2} \right) \right] \times M, \quad \forall f' \neq f \in F, \forall k \in S_f \setminus S_{f'} \]  

Constraint (32) ensures that passengers are allowed to transfer from the train $f$ to $f'$ along the corresponding transfer arc when the transfer arc is valid, that is, $z \left( u_f^{k_1}, v_f^{k_2} \right) = 1$, and the capacity of the transfer arc is set as $\text{Cap}_f$. Meanwhile, the valid variable of the transfer arc must be constrained by (33) and (34). Constraint (33) requires that both train $f$ and $f'$ are selected to operate and stop at station $k$, and constraint (34) requires that the transfer time for passengers satisfies the minimum transfer time $Y_k$, where $M$ is a very big non-negative integer.

\[ \sum_{h \in H} \sum_{s \in S_f \setminus \{d_f\}} \rho_{k,s}^{h} \left( u_f^{s}, n_s \right) + \sum_{h \in H} \sum_{k} \rho_{k,s}^{h} \left( u_f^{s}, v_f^{r} \right) \leq y_f(k) \times \text{Cap}_f, \quad \forall f \in F, \forall k \in S_f \setminus \{d_f\}, \forall k' \neq k \in S \]
Constraint (35) ensures that passengers are allowed to get off and transfer out to train $f$ along the corresponding getting-off arc and transfer arc when the train stops at the current station and the capacity of the getting-off arc and transfer arc are set as $Cap_f$.

4. Solution Algorithm

The line planning problem is an NP-hard problem [1,11], and the joint optimization of the LPP-DPP is also very difficult to solve. Even if the joint optimization model can be approximately linearized, it will increase the number of variables and constraints very largely. The simulated annealing algorithm (SAA) of the heuristic approach is widely used in the LPP [1,38] and the DPP [35,36]. The SAA has a good application for this problem. In this paper, the joint optimization model will be solved under the framework of SAA.

4.1. SAA-Based Solution Algorithm Framework

The SAA-based solution algorithm framework for the joint optimization model is shown in Figure 3.

The solution algorithm is implemented by the following process, in which processes (4)–(6) will be repeated to continuously optimize the joint optimization model until the end condition is reached.

1. Candidate train set and differential price boundary generation: based on the physical railway network, and its current origin-destination-period demand and price level, generate a candidate train set and an upper-lower bound of the differential price between any serviceable OD pair for each candidate train;

2. Initial solution generation: select all the trains as the operated train from the candidate train set, set all the visiting stations as stopped stations of any train, and select a departure time for each operated train from the time range at its origin station; set the differential price of each operated train between any serviceable OD pair as the real price of the historical data. Based on the initial solution, initialize the directed graph;

3. Initial solution evaluation: calculate the weighted average generalized travel cost for each initial origin-destination-period demand based on the initial solution, and use the elastic demand function to obtain demand; based on the linear passenger flow allocation method, obtain the specific passenger flow on each arc in the directed graph, that is, obtain the passenger flow of each operated train in any operated section; calculate the objective function value of the initial solution based on the passenger flow allocation results and evaluate the initial solution;

4. Neighborhood searching procedure: search for a neighborhood solution of the current solution under neighborhood searching methods; update the directed graph based on the neighborhood solution;

5. Neighborhood solution evaluation: calculate the weighted average generalized travel cost for each origin-destination-period demand based on the current neighborhood solution, and use the elastic demand function to obtain each elastic origin-destination-period demand; based on the linear passenger flow allocation method, obtain the specific passenger flow on each arc in the directed graph; calculate the objective function value of the current neighborhood solution based on the passenger flow allocation results and evaluate the neighborhood solution;

6. Solution update: determine whether to accept the neighborhood solution based on the neighborhood solution evaluation;

7. End condition examination.
4.2. Initial Solution Generation

The algorithm selects the trains to operate from the candidate train set and obtains the optimized price from the price boundary, a set of candidate trains is generated based on the physical railway network and the space-time distribution of initial passenger demand, and then the operated train is selected from the candidate train set. The train set contains information about the origin station, destination station, sequence of visiting stations, and departure time range at the origin station of each candidate train. Based on the candidate train set, the upper and lower bounds of differential prices of each candidate train between any serviceable OD pair can be set. Then, we design the following method to generate the initial solution from the candidate train set and price boundary.

Figure 3. SAA-based solution algorithm framework.
Step 0. Generate a set of train routes along any considered railway line in the physical railway network between any origin station and any destination station. Here, the origin and destination stations refer to any station capable of being the starting and ending station of trains, then get the information of origin station $o_f$ and destination station $d_f$ for each candidate train; set all the passing stations between the origin and destination station along each train route as visiting stations, then get the information of the sequence of visiting stations $S_f$ for each candidate train; specify a departure time range for each train route based on the space-time distribution of initial passenger demand, then get the information of departure time range $[t_{sf}, t_{ef}]$ at the origin station for each candidate train; set the capacity of each candidate train as $Cap_f$; generate the initial differential price set for each candidate train based on the candidate train set and real historical data; set the upper bound $\hat{p}_{r,s}^f$ at 1.2 times the initial differential price of each candidate train between any OD pair and set the lower bound $\underline{p}_{r,s}^f$ at 0.6 times the initial differential price of each candidate train between any OD pair;

Step 1. Set all trains in the candidate train set as operated trains, set all visiting stations of each train as stopped stations, set the lower bound of the departure time range $[t_{sf}, t_{ef}]$ of each candidate train as the departure time of the train at their origin station, and set the price for each candidate train between any serviceable OD pair as the actual current price;

Step 2. Based on the current line planning and differential pricing of Step 1, use the elastic demand function to calculate the elastic origin-destination-period demand, then use the linear passenger flow allocation method to obtain the passenger flow of each arc in the directed graph by the GUROBI solver;

Step 3. According to the sum of the number of passengers on boarding arcs, getting-off arcs, and transfer arcs of each train at each station stopped at, the station of each train whose sum of passengers is less than 50 is randomly set as the non-stopped station;

Step 4. Randomly set some stations stopped at among all stations stopped at of all operated trains as non-stopped-at stations and update the line planning; update the differential pricing by deleting all prices associated with the changing station; then generate the initial solution and set it as the current solution and best solution.

4.3. Neighborhood Searching Procedure

Based on the initial solution or current solution, the core part of the inner loop of the SAA is the construction of the neighborhood solution. Combined with the joint optimization of the LPP-DPP, we design six types of neighborhood search strategies, which are the delete train strategy, add train strategy, delete stopped station strategy, add stopped station strategy, adjust train departure time strategy, and adjust train price strategy. The adjustment process of the first four strategies related to the line planning will be accompanied by the adjustment of the differential pricing, and the adjustment process of the sixth strategy related to the differential pricing will be accompanied by the adjustment of the line planning, that is to say, the adjustment of the line planning and the differential pricing is a whole process.

4.3.1. Delete Train Strategy

The strategy is to select a random proportion of trains to delete from the operated train set $F_O$ of the current solution with a random probability according to the price revenue of trains. First, a random number $\lambda$ is generated in the interval $[0, \lambda_{\text{max}}]$, where $\lambda_{\text{max}} \leq 1$ is the maximum delete ratio of all operated trains, which decreases gradually with the increase of the SAA iterations. Therefore, the actual number of deleted trains under the current strategy can be calculated as $\Omega = \text{numel}(F_O) \times \lambda$. Second, the price revenue of all operated trains in the current solution is calculated and sorted in order from small to large, which is denoted as the set $R_{F_O}$. Select a certain percentage of trains from all the operated trains with zero revenue to stop running directly. Similarly, this percentage decreases with the increase in the number of iterations. The top $\Omega$ trains in the set $R_{F_O}$ are selected as the
set $F_D$ and the price revenue of the train number $\Omega$ is denoted as $R_{\Omega}^{\max}$. Third, calculate the probability $P_{F_D}^i = \left( R_{\Omega}^{\max} - R_i \right) / \sum_{i' \in F_D} \left( R_{\Omega}^{\max} - R_{i'} \right)$ that each train in the $F_D$ is selected to delete, and then select the deleted train by the roulette wheel selection method according to this probability. Fourth, based on the deleted trains, all prices associated with these trains are deleted to obtain the adjusted differential pricing.

### 4.3.2. Add Train Strategy

The strategy is to select some not operated trains to operate according to the average departure waiting time of passengers on all operating trains within each departure time period. First, a random number $\lambda_1$ is generated in the interval $[0, \lambda_{\text{max}1}]$, where $\lambda_{\text{max}1} \leq 1$ is the maximum add ratio of all time periods $H$; therefore, the actual number of added time periods under the current strategy can be calculated as $\Omega_1 = \text{numel}(H) \times \lambda_1$. Second, the average departure waiting time of corresponding trains in each departure time period in the current solution is calculated and sorted in order from small to large, which is denoted as set $W_H$. The top $\Omega_1$ time periods in set $W_H$ are selected as set $F_\lambda$, and the average departure waiting time of the time period number $\Omega_1$ is denoted as $W_{\Omega_1}^{\max}$. Third, calculate the probability $P_{F\lambda}^h = \left( W_{\Omega}^{\max} - W_h \right) / \sum_{k \in H} \left( W_{\Omega}^{\max} - W_{h'} \right)$ that each time period is selected to add trains, and then select the time period to add trains by the roulette wheel selection method according to this probability. Fourth, select a certain percentage of all the trains that are not operated in the selected time period to start to operate. If there are no trains that are not operated in the selected time period, select the trains that are not operated in the adjacent time period to carry out the same operation. Fifth, based on the added trains, set the train departure time as the middle value of the maximum neutral between the departure time of all operating trains in the current period, and set the price for each train between any serviceable OD pair as the actual current price, then obtain the adjusted differential pricing.

### 4.3.3. Delete Station Stopped at Strategy

The strategy is to select some of the stations stopped by the all-operated trains to set as non-stopped-at stations with a certain probability, and it is based on the total price revenue at the station, the total number of passengers who get off and transfer out of the station, and the difference between the departure times of the first and last trains at the station corresponding to the current train. First, the value $P_{S_D} = R_{\Omega}^{\max} \times Q_{\Omega}^{\max} \times |T_F|$ of all stations stopped at by the all-operated trains are calculated and recorded as set $I$ according to the order from small to large, then a random number $\lambda_2$ is generated in the interval $[0, \lambda_{\text{max}2}]$, where $\lambda_{\text{max}2} \leq 1$ is the maximum delete ratio of the stations; therefore, the actual number of deleted stations under the current strategy can be calculated as $\Omega_2 = (\text{numel}(I) - \text{numel}(F) \times 2) \times \lambda_2$. Second, select the top $\Omega_2$ stations in set $I$ as set $S_D$ and record the value of the number $\Omega_2$ stations as $R_{\Omega_2}^{\max}$. Third, calculate the probability $P_{SD}^k = \left( R_{\Omega_2}^{\max} - I_k \right) / \sum_{f \in F \cap S_D} \sum_{k \in \Omega_f \setminus \{\Omega_f\}} \left( R_{\Omega_2}^{\max} - I_f \right)$ that each station in the $S_D$ is selected to delete, and then select the deleted station by the roulette wheel selection method according to this probability. Fourth, based on the deleted station stopped at by each train, delete all prices associated with the changing station and obtain the adjusted differential pricing. In addition, if a train stops at a station without passengers getting on, getting off, or transferring, the station will be deleted directly.

### 4.3.4. Add Station Stopped at Strategy

The strategy is to select some non-stopped-at stations of the operated trains to be set as stations stopped at with a probability based on the average price revenue of other trains that stopped at the station, the average number of passengers who get off and transfer out of the station of other trains that stopped at the station, and the difference between the
departure times of the first and last trains that stopped at the station corresponding to the current train. First, the value \( T^k_f = R^k_f \times Q_f \times |J_f| \) of all non-stopped-at stations of the all-operated trains is calculated and recorded as set \( T \) according to the order from small to large, then a random number \( \lambda_3 \) is generated in the interval \([0, \lambda_{\text{max}3}]\), where \( \lambda_{\text{max}3} \leq 1 \) is the maximum delete ratio of the stations; therefore, the actual number of deleted stations under the current strategy can be calculated as \( \Omega_3 = \text{numel}(T) - \text{numel}(F) \times 2 \times \lambda_3 \). Second, select the top \( \Omega_3 \) stations in set \( T \) as set \( S_A \) and record the value of the number \( \Omega_3 \) station as \( T^\Omega_3 \). Third, calculate the probability \( P^k_{sA} = \left( \frac{T^\Omega_3 - |J_f^k|}{\sum_{f \in F} \sum_{J_f^k} (T^\Omega_3 - |J_f^k|)} \right) \) that each station in \( S_A \) is selected to add, and then select the added station by the roulette wheel selection method according to this probability. Fourth, based on the added station stopped at of each train, set the prices associated with these changing stations to be the actual current prices and obtain the adjusted differential pricing.

4.3.5. Adjust Train Departure Time Strategy

The strategy is to select some trains from all operated trains \( F_0 \) to adjust the train departure time at the origin station according to the average waiting time of passengers with a random probability. First, a random number \( \lambda_4 \) is generated in the interval \([0, \lambda_{\text{max}4}]\), where \( \lambda_{\text{max}4} \leq 1 \) is the maximum adjusted ratio of all operated trains, which decreases gradually with the increase in the SAA iterations. Therefore, the actual number of adjusted trains under the current strategy can be calculated as \( \Omega_4 = \text{numel}(F_0) \times \lambda_4 \). Second, the average waiting time of each train in \( F_0 \) is calculated and sorted in order from small to large, which is denoted as \( AT_{f_0} \). The top \( \Omega_4 \) trains in set \( AT_{f_0} \) are selected as set \( F_1 \) and the average waiting time of train number \( \Omega_4 \) is denoted as \( AT_{\Omega_4} \). Third, calculate the probability \( P^f_{f_1} = \left( \frac{AT_{\Omega_4} - AT_f}{\sum_{f' \in F_1} (AT_{\Omega_4} - AT_{f'})} \right) \) that each train in \( F_1 \) is selected to adjust, and then select the adjusted train by the roulette wheel selection method according to this probability. Fourth, the departure time of the selected trains at the origin station is uniformly subtracted from a fixed time, which decreases with the increase in the number of iterations.

4.3.6. Adjust Train Price Strategy

The strategy is to select some train prices for different trains serving the same OD pair to add or reduce prices according to the train price revenue between the OD pair. First, a random number \( \lambda_5 \) is generated in the interval \([0, \lambda_{\text{max}5}]\), where \( \lambda_{\text{max}5} \leq 1 \) is the maximum adjusted ratio of all train prices between each OD pair, which decreases gradually with the increase in the SAA iterations. Therefore, the actual number of adjusted OD prices between each OD pair under the current strategy can be calculated as \( \Omega_5 = \text{numel}(F_{rs}) \times \lambda_5 \), here, \( F_{rs} \) is the number of total serviceable OD pairs of all operated trains. Second, the price revenue of each serviceable train of each OD pair is calculated and sorted in order from small to large, which is denoted as set \( AP_{rs} \). For each group of OD price revenue between each OD pair, the maximum value is denoted as \( R^\Omega_{rs} \). Third, calculate the probability \( P^f_{AP_{rs}} = \left( \frac{R^\Omega_{rs} - R^f_{rs}}{\sum_{f' \in F_{rs}} (R^\Omega_{rs} - R^f_{rs})} \right) \) that the train price for each train serving the OD pair in the \( AP_{rs} \) is selected to adjust, and then select the adjusted OD price by the roulette wheel selection method according to this probability. Fourth, for a set of train OD prices between any OD pairs, when the probability is greater than a random number, add a fixed ticket value \( |p| \) to the ticket price, when the probability is less than a random number, subtract a fixed ticket value \( |\overline{p}| \) from the ticket price.

4.4. Algorithm Step

The algorithm step of the proposed SAA-based solution method for solving the joint optimization of the LPP-DPP is described in Algorithm 1:
verify the effectiveness of the joint optimization model of the LPP-DPP and the solving the real-world case is run on a workstation equipped with an Intel Xeon W-2145 3.70 GHz CPU and 16GB RAM, and R2019b, GUROBI optimizer version 10.0.0, and the YALMIP toolbox. The small case is run on a personal computer with an Intel Core i5-12400 2.50 GHz CPU and 16GB RAM, then carry out some experiments based on the small-scale real-world railway network. The numerical experiments are conducted using MATLAB based on the toy network, then carry out some experiments based on the elastic demand: initial origin-destination-period demand $q^h_{r,s}$ elastic demand function $\hat{q}^h_{r,s}(C^h_{r,s})$.

Output:
- Line planning and differential pricing $X^*$, the value of the objective $G^*$.

Step 1: initial solution generation and evaluation
- Generate the initial solution $X_0$, then set the current solution $X \leftarrow X_0$ the best solution $X^* \leftarrow X_0$;
- Calculate the weighted average generalized travel cost of passengers $C^h_{r,s}$, and use the elastic demand function $q^h_{r,s}(C^h_{r,s})$ to obtain each origin-destination-period demand;
- Based on the linear passenger flow allocation method, obtain the passenger flow of each arc $\mu^h_{r,s}(i,j)$ in the directed graph; at the same time, calculate the value of the objective $G(X_0)$, set $G \leftarrow G(X_0)$, $G^* \leftarrow G(X_0)$, the current temperature $T \leftarrow T_0$, and the iteration number $n \leftarrow 1$.

Step 2: neighborhood searching and evaluation
- Search for a neighborhood solution $X_n$ of the current solution $X$ by neighborhood searching methods;
- Calculate the weighted average generalized travel cost of passengers $C^h_{r,s}$ based on the current solution, and use the elastic demand function $q^h_{r,s}(C^h_{r,s})$ to obtain each origin-destination-period demand;
- Based on the linear passenger flow allocation method, obtain the passenger flow of each arc $\mu^h_{r,s}(i,j)$ in the directed graph; at the same time, calculate the objective based on the neighbor-hood solution $G(X_n)$.

Step 3: update the current solution and the best solution
- $\Delta G \leftarrow G(X) - G(X_n)$. If $\Delta G \leq 0$, then $X \leftarrow X_n$, $G \leftarrow G(X_n)$, $X^* \leftarrow X_n$, $G^* \leftarrow G(X_n)$; else if $\exp[-\Delta G/T] > \text{Random}(0,1)$, then $X \leftarrow X_n$, $G \leftarrow G(X_n)$. Set $n = n + 1$.

Step 4: check the end condition of the inner loop
- If $n > l_{\text{max}}$, then $T \leftarrow \theta \times T$, $n \leftarrow 1$; otherwise, go to Step 2.

Step 5: check the end condition of the outer loop
- If $T < T_{\text{end}}$, then output the best solution $X^*$ and the value of the objective $G^*$; otherwise, go to Step 2.

5. Numerical Experiments

In this section, a toy railway network and a real-world railway network are used to verify the effectiveness of the joint optimization model of the LPP-DPP and the solving efficiency of the SAA-based algorithm. We carry out sensitivity analysis using small-scale experiments based on the toy network, then carry out some experiments based on the real-world railway network. The numerical experiments are conducted using MATLAB R2019b, GUROBI optimizer version 10.0.0, and the YALMIP toolbox. The small case is run on a personal computer with an Intel Core i5-12400 2.50 GHz CPU and 16GB RAM, and the real-world case is run on a workstation equipped with an Intel Xeon W-2145 3.70 GHz.
CPU and 128GB RAM, it is a Dell-branded device purchased by an individual and placed in his personal office in Changsha, China.

5.1. A Small Case Study

The small-scale toy railway network is the same as the network in Figure 1. It consists of two lines, seven stations, and six sections, and the pure running time of each train is marked in Figure 4. The first line consists of stations 1, 2, 3, 4, and 5, the second line consists of stations 3, 6, and 7, and the two lines share station 3. The sequence of visiting stations, the sequence of the initially stopped stations, and the departure time range at the origin station (minute) of candidate trains are given in Table 3. The initial differential price, price lower bound, and price upper bound of each candidate train are generated by the price between the OD pairs in Table 4, that is, the initial price between the OD pairs of each candidate train is the same. The initial origin-destination-period demand of each OD pair in each time period and the initial weighted average generalized travel cost of each OD pair in each time period for the elastic demand function are also given in Table 4.

![Figure 4. Trains’ pure running times on the toy railway network.](image)

Table 3. The information of the candidate train.

<table>
<thead>
<tr>
<th>No.</th>
<th>Visiting Station</th>
<th>Initial Stopped-at Station</th>
<th>Time Range (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-2-3</td>
<td>1-2-3</td>
<td>[0, 60]</td>
</tr>
<tr>
<td>2</td>
<td>3-4-5</td>
<td>3-4-5</td>
<td>[0, 60]</td>
</tr>
<tr>
<td>3</td>
<td>3-6-7</td>
<td>3-6-7</td>
<td>[0, 60]</td>
</tr>
<tr>
<td>4</td>
<td>1-2-3-4-5</td>
<td>1-2-3-4-5</td>
<td>[0, 60]</td>
</tr>
<tr>
<td>5</td>
<td>1-2-3-6-7</td>
<td>1-2-3-6-7</td>
<td>[0, 60]</td>
</tr>
<tr>
<td>6</td>
<td>1-2-3</td>
<td>1-2-3</td>
<td>[60, 120]</td>
</tr>
<tr>
<td>7</td>
<td>3-4-5</td>
<td>3-4-5</td>
<td>[60, 120]</td>
</tr>
<tr>
<td>8</td>
<td>3-6-7</td>
<td>3-6-7</td>
<td>[60, 120]</td>
</tr>
<tr>
<td>9</td>
<td>1-2-3-4-5</td>
<td>1-2-3-4-5</td>
<td>[60, 120]</td>
</tr>
<tr>
<td>10</td>
<td>1-2-3-6-7</td>
<td>1-2-3-6-7</td>
<td>[60, 120]</td>
</tr>
<tr>
<td>11</td>
<td>1-2-3-4-5</td>
<td>1-2-3-4-5</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>12</td>
<td>1-2-3-6-7</td>
<td>1-2-3-6-7</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>13</td>
<td>1-2-3</td>
<td>1-2-3</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>14</td>
<td>3-4-5</td>
<td>3-4-5</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>15</td>
<td>3-6-7</td>
<td>3-6-7</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>16</td>
<td>1-2-3-4-5</td>
<td>1-2-3-4-5</td>
<td>[120, 180]</td>
</tr>
<tr>
<td>17</td>
<td>1-2-3-6-7</td>
<td>1-2-3-6-7</td>
<td>[120, 180]</td>
</tr>
</tbody>
</table>

In addition, the value of the weight coefficient $\omega$ is set at 0.8, the train capacity of each train is set at 600 seats/train-set, the organization cost $\varphi_f$ of each train is set at 10,000/train-set, the stopping time $w^k_f$ of trains at each stopping station is set at 5 min, the minimum transfer time $\gamma_k$ for passengers at the station is set at 30 min, the elasticity coefficient $\eta^{h}_{r,s}$ of each OD pair in each time period is set at 2, and the time cost parameters $\alpha$ in the model are set at 0.5.
Table 4. The information of initial OD price and origin-destination-period demand.

<table>
<thead>
<tr>
<th>OD Pair</th>
<th>OD Price</th>
<th>Origin-Destination-Period Demand</th>
<th>Weighted Average Travel Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Price</td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>1-2</td>
<td>30</td>
<td>24</td>
<td>42</td>
</tr>
<tr>
<td>1-3</td>
<td>65</td>
<td>52</td>
<td>91</td>
</tr>
<tr>
<td>1-4</td>
<td>82</td>
<td>66</td>
<td>115</td>
</tr>
<tr>
<td>1-5</td>
<td>105</td>
<td>84</td>
<td>147</td>
</tr>
<tr>
<td>1-6</td>
<td>60</td>
<td>48</td>
<td>84</td>
</tr>
<tr>
<td>1-7</td>
<td>105</td>
<td>84</td>
<td>147</td>
</tr>
<tr>
<td>2-3</td>
<td>40</td>
<td>32</td>
<td>56</td>
</tr>
<tr>
<td>2-4</td>
<td>57</td>
<td>46</td>
<td>80</td>
</tr>
<tr>
<td>2-5</td>
<td>82</td>
<td>66</td>
<td>115</td>
</tr>
<tr>
<td>2-6</td>
<td>48</td>
<td>38</td>
<td>67</td>
</tr>
<tr>
<td>2-7</td>
<td>65</td>
<td>52</td>
<td>91</td>
</tr>
<tr>
<td>3-4</td>
<td>20</td>
<td>16</td>
<td>28</td>
</tr>
<tr>
<td>3-5</td>
<td>46</td>
<td>37</td>
<td>64</td>
</tr>
<tr>
<td>3-6</td>
<td>30</td>
<td>24</td>
<td>42</td>
</tr>
<tr>
<td>3-7</td>
<td>46</td>
<td>37</td>
<td>64</td>
</tr>
<tr>
<td>4-5</td>
<td>30</td>
<td>24</td>
<td>42</td>
</tr>
<tr>
<td>6-7</td>
<td>20</td>
<td>16</td>
<td>28</td>
</tr>
</tbody>
</table>

After 300 s of CPU time and 331 iterations, the convergence curve of the value of the objective function is shown in Figure 5, and the value of the objective function does not change after the 91st iteration. It can be seen from the figure that the value of the objective function converges from CNY 57,684.40 for the initial solution to CNY 112,024.60 for the final solution, and the increase of the final solution over the initial solution is 94.20%. Under the current algorithm framework, the case can converge to the final solution quickly, and the resulting final solution has a large improvement space compared with the initial solution. This shows that the algorithm has a high solving efficiency and can quickly find the final solution.

![Figure 5. The convergence curve of the small-scale case.](image)

In this case, there are ten trains operating in the final solution. The sequence of stopped stations, departure time at the origin station, average load factor, and pure price revenue of each operated train are shown in Table 5. Compared with the initial solution, the number of stations stopped at of six operated trains is reduced by one or two, which indicates that the algorithm can effectively solve the optimal stations stopped at sequence of operated
trains. From the departure time of each train at the origin station, the departure time of each train is relatively evenly distributed, which can effectively take into account the expected departure time needs of passengers. Three trains have an average load factor of more than 80%, two have an average load factor of more than 70%, and the rest have an average load factor of around 60%. In addition, from the perspective of the total price income of each operated train, each train can make a profit, which indicates that the model can effectively obtain the line plan and price plan beneficial to railway operators.

Table 5. The information of all operated trains of the small-scale case.

<table>
<thead>
<tr>
<th>No.</th>
<th>Stopped-At Station</th>
<th>Time of Departure (min)</th>
<th>Average Load Factor</th>
<th>Price Revenue (CNY)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1-2-3-4-5</td>
<td>54</td>
<td>68.51%</td>
<td>51,265</td>
</tr>
<tr>
<td>5</td>
<td>1-2-6-7</td>
<td>60</td>
<td>86.49%</td>
<td>51,618</td>
</tr>
<tr>
<td>9</td>
<td>1-2-3-4-5</td>
<td>105</td>
<td>71.08%</td>
<td>52,815</td>
</tr>
<tr>
<td>10</td>
<td>1-2-3-7</td>
<td>120</td>
<td>79.78%</td>
<td>47,624</td>
</tr>
<tr>
<td>11</td>
<td>1-2-5</td>
<td>120</td>
<td>80.08%</td>
<td>50,888</td>
</tr>
<tr>
<td>12</td>
<td>1-2-6-7</td>
<td>130</td>
<td>67.13%</td>
<td>36,646</td>
</tr>
<tr>
<td>15</td>
<td>3-6-7</td>
<td>150</td>
<td>88.47%</td>
<td>25,252</td>
</tr>
<tr>
<td>16</td>
<td>1-2-4-5</td>
<td>170</td>
<td>67.71%</td>
<td>44,136</td>
</tr>
<tr>
<td>17</td>
<td>1-6-7</td>
<td>176</td>
<td>58.69%</td>
<td>37,470</td>
</tr>
</tbody>
</table>

Figure 6 shows the variation of passenger flow between the final solution and the initial solution of each OD pair in each period, and the X-axis is each OD pair and the Y-axis is the change value of each OD pair in each time period. It can be clearly seen from the figure that the increasing number of each OD for passenger flow in each period is more than the decreased number, which indicates that the elastic demand function can effectively regulate passenger flow. When the passenger travel cost is higher than the initial cost, the passenger flow decreases, and when the passenger travel cost is lower than the initial cost, the passenger flow increases, indicating that the model can fully take into account the passenger travel cost. Therefore, the model can effectively take into account various considerations in the objective, that is, it can effectively take into account the objectives of both railway operators and passengers.

![Figure 6](image-url)
5.2. Sensitivity Analysis

It is necessary to perform sensitivity analysis for some key parameters and give some suitable values or ranges for setting these parameters. The analysis in this part is based on data from the small-scale case.

5.2.1. Impact Analysis of Weight Coefficient

The value of the weight coefficient $\omega$ affects the relationship between the total revenue of railway operators $R$ and the total travel cost of passengers $\Psi$ in the optimization result. We fixed the other parameters and observed the change in the value of the objective function and the values of the above two parts in the final solution by changing the value of the weight coefficient. Figure 7 shows the changing trend of the value of the objective function when $\omega$ varies from 0.65 to 1 (interval: 0.05). The three curves in the figure show an overall upward trend. When $\omega$ is equal to 0.65, the value of the objective function is negative and the solution result of the model is abnormal. Therefore, in actual operation, the setting of the value of $\omega$ cannot be arbitrarily set to a small number between 0 and 1, for example, it cannot be set to less than 0.65 in the current case. When $\omega$ is equal to 1, the objective function is equal to the total revenue of railway operators, and the total travel cost of passengers is the highest. When the value of $\omega$ is after 0.7, the change range of total revenue of railway operators is not too large, while the total travel cost of passengers keeps rising. Therefore, in order to consider the interests of both operators and passengers, we suggest that the value of $\omega$ should be set around 0.8.

![Figure 7](image.png)

**Figure 7.** Variation of the value of the objective function with $\omega \in [0.65, 1]$.

5.2.2. Impact Analysis of Train Capacity

The passenger service capacity ($Cap$) of candidate trains determines the number of seats available for passengers. In Figure 8, we vary the value of the passenger service capacity from 400 to 1200 with a step of 100. When the train capacity varies between 400 and 800, the value of the objective function shows an increasing trend, and when the train capacity exceeds 800, the value of the objective function does not change. According to the trend of the curve, the increase in train capacity in a certain range (for example, less than 800) is conducive to the increase in the value of the objective function, but when the increase in train capacity exceeds a certain critical value (for example, higher than 800), the value of the objective function will not increase, because the change of train price is constrained by the price boundary.
5.2.3. Impact Analysis of Price Boundary

The upper bound $\hat{p}_{r,s}$ and lower bound $\tilde{p}_{r,s}$ of differential prices determine the range of price variation, thus determining price revenue and passenger cost. On the basis of the initial price, we increase the price to get the upper bound and reduce the price to get the lower bound, and the step size of the increase and decrease is 5% of the initial price. In Figure 9, with the increase in the variable range of price, the value of the objective function generally shows an upward trend. When the upper bound of the price is 105% to 130% of the initial price and the lower bound is 95% to 70% of the initial price, the rise of the objective function value is relatively obvious, and then the rise tends to moderate. In this case, when the upper bound of the price exceeds 130% of the initial price and the lower bound of the price is less than 70% of the initial price, continuing to expand the adjustment interval of the price does not significantly increase the value of the objective function. This is because the price cannot be increased blindly, and increasing the price means reducing the elastic demand. The two restrict each other to maintain the balance between operators and passengers.

5.3. A Real-World Case Study

As shown in Figure 10, a real-world railway network consists of 2 lines, 13 stations, and 12 sections. The first line runs from Beijing West Station to Zhengzhou East Station, the second line runs from Beijing West Station to Taiyuan South Station, and the two lines share five stations. The considered network includes the capital of Beijing and the provincial capitals of Taiyuan, Zhengzhou, and Shijiazhuang. In this paper, we only consider the single direction from Beijing West to Zhengzhou East and from Beijing West to Taiyuan.
South. The two stations Beijing West and Shijiazhuang can be used as the origin stations for trains, and the four stations Shijiazhuang, Taiyuan South, Handan East, and Zhengzhou East can be used as the destination stations for trains. We analyzed the real data statistics of the two lines by the China Railway ticketing system on 20 December 2016 (provided by the China Academy of Railway Sciences Co., Ltd.). The day from 6:00 to 21:00 will be divided into 5 time periods (e.g., from 6:00 to 8:59 is a time period), and the time-dependent demand includes 66 OD pairs and 48,579 initial passengers. Additionally, we pre-determined 61 candidate trains by combining the 2 lines with the demand.

Figure 10. Railway networks of Beijing–Zhengzhou HSR and Beijing–Taiyuan HSR.

In addition, the value of the weight coefficient \( \omega \) is set at 0.8, the train capacity of each train is set at 1200 seats/train-set, the organization cost \( \varphi_f \) of each train is set at 30,000/train-set, the stopping time \( w_{k}^{j} \) of trains at each stopping station is set at 5 min, the minimum transfer time \( Y_{k} \) for passengers at the station is set at 30 min, the elasticity coefficient \( \eta_{r,s}^{h} \) of each OD pair in each time period is set at 1.5, and the time cost parameters \( \alpha \) in the model are set at 0.5.

In this case, the convergence curve of the value of the objective function is shown in Figure 11, and the value of the objective function converges after 5.16 h and 180 iterations. It can be seen from the figure that the value of the objective function converges from CNY 2,046,647.69 of the initial solution to CNY 2,686,000.60 of the final solution, and the increase in the final solution over the initial solution is 31.24%. It can be seen that the algorithm still has good adaptability to the current case and can get the final solution within an acceptable time range.

The train diagram is shown in Figure 12. In the final solution, there are 30 trains in operation, among which 21 serve the first line and 9 serve the second line. Since we divide the passenger flow into five time periods, and the expected departure time of passengers within each time period is the same, it can be seen from the figure that the departure time of operated trains at the departure station are relatively concentrated on the expected departure time of passengers corresponding to these five time periods. Of course, if the time division unit is smaller, the departure time of the train at the origin station will be more widely concentrated around the expected departure time of the passengers at each time.
The average passenger load factor of each train in operation is shown in Table 6. The number of trains with an average load factor of more than 70% is 19, accounting for 63.33% of the total number of trains in operation. The total number of passengers getting on and getting off at each station and the number of stops at each station are shown in Figure 13. It can be seen from the figure that the line plan generated by the final solution can effectively match passenger demands. These show that the line plan obtained by the final solution can effectively meet the travel requirements of passengers and provide a high-quality line plan for railway operators.

Table 6. Distribution of average load factor for all operated trains.

<table>
<thead>
<tr>
<th>Load Factor (%)</th>
<th>(30,40]</th>
<th>(40,50]</th>
<th>(50,60]</th>
<th>(60,70]</th>
<th>(70,80]</th>
<th>(80,90]</th>
<th>Above 90</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of trains</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Proportion</td>
<td>3.33%</td>
<td>3.33%</td>
<td>3.33%</td>
<td>26.67%</td>
<td>23.33%</td>
<td>13.33%</td>
<td>26.67%</td>
</tr>
</tbody>
</table>
Figure 13. The correlation between passenger demand and stop frequency at each station.

Figure 14 shows the change value of passenger flow in each time period. Under the regulation of the elastic demand function, the total number of passengers in the final solution is 50,486, which is 1907 people more than the initial solution. It can be clearly seen from the figure that most OD pairs increase the passenger flow in each period, which indicates that the line plan and price plan can serve passengers well. Of course, there are also a small number of OD pairs that reduce a lot of passenger flow in some periods, which is because these passengers cannot choose the right train in the final line plan and complete the travel, and the elastic demand function regulates these passengers. Based on the above analysis, we can conclude that the line plan and price plan in the final solution can effectively improve the income of railway operators and provide them with a high-quality line plan and differential price plan. Meanwhile, it can provide passengers with train products that meet the requirements of price and travel time at the same time.

Figure 14. The distribution of passenger numbers among all ODs and time periods.

6. Conclusions

In this study, we developed a non-linear joint optimization model for the time-dependent line planning problem and differential pricing problem (LPP-DPP) with passenger train choice in high-speed railway (HSR) networks under time-dependent elastic origin-destination-period demand. We described it based on a directed graph and solved
it with an efficient algorithm. This algorithm is designed based on a simulated annealing framework combined with the existing linear commercial solver to complete the passenger flow allocation and objective function value calculation. We showed that the optimized time-dependent line plan and differential price plan can effectively increase the total revenue of railway operators and improve the travel level of railway passengers while providing both with higher quality line plans and more appropriate price plans, using a toy railway network and a real-world railway network of Beijing–Zhengzhou HSR and Beijing–Taiyuan HSR.

Future research can be further expanded in some possible ways. First, the scope of the problem can be further expanded, for example, the seat allocation decision can be introduced into the current decision-making, and the differential pricing decision of a single-class seat can be expanded to the differentiated pricing considering the levels of multiple seats. Second, although an effective SAA algorithm is designed in this study for a new joint optimization problem, more diversified solving methods can be used to solve the optimization model, such as the method of artificial intelligence and more efficient meta-heuristic algorithms, specifically, the method of artificial intelligence can be applied to various aspects such as HSR passenger demand estimation. Third, with the increase in research results, it is possible to compare the differences in solving methods in the background of similar problems.
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