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Abstract: This study presents a multi-objective optimization approach for designing hybrid renewable energy systems for electric vehicle (EV) charging stations that considers both economic and reliability factors as well as seasonal variations in energy production and consumption. Four algorithms, MOPSO, NSGA-II, NSGA-III, and MOEA/D, were evaluated in terms of their convergence, diversity, efficiency, and robustness. Unlike previous studies that focused on single-objective optimization or ignored seasonal variations, our approach results in a more comprehensive and sustainable design for EV charging systems. The proposed system includes a 223-kW photovoltaic system, an 80-kW wind turbine, and seven Lithium-Ion battery banks, achieving a total net present cost of USD 564,846, a levelized cost of electricity of 0.2521 USD/kWh, and a loss of power supply probability of 1.21%. NSGA-II outperforms the other algorithms in terms of convergence and diversity, while NSGA-III is the most efficient, and MOEA/D has the highest robustness. The findings contribute to the development of efficient and reliable renewable energy systems for urban areas, emphasizing the importance of considering both economic and reliability factors in the design process. Our study represents a significant advance in the field of hybrid renewable energy systems for EV charging stations.
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1. Introduction

Electric vehicles (EVs) are considered a promising technology to reduce the environmental impact and greenhouse gas emissions of the transportation sector. EVs have several advantages over conventional vehicles that run on fossil fuels, such as lower operating costs, higher energy efficiency, and zero tailpipe emissions. However, EVs also require adequate charging infrastructure to meet their energy demand and ensure their reliability. Electric vehicle charging stations (EVCSs) are facilities that provide electricity to charge EV batteries. There are different types of EVCSs based on their power level, power flow direction, converter topology, and charging control strategy [1]. They can be categorized into three main levels: Level 1, Level 2, and Level 3. Level 1 chargers are the slowest and use regular wall outlets with AC power. They have a power output of 1.3 kW to 2.4 kW, and it can take up to 20 h to charge an EV battery overnight. Level 2 chargers are faster and use higher-voltage AC power. They have a power output of up to 19 kW and can charge an EV battery up to 80% in about an hour [2–4].
The widespread use of EVs requires adequate charging infrastructure, which can be either grid-connected or off-grid \[5,6\]. Grid-connected charging stations have some drawbacks, such as: These devices can cause power quality issues, such as voltage fluctuations, harmonics, and reactive power consumption \[7,8\]. The peak load demand on the grid can be increased by such stations, especially during evening hours when EVs are plugged in after work \[9,10\]. Costly new power plants or transmission lines can be required by these devices to meet the increased load and maintain reliability. Grid disturbances, such as faults, frequency deviations, and blackouts, can affect such stations \[11,12\].

Off-grid EV charging stations are standalone devices that use renewable energy sources, such as solar and wind, to charge EVs without relying on the grid. These stations have some advantages over grid-connected stations, such as: reducing the load and emissions of the grid, enhancing the reliability and resilience of the charging service, and expanding the access to remote areas where grid infrastructure is unavailable or costly \[13,14\]. However, off-grid EV charging stations also face some challenges, such as: high initial investment and maintenance costs, intermittent and variable power supply from renewable sources, limited storage capacity and scalability, and lack of standardization and regulation \[15\].

However, designing an off-grid hybrid system consisting of several RES for EVCS is not a trivial task. It involves finding an optimal combination of system components and operating strategies that can satisfy the load demand while minimizing the cost and maximizing the performance and reliability of the system \[16–19\]. This is a complex optimization problem that requires suitable methods to solve it efficiently and effectively. Optimization methods can be classified into single-objective and multi-objective methods \[20\]. Single-objective methods aim to optimize one objective function (such as cost or emissions) while satisfying some constraints (such as load demand or battery state of charge) \[21\].

Multi-objective optimization (MOO) is a field of optimization that deals with problems that involve optimizing multiple objective functions simultaneously. These objectives may be conflicting or competing, which means that enhancing one objective may negatively affect another \[22\]. As a result, there is often no single best solution to these problems but rather a set of solutions that are equally satisfactory in terms of balancing objectives \[23\]. This group of solutions is known as the Pareto optimal set or Pareto front \[24\]. MOO issues can be solved using a variety of techniques and algorithms, which can be divided into two main categories: traditional methods and evolutionary methods \[25\].

Traditional methods are based on mathematical programming techniques that transform the multi-objective problem into a single-objective problem by using some preference information from the decision maker \[26\]. This preference information can be given before, during, or after the optimization process. Some common traditional methods are the Weighted Sum Method, the \(\epsilon\)-Constraint Method, and Goal Programming. The Weighted Sum Method adds objectives together with weights that show the importance of each objective \[27\]. The \(\epsilon\)-Constraint Method changes the multi-objective problem into a single-objective problem by choosing one objective as the main objective and making the other objectives constraints \[28\]. Goal Programming sets targets for each objective and tries to reduce the difference from these targets \[29\].

Evolutionary methods are algorithms inspired by natural evolution that use population-based techniques to simulate selection and variation processes. These methods do not require any input from the decision maker beforehand and can generate a diverse set of solutions that approximate the Pareto front without reducing the multi-objective problem into a single-objective one \[30,31\]. Genetic Algorithms (GAs), Particle Swarm Optimization (PSO), Differential Evolution (DE), and Multi-Objective Evolutionary Algorithms (MOEAs) are some common examples of evolutionary methods. GA uses selection, crossover, and mutation to create new solutions from a population \[32\]. PSO mimics the movement of particles in a search space \[33\]. DE generates new solutions using mutation, crossover, and selection \[34,35\]. MOEA is a specific type of evolutionary algorithm designed for
multi-objective optimization and utilizes specialized operators and algorithms to handle multiple objectives simultaneously [36,37].

Each method has its own advantages and disadvantages that depend on various factors, such as the problem’s complexity, the characteristics of the objectives, and the availability of preference information. Therefore, selecting the right method for each problem is crucial to achieve efficient and effective optimization.

In this paper, the feasibility of utilizing wind and solar energy to power off-grid EVCSs is investigated as a potential solution for the lack of effective and affordable charging options in areas without grid power access. The utilization of wind and solar energy is proposed as a cost-effective and sustainable solution for powering off-grid EV charging stations. The study explores the optimization of hybrid power systems (HPSs) through various algorithms to enhance technical performance, economic feasibility, and environmental impact. A multi-objective optimization algorithm was employed to account for the inherent trade-offs that come with the design of a hybrid charging system. Specifically, this algorithm incorporated four optimization techniques, namely, Multi-Objective Particle Swarm Optimization (MOPSO), Non-dominated Sorting Genetic Algorithm (NSGA-II), Non-dominated Sorting Genetic Algorithm III (NSGA-III), and Multi-Objective Evolutionary Algorithm Based on Decomposition (MOEA/D), to appraise the technical performance and economic feasibility of the system. Moreover, a model was formulated to gauge the convergence, diversity, efficiency, and robustness of the optimization algorithms.

The choice of MOPSO, NSGA-II, NSGA-III, and MOEA/D algorithms in this manuscript is justified due to their effectiveness in solving complex optimization problems with multiple objectives and constraints [38,39]. These heuristic algorithms are widely used in the literature and have been shown to provide good solutions to similar problems. MOPSO is a multi-objective optimization algorithm that combines the particle swarm optimization and multi-objective optimization algorithms, making it well-suited for problems with multiple objectives [40]. NSGA-II is a widely used genetic algorithm that uses Pareto dominance and crowding distance to select the best solutions [41]. NSGA-III is an extension of NSGA-II that uses reference points to achieve better convergence and diversity [42]. MOEA/D is a decomposition-based algorithm that decomposes the problem into several subproblems and solves them independently [43].

These algorithms were chosen because of their ability to handle the multi-objective nature of the problem and produce a set of Pareto optimal solutions that balance the total net present cost and loss of power supply probability objectives. Moreover, the selection of these algorithms was based on their well-established performance in solving multi-objective optimization problems. They offer distinct optimization approaches, such as swarm intelligence, genetic algorithms, and decomposition-based methods, to explore the solution space effectively. By employing multiple algorithms, a comprehensive evaluation of the hybrid system can be achieved, allowing for a better understanding of the trade-offs between conflicting objectives.

**Contribution**

This paper proposes an optimization model to determine the Pareto optimal configuration of a Photovoltaic–Wind Turbine–Battery/Electric Vehicle Charging Station (PVWB/EVCS) system. The aim is to minimize both the total net present cost (TNPC) and the loss of power supply probability (LPSP) objectives. Multi-objective algorithms, such as MOPSO, NSGA-II, NSGA-III, and MOEA/D, are used to determine the Pareto optimal solution, which is then selected through the utilization of the Pareto method. Sensitivity analysis is performed to investigate the effects of various factors on the optimal configuration.

The major contributions of this research are as follows:

- Development of a bi-objective optimization model that balances TNPC and LPSP objectives.
• Evaluation of four multi-objective algorithms based on criteria, such as convergence, diversity, efficiency, scalability, and robustness, to determine the most suitable algorithm for attaining the Pareto optimal solution for the PVWB/EVCS system.
• Utilization of the Pareto method for selecting the Pareto optimal solution.
• Investigation of sensitivity analysis by considering various factors, such as cost of Lithium-Ion batteries, PV system, and WT.

The paper is organized as follows: Section 1 introduces the research topic and its significance. Then, Section 2 reviews the relevant literature to situate the proposed system. Section 3 presents the mathematical modeling of each component of the proposed system. After that, Section 4 describes the optimization framework in detail. Furthermore, Section 5 explains the optimization algorithms and evaluates their performance using various metrics. Section 6 reports the results and discusses the findings. Finally, Section 7 summarizes the main findings and suggests directions for future research. The adopted research methodology’s framework is shown in Figure 1.

Figure 1. Framework of the adopted research methodology.
2. Literature Review

2.1. Review of Hybrid EVCS System

A proposal for an off-grid EVCS in Denmark that relies on renewable energy sources was analyzed using HOMER software. The study found that biomass fuel and additional renewable energy systems could increase the renewable energy penetration to 100%, but this may also raise the project cost [44]. Meanwhile, an EVCS in Bangladesh that utilized solar PV and biogas was found to be economically viable and offered low-cost and low-carbon charging stations. The EVCS could save up to USD 12–USD 18 per month for EV recharging, which could benefit EV owners and ensure energy security in Bangladesh [45]. In another study, an optimum configuration for EVCS HRES was developed using weighted multicriteria and experimental validation, proving HRES’s applicability for the EVCS [46].

The authors evaluated the feasibility of an Off-Grid Hybrid EVCS system using PV-battery technology in Saudi Arabia, analyzing the technical and economic results with HOMER software. The proposed system has a 50% renewable energy penetration, lower cost of energy than the standard electricity price, and potential to reduce emissions from power generation and transportation sectors [47]. Verma, A. and Singh, B. presented, in [48], a three-phase EVCS with a solar PV array, a storage battery and a convex combined APSA to enhance grid power quality. The algorithm converged fast and had low error, making it suitable for an EVCS with changing charging current. The EVCS worked well in standalone and grid-connected modes, generating good-quality voltage and balanced grid currents. The controller managed power flow balance at transients. The removal of the PV array’s dc-dc converter did not affect the EVCS performance, and the PV power was maximized under all conditions. The authors in [49] investigated the feasibility of Off-Grid Hybrid EVCS Systems in Delhi, India, presenting three hybrid energy system configurations analyzed with meta-heuristic techniques to reduce net present cost and levelized cost of energy. The grid-connected solar PV-based EVCS is found to offer significant cost savings.

The integration of Photovoltaic–Battery Energy Storage Systems (PV-BESS) in EV charging stations has garnered significant attention in recent years to mitigate the negative impacts of EVs on power distribution networks. Several studies have been conducted to explore the potential benefits and challenges of PV-BESS systems in EV charging applications. A modular on-grid PV-BESS solution for fast EV charging stations in Brazil is proposed in [50]. The installed PV power is designed to be adapted according to the anticipated load demand between 2020 and 2030. The impact of EVs on the power grid is analyzed by comparing the installed PV power to the grid utilization over this period. It is shown by the results of the study that a higher installed PV power is required when there is an increase in load demand, which reduces grid utilization. Additionally, it is found that setting an area constraint on PV system installation leads to a greater reliance on power from the grid.

2.2. Review the Optimization Methods

Various approaches have been proposed in the literature to optimize the system components and operating strategies of hybrid renewable energy systems that can satisfy the load demand while minimizing the cost and maximizing the performance and reliability of the system. These approaches can be classified into two main categories: optimization algorithms and software applications. Some examples of software applications are HOMER [44–46], RETScreen [51], and System Advisor Model (SAM) [52,53].

The HOMER software tool is used to evaluate the feasibility of a solar-energy-based EVCS in Shenzhen, China. This proposed strategy aims to address the grid-power-related issues by integrating SPV and to meet the expected demand for EVs [54]. A standalone renewable-based charging station for different locations and conditions in Qatar is optimized using HOMER software in [55]. A comprehensive economic criterion is used to compare the optimal solution with a grid extension option. A hybrid system of wind turbine, CPV/T system, electrolyzer, bio-generator, H2 and NH3 fuel cells, chemical storage tank, Li-ion battery storage, and converter is the optimal configuration. The applicability of the proposed optimization methodology to any location is shown by the study, and
useful insights into designing off-grid hybrid EVCS systems are provided. An optimal size of a standalone hybrid PV/wind/battery system was obtained, and the effect of EV presence was investigated in Saudi Arabia [56]. Two cases were considered to minimize costs and maintain reliability. MATLAB computer code and mathematical models were used for hourly based optimization studies. The results showed that smaller and larger hybrid system sizes and costs were needed in locations with high and low solar and wind potentials, respectively. The hybrid system sizes and costs also increased with the daily travelled distance.

Various optimization algorithms have been developed for the analysis of hybrid power systems (HPSs) in the context of EV applications. These algorithms are employed to optimize different aspects of HPS design, including technical performance, economic feasibility, and environmental impact. In a particular investigation, the optimization of HPS was achieved through the utilization of a multi-criteria rank-weighted-rank (RWR) decision algorithm. This approach demonstrated that HPS outperformed Grid-connected systems in terms of power self-sufficiency (60.8%) and energy self-sufficiency (74.7%). Moreover, the implementation of HPS resulted in a significant reduction in power losses (95.7%) and a decrease in voltage fluctuations [57]. Another study, conducted on a university campus in India, explored the possibility of augmenting the renewable fraction (RF) through the implementation of vehicle-to-grid (V2G) technology. By utilizing artificial bee colony (ABC) and particle swarm optimization (PSO) algorithms, it was determined that the RF could be increased by up to 87% [14]. Additionally, the application of Virus Colony Search Optimization (VCS) in conjunction with demand response algorithms resulted in a 4% reduction in the average cost of smart parking for EVs [58]. It is also possible to potentially decrease the operational cost of a microgrid with a probabilistic supply–demand profile by up to 4.5%, through the implementation of Monte Carlo simulation and a Lightning Search Algorithm (LSA) based on the determined Demand Response Participation (DRP) [59].

To promote the rising use of EVs, quick charging stations where EVs may be charged in around 15 min must be expanded [60]. Given the limited driving range and extended charging times of EVs, it is crucial to establish sufficient charging stations in convenient locations to meet the demand for charging. The expansion of charging stations requires electric utilities to have the capacity to meet the increased demand for charging [61,62]. As the number of EVs on the road grows, the number of charging stations must also increase to reduce the transportation industry’s reliance on fossil fuels.

This study addresses the research problem of developing a comprehensive and systematic methodology for evaluating multi-objective optimization algorithms in hybrid renewable energy system design. A literature review reveals that different meta-heuristic algorithms have been applied to predict the sizes of hybrid renewable EVCSs in previous studies, but no consensus has been reached on the optimal optimization method. Moreover, most previous studies have not justified their choice of algorithm and have only focused on finding the best solutions for specific cases. The main gap in the literature that this study fills is the lack of a comprehensive evaluation model that accounts for multiple criteria, such as convergence, diversity, efficiency, and robustness. This study proposes a Performance Evaluation model of Multi-Objective Optimization Algorithms that aims to provide a systematic methodology for assessing and comparing different optimization techniques, helping researchers select the most suitable one for their problem. This approach is expected to assist researchers who have potential ideas for RES-based systems but lack the expertise to choose a better optimization technique to perform the optimality of the proposed problem.

3. Mathematical Modeling of RE System Components

In this section, a mathematical model will be provided to represent the hybrid system’s many components, including solar panels, wind turbines, battery storage, and a charging station for EVs. Figure 2 is a schematic diagram of the suggested system.
3.1. EV Charging Station Load Model

The present study considers the operational characteristics of a PVWB/EVCS. To simulate the EVCS’s charging demand, the hourly arrival rate of vehicles throughout the day was assumed. The operational period of the PVWB/EVCS is from 5.00 a.m. to 7.00 p.m. The load profile was generated based on four commercial EVs, namely Volkswagen e-Golf, Mercedes EQA 250, Fiat 500e Hatchback, and BMW i3. Each EV’s Battery Capacity (kWh), Charging Time (min), and Proportion of EV population (%) are provided in Table 1. Ten EV chargers, each with a capacity of 70 kW, were installed at the station. Variability was incorporated using HOMER Grid, with levels of 20% for charge duration variability, 10% for day-to-day variability, and 6% for variability in each time step. The number of EV visits per hour is shown in Figure 3.

Table 1. Electronic Vehicle Characteristics Summary [63,64].

<table>
<thead>
<tr>
<th>Model</th>
<th>Battery Capacity (kWh)</th>
<th>Charging Time (min)</th>
<th>Proportion of EV Population (%)</th>
<th>Type of Charging</th>
<th>Battery Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volkswagen e-Golf</td>
<td>36</td>
<td>40</td>
<td>30</td>
<td>Fast Charge</td>
<td>Lithium-ion</td>
</tr>
<tr>
<td>Mercedes EQA 250</td>
<td>67</td>
<td>30</td>
<td>30</td>
<td>Fast Charge</td>
<td>Lithium-ion</td>
</tr>
<tr>
<td>Fiat 500e Hatchback</td>
<td>24</td>
<td>25</td>
<td>10</td>
<td>Fast Charge</td>
<td>Lithium-ion</td>
</tr>
<tr>
<td>BMW i3</td>
<td>43</td>
<td>40</td>
<td>30</td>
<td>Fast Charge</td>
<td>Lithium-ion</td>
</tr>
</tbody>
</table>
A mathematical optimization model was developed using the anticipated demand profile and the availability of RES. The resulting daily profile of the EVCS is presented in Figure 4. The average load was found to be 276 kWh/day, with a peak of 91.5 kW and a load factor of 0.13.

Figure 3. Number of EV visits per day.

Figure 4. The daily load profile of the EV charging station.
3.2. PV Model

Solar technology is rapidly expanding due to its popularity in providing energy services in most regions. Despite solar energy generation’s small fraction of global energy consumption, its environmental and social benefits, combined with declining costs and supportive government policies, make it a promising energy source [65].

The output power of the PV generator over a period of one year can be expressed as follows [66]:

\[
P_{pv}(t) = \left( P_{PVr} \times N_{pv} \times DF_{pv} \times SF_{pv} \times DEGF_{pv} \right) \left( G(t) \times \frac{G_{base}}{1 + K_T \left( T_{amb}(t) + G(t) \times (NOCT - 20) \times 1000 \right) - T_{base}} \right)
\]

The proposed model calculates the hourly output power of a solar system using ambient temperature and global irradiance. The model applies derating factor, degradation, and shading factors of 96%, 98%, and 80%, respectively.

3.3. Wind Turbine Model

Wind energy has the potential to significantly reduce greenhouse gas (GHG) emissions. Technological developments in the field of wind energy have enabled the successful deployment of grid-connected wind turbines onshore and offshore. Despite the fluctuating nature of wind speeds, most regions possess a sufficient technical capacity for the implementation of wind energy. To further facilitate the adoption of this form of energy, policy measures may need to be considered. In addition, ongoing advancements in wind energy technology could lead to a reduction in cost, thus increasing its potential for GHG reduction [67].

The following method was used to calculate a wind turbine’s yearly power output. This calculation comprises determining the average wind speed at the turbine’s location and using that information to calculate the amount of energy that can be generated yearly [68]:

\[
P_{WT}(t) = \begin{cases} 
N_{WT} \times \eta_w \times P_{WTr} \times \left( \frac{V(t)^3 - V_i^3}{V_r^3 - V_i^3} \right), & V_i \leq V \leq V_r \\
N_{WT} \times \eta_w \times P_{WTr}, & V_r \leq V \leq V_{co} \\
0, & V_{co} \leq V \text{ or } V \leq V_i 
\end{cases}
\]

where \( V(t) \) is the upgraded wind speed in (m/s) at the hub height.

\[
V(t) = V_r \left( \frac{H_{WT}}{H_r} \right)^\alpha.
\]

where \( H_{WT} \) is the wind turbine hub height, \( H_r \) is the reference height, and \( \alpha \) is the friction coefficient that usually has a value of (1/7) for low roughness, surface, and well-exposed site [69,70].

3.4. Battery Storage System Model

A battery system plays a crucial role in a hybrid system, as it is responsible for storing surplus energy generated by renewable sources and releasing it back into the system as necessary. The selection and design of the battery system must be carefully considered to ensure that it can adapt to the dynamic energy demands of the hybrid system [71].

The following restrictions apply to the battery system used for energy storage:

\[
C_{Bat, min} \leq C_{Bat}(t) \leq C_{Bat, max}
\]

\[
C_{Bat, max} = C_{Bat, cap}
\]

\[
C_{Bat, min} = C_{Bat, max}(1 - DOD)
\]

According to [72], the charging and discharging states of the battery are determined using Equations (7) and (8), respectively:

\[
C(t) = C(t - 1)(1 - \sigma) + (surplus \ power) \eta_b
\]

\[
C(t) = C(t - 1)(1 - \sigma) - (deficit \ power)
\]
It is important to note that throughout the discharging process, the battery discharge efficiency is considered to be equal to one [73].

4. The Optimization Framework

The optimization model proposed in this research aims to determine the optimal number of wind turbines (WTs), PV panels, and batteries for the optimal configuration of a PVWB/EVCS system. To achieve this, the model performs a balancing process to minimize both the TNPC and the LPSP objectives.

The model utilizes four multi-objective optimization algorithms to address this complicated optimization problem: MOPSO, NSGAII, NSGAIII, and MOEA/D. These algorithms allow the model to concurrently examine several goals while accounting for their trade-offs.

However, the model demonstrates that there is a trade-off between the two goals, with LPSP minimization increasing total system cost. Therefore, from the Pareto optimal set of solutions generated by the model, designers should select a final solution that best suits their specific use case and preferences. This procedure of rigorous balancing is necessary to ensure that the proposed system is cost-effective and dependable, fulfilling the energy demands of the system’s users without compromising the system’s overall efficiency.

Objective functions can be represented as:

\[
\text{Obj}_1 = \text{Min}(\text{TNPC}) \quad (9)
\]

\[
\text{Obj}_2 = \text{Min}(\text{LPSP}) \quad (10)
\]

Subject to:

\[
\begin{align*}
N_{\text{min}}^x & \leq N^x \leq N_{\text{max}}^x, \ x \in \{\text{PV, WT, BAT}\} \\
(P_{\text{PV}}(t) + P_{\text{WT}}(t) & + C_{\text{Bat}}(t)) \times \text{Time step} \geq P_{\text{EVCS}}(t) \times \frac{\text{Timestep}}{\eta_{\text{inv}}} \\
C_{\text{Bat,min}} & \leq C_{\text{Bat}}(t) \leq C_{\text{Bat,max}}
\end{align*}
\]  

(11)

4.1. Total Net Present Cost

The minimization of TNPC holds significant importance in establishing the financial feasibility and viability of the proposed hybrid system. TNPC accounts for the initial expenses incurred during equipment acquisition, installation, upkeep, and decommissioning. Apart from its financial significance, reducing TNPC can also serve as a significant stride toward achieving sustainability goals. Lowering the costs of renewable energy systems can encourage wider acceptance and boost the integration of clean energy into the global energy portfolio.

The following equations are utilized in determining the TNPC:

\[
\text{TNPC} = \sum_i C_{I} + C_{R} + C_{O&M} - S \quad (12)
\]

\[
C_{\text{NPC}} = \sum_{n=0}^{N_{\text{proj}}} (C_{I}(n) + C_{R}(n) + C_{O&M}(n) - S(n)) \times \frac{1}{(1 + I_{r})^n} \quad (13)
\]

\[
C_{I} = \sum N_{\text{PV}}C_{IPV} + N_{\text{bat}}C_{Ibat} + N_{\text{WT}}C_{IWT} \quad (14)
\]

\[
C_{R} = \sum N_{\text{PV}}C_{RPV} + N_{\text{bat}}C_{Rbat} + N_{\text{WT}}C_{RWT} \quad (15)
\]

\[
C_{O&M} = \sum N_{\text{PV}}C_{O&M PV} + N_{\text{bat}}C_{O&M bat} + N_{\text{WT}}C_{O&M WT} \quad (16)
\]

\[
S_{T} = \sum N_{\text{PV}}S_{PV} + N_{\text{bat}}S_{bat} + N_{\text{WT}}S_{WT} \quad (17)
\]

The real interest rate reflects the impact of inflation on the costs and benefits of the proposed hybrid system over time. Fisher’s formula is applied in determining the real interest rate.

\[
I_{r} = \frac{i - i_{f}}{(1 + i_{f})} \quad (18)
\]

The real interest rate reflects the impact of inflation on the costs and benefits of the proposed hybrid system over time.
The salvage value \((S_x)\) of each component of the proposed hybrid system is the system’s anticipated worth at the end of its useful life. The following equation is used to calculate \(S_x\):

\[
S_x = C_R \left( \frac{N_{comp} - (N_{proj} - N_{comp} \times \text{INT}(\frac{N_{proj}}{N_{comp}}))}{N_{comp}} \right)
\]

(19)

The levelized Cost of Energy (LCOE) provides a comprehensive view of the whole cost of energy generation. By calculating the LCOE, it is possible to evaluate the economic viability of different energy-producing systems and make informed decisions on which system is the most cost-effective and sustainable over time. The LCOE is also significant for energy providers since it specifies the energy price that must be paid for the system to be economically viable.

\[
LCOE = \left( \frac{C_{NPC}}{E_{served}} \right) \times \left( \frac{i \left( 1 + \left( \frac{i + I_f}{1 + I_f} \right)^R_{proj} \right)}{\left( 1 + \left( \frac{i + I_f}{1 + I_f} \right)^R_{proj} \right) - 1} \right)
\]

(20)

4.2. Loss of Power Supply Probability

Calculating LPSP provides insight into the system’s reliability and safety. The LPSP is the possibility that the energy supply system will be unable to meet the load demand. It may take on values between 0 and 1, with 1 indicating that the system will not be able to fulfill the load demand and 0 implying that the system will always be able to meet the demand. The calculation of LPSP helps in optimizing the system’s design to ensure an optimal balance between energy generation, energy storage, and energy demand.

LPSP is commonly used in the literature to assess the system’s reliability \([16,18,74–76]\). LPSP is computed by dividing the entire time the system is unable to satisfy the demand by the whole time of the period under consideration \([77]\).

\[
LPSP = \sum_{t=1}^{8760} \left( \frac{\text{unity}(P_{PV}(t) + P_{WT}(t) + C(t) < P_{EVCS})}{8760} \right)
\]

(21)

4.3. The Proposed System’s Energy Management Technique

The proposed PVWB/EVCS system employs an advanced energy management technology to deliver a dependable and sustainable power supply. The system is designed to optimally allocate its energy resources by considering various possibilities during operation. If the total power generated by renewable sources is more than the power demand, the load demand is met and the battery is fully charged, while any surplus energy is left unused. On the other hand, if the total power generated falls short of the demand, the battery storage bank is used to supplement the shortfall, ensuring that the minimum state of charge is maintained. If the combined energy from renewable sources and the battery storage is still insufficient to meet the load demand, it is considered a loss of load supply, which is calculated using a specific equation by the energy management algorithm. This approach enhances the system’s efficiency and effectiveness, ensuring optimal energy allocation.

Figure 5 illustrates a flowchart diagram of the energy management system proposed in the study. The flowchart diagram illustrates various scenarios considered during the system’s operation and the corresponding actions performed to effectively allocate energy resources. This refined energy management system aims to provide a reliable and sustainable power supply, which is critical for the successful implementation of renewable energy systems.
5. Optimization Algorithms

In this analysis, the optimal capacity configuration and scheduling strategy for the Photovoltaic–Wind Turbine–Battery/Electric Vehicle Charging Station (PVWB/EVCS) system are examined using multi-objective algorithms. The algorithms utilized include MOPSO, NSGAII, NSAGIII, and MOEA/D, which are applied to the bi-objective optimization model to determine the optimal solutions. The selection of the optimal solution is then carried out through the utilization of the Pareto method. To assess the performance of the algorithms, a model was established that evaluated the criteria of convergence, diversity, efficiency, scalability, and robustness. This methodology aims to determine the most suitable algorithm for attaining the Pareto-optimal solution for the PVWB/EVCS system.

Table 2 provides a comprehensive list of the essential parameters employed in the adopted optimization algorithms. These parameters play a pivotal role in achieving a successful and efficient optimization process. The values assigned to each parameter are selected meticulously to guarantee that the algorithms can converge to a Pareto-optimal solution. Moreover, to prevent the algorithms from being trapped in a local optimum, the initialization of each algorithm is restarted every 40 iterations.

5.1. Multi-Objective Particle Swarm Optimization

MOPSO is a meta-heuristic optimization algorithm that is used to solve multi-objective optimization problems. It is based on the concept of PSO, which is a swarm intelligence algorithm that
mimics the social behavior of birds in flocks. The MOPSO algorithm extends the PSO algorithm by incorporating a non-dominated sorting mechanism to handle multiple objectives [78,79].

The algorithm for using MOPSO in the optimization of the (PVWB/EVCS) system can be described as follows (Algorithm 1):

**Algorithm 1: Multi-objective Particle Swarm Optimization (MOPSO)**

1. Initialize population of particles
2. Evaluate objective functions for each particle and calculate their fitness values
3. Identify non-dominated solutions among the particles and store them in a reference set.
4. Repeat steps 4.1 to 4.4 until a stopping criterion is met or for a predefined number of iterations.
   4.1. Update velocity of each particle based on optimal positions of other particles and non-dominated solutions in reference set.
   4.2. Update position of each particle based on updated velocity.
   4.3. Evaluate new objective functions for each updated particle and calculate their fitness values.
   4.4. Update reference set with newly evaluated solutions.
5. Select best solution from reference set based on criteria specified in optimization problem.
6. Return the best solution as the result of the optimization process.

**Table 2. Key Parameters in Adopted Algorithms.**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1. MOPSO</th>
<th>2. NSGA-II</th>
<th>3. NSGA-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Stopping criteria (Max. iteration)</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Inertia Weight</td>
<td>0.85</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>Inertia Weight Damping Rate</td>
<td>0.90</td>
<td>0.70</td>
<td>0.40</td>
</tr>
<tr>
<td>Personal Learning Coefficient</td>
<td>1.8</td>
<td>2</td>
<td>0.40</td>
</tr>
<tr>
<td>Global Learning Coefficient</td>
<td>2</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>Leader Selection Pressure</td>
<td>2</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>Deletion Selection Pressure</td>
<td>2</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.10</td>
<td>0.02</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>4. MOEA/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>100</td>
</tr>
<tr>
<td>Stopping criteria (Max. iteration)</td>
<td>200</td>
</tr>
<tr>
<td>Number of Neighbors</td>
<td>30</td>
</tr>
<tr>
<td>Crossover Percentage</td>
<td>0.50</td>
</tr>
</tbody>
</table>
5.2. Non-Dominated Sorting Genetic Algorithm II

NSGA-II is a multi-objective optimization algorithm that combines a non-dominated sorting approach with a genetic algorithm. NSGA-II is one of the most widely used algorithms for solving multi-objective optimization problems due to its efficiency and effectiveness [41,80]. The algorithm for using NSGA-II in the optimization of the (PVWB/EVCS) system can be described as follows (Algorithm 2):

Algorithm 2: Non-dominated Sorting Genetic Algorithm (NSGA-II)

1. Problem Definition
   a. Define the objective function to be optimized.
   b. Define the constraints that must be satisfied.

2. Initialization
   a. Generate a set of initial solutions.
   b. Evaluate the solutions using the objective function and constraints.
   c. Create an initial non-dominated set using the evaluated solutions.

3. Fast Non-dominated Sorting
   a. Sort the solutions into non-domination levels to create a front of non-dominated solutions.
   b. Assign a crowding distance to each solution in each front.

4. Create the Offspring Population
   a. Select solutions from the current front to generate offspring solutions through genetic operators (crossover and mutation).
   b. Evaluate the offspring solutions using the objective function and constraints.

5. Merge the Parent and Offspring Populations
   a. Combine the parent and offspring solutions into a single set.

6. Environmental Selection
   a. Select the next generation of solutions from the combined set, based on non-domination level and crowding distance.
   b. Solutions with the lowest non-domination level and highest crowding distance are preferred.

7. Repeat from Step 3
   a. Repeat the process from Step 3 until a stopping criterion is met (maximum number of generations).

8. Return the best solution
   a. Return the solution with the best fitness as the result of the optimization.

5.3. Non-Dominated Sorting Genetic Algorithm III

NSGA-III is a multi-objective optimization algorithm that is used to solve problems with multiple conflicting objectives. The algorithm was introduced in 2002 and is an improvement over its predecessor, NSGA-II. The algorithm sorts the solutions obtained into different non-dominated levels or fronts, and the solutions in the lower fronts are considered to be more optimal [81]. The algorithm for using NSGA-III in the optimization of the (PVWB/EVCS) system can be described as follows (Algorithm 3):
Algorithm 3: Non-dominated Sorting Genetic Algorithm (NSGA-III)

1. **Initialization:** Generate an initial population of solutions, where each solution represents a candidate design for the (PVWB/EVCS) system.
2. **Non-dominated Sorting:** Sort the solutions in the initial population based on their non-domination levels. A solution is considered non-dominated if it is not dominated by any other solution in the population.
3. **Crowding Distance Calculation:** Calculate the crowding distance of each solution. The crowding distance measures the degree of separation between solutions in the population and helps to prevent premature convergence.
4. **Selection:** Select a set of solutions to form the mating pool for the next generation. The selection process is based on the non-dominated levels and crowding distances of the solutions.
5. **Mating:** Use genetic operators such as crossover and mutation to generate offspring solutions from the mating pool.
6. **Evaluation:** Evaluate the fitness of the offspring solutions by calculating their objectives.
7. **Non-dominated Sorting and Crowding Distance Calculation:** Repeat steps 2 to 3 for the offspring solutions.
8. **Replacement:** Replace the solutions in the current population with the offspring solutions to form the next generation.
9. **Termination:** Repeat steps 4 to 8 until a termination criterion is met, such as a maximum number of generations.
10. **Result:** Return the final set of non-dominated solutions as the result of the optimization process. These solutions represent the best trade-off designs for the (PVWB/EVCS) system based on the objectives used in the optimization process.

5.4. **Multi-Objective Evolutionary Algorithm Based on Decomposition**

MOEA/D is a popular multi-objective optimization algorithm used in solving problems with multiple conflicting objectives. The main idea behind MOEA/D is to decompose the multi-objective optimization problem into a set of scalar sub-problems, which are then solved using an evolutionary algorithm. The solution to each sub-problem represents a particular trade-off between the conflicting objectives [43]. The following algorithm is involved in using MOEA/D for the optimization of the (PVWB/EVCS) system (Algorithm 4).

Algorithm 4: Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D)

**Step 1: Initialization**

i. Define the number of objectives (m) and decision variables (n).
ii. Generate an initial population of N individuals with random solutions.
iii. Establish weight vectors (W) for each objective.

**Step 2: Scalarization**

i. Calculate the scalar value (F) for each individual in the population using weight vectors (W) and objective values (f).
ii. Sort the population based on scalar values (F).

**Step 3: Mating Selection**

i. Select the mating pool using scalar values (F) and crowding distance (d).
ii. Generate the offspring population via crossover and mutation operations using the mating pool.

**Step 4: Population Update**

i. Replace the worst individuals in the population with the offspring.
ii. Update weight vectors (W) based on evolution history of the population.

**Step 5: Repeat until stopping criterion is met**

i. The stopping criterion could be a maximum number of iterations or convergence of the population.
ii. Repeat steps 2 to 4 until stopping criterion is reached.

**Result:** Return the final set of non-dominated solutions as the result of the optimization process. These solutions represent the best trade-off designs for the system based on the objectives used in the optimization process.
5.5. Performance Evaluation of Multi-Objective Optimization Algorithms

The evaluation of the performance of multi-objective optimization algorithms plays a crucial role in selecting the most appropriate method for a given problem. To assess these algorithms, a systematic methodology that considers multiple criteria is widely adopted. This algorithm evaluates the following key aspects: Convergence, Diversity, Efficiency, and Robustness (Algorithm 5).

Algorithm 5: Performance Evaluation of Multi-Objective Optimization Algorithms

**INPUT:** Set of multi-objective optimization algorithms, problem to be optimized (sizing of the PVWB/EVCS system)

**OUTPUT:** Best algorithm for sizing the PVWB/EVCS system

1. SELECT a set of multi-objective optimization algorithms to be evaluated, including algorithms such as MOPSO, NSGA-II, NSGA-III, MOEA/D.
2. DEFINE the problem to be optimized, in this case the sizing of the PVWB/EVCS system.
3. FOR each algorithm,
   a. RUN it several times to find a set of solutions.
   b. CALCULATE the performance metrics for each set of solutions (Convergence, Diversity, Efficiency, and Robustness).
4. DISPLAY the performance metrics for each algorithm in a table.
5. Compute the performance score for each algorithm by summing up the performance metrics for each algorithm.
6. COMPARE the algorithms based on the performance metrics and determine the best-performing algorithm.

5.5.1. Convergence Metric

In multi-objective heuristic optimization, convergence is a measure of how well an algorithm can approach the true Pareto front, which consists of all non-dominated solutions. The convergence metric is used to assess the effectiveness of an algorithm in finding solutions that are close to the true Pareto front [82,83].

One popular convergence metric is the hypervolume metric, which measures the volume of the objective space that is dominated by a set of solutions with respect to a reference point [84,85]. A lower hypervolume value indicates a better convergence of the algorithm.

The hypervolume $H$ is defined as the volume of the objective space dominated by a set of solutions $S$ with respect to a reference point $r$, and it serves as a baseline for measuring the improvement in solution quality.

To compute the hypervolume [86], the solutions need to be sorted in descending order for each objective. Then, for each solution $s_i$ in the sorted list, the hypervolume of the space dominated by that solution and all solutions with a higher index (i.e., better performance) is computed. The hypervolume of a solution set $S$ can be calculated as follows:

$$HV(S, r) = \sum_{i=1}^{\left|S\right|} [H(S_{\leq i}, r) - H(S_{\leq i-1}, r)]$$

where $S_{\leq i}$ denotes the set of solutions in $S$ with indices less than or equal to $i$.

The hypervolume can be used to compute the convergence metric as a percentage:

$$\text{Convergence} = 100\% \times \left(1 - \frac{HV(S, r_{\text{max}})}{HV(S, r_{\text{min}})}\right)$$

where $r_{\text{max}}$ and $r_{\text{min}}$ are the reference points corresponding to the maximum and minimum values of each objective, respectively. The convergence metric ranges from 0% to 100%, where a higher value indicates a better convergence of the algorithm to the true Pareto front.
5.5.2. Diversity Metric

Diversity is a measure of the distribution of solutions in the objective space [87,88]. It captures the degree of similarity among solutions and is an important indicator of the robustness and reliability of Multi-Objective Heuristic Optimization algorithms.

Let $S$ be a set of solutions found by a multi-objective optimization algorithm, where each solution is represented by a vector of decision variables $x$. The diversity metric is calculated as the average distance of each solution in $S$ to the mean of $S$.

First, the mean and standard deviation of each decision variable in $S$ are calculated as:

$$
\mu_j = \frac{1}{|S|} \sum_{i=1}^{|S|} x_{ij}
$$

and

$$
\sigma_j = \sqrt{\frac{1}{|S|} \sum_{i=1}^{|S|} \left( x_{ij} - \mu_j \right)^2}
$$

where $\mu_j$ and $\sigma_j$ are the mean and standard deviation of the $j$-th decision variable in $S$, and $|S|$ is the size of $S$.

Next, the distance of each solution in $S$ to the mean of $S$ is calculated as:

$$
d_i = \sqrt{\frac{1}{d} \sum_{j=1}^d \left( \frac{x_{ij} - \mu_j}{\sigma_j} \right)^2}
$$

where $d_i$ is the distance of the $i$-th solution in $S$ to the mean of $S$, $d$ is the number of decision variables, $x_{ij}$ is the value of the $i$-th decision variable in the $i$-th solution, $\mu_j$ and $\sigma_j$ are the mean and standard deviation of the $j$-th decision variable in $S$.

Finally, the diversity metric is calculated as the average of all distances:

$$
diversity = \frac{1}{|S|} \sum_{i=1}^{|S|} d_i
$$

5.5.3. Efficiency Metric

The efficiency metric measures the ability of an algorithm to generate a set of non-dominated solutions within a given time frame [84]. It is calculated as the hypervolume divided by the product of the number of non-dominated solutions and the time taken by the algorithm.

The number of non-dominated solutions is calculated by performing non-dominated sorting on the solution set. This process identifies the solutions that are not dominated by any other solution in the set. The number of non-dominated solutions is then used to calculate the efficiency of the algorithm.

$$
\text{efficiency} = \frac{\text{hypervolume} \times 100}{\text{numberofnon-dominatedsolutions} \times \text{timetakenbythealgorithm}}
$$

5.5.4. Robustness Metric

Robust multi-objective optimization (MOO) is an important research area that deals with the optimization of complex systems under uncertainty. It involves finding a set of solutions that are not only optimal but also robust and insensitive to changes in the problem parameters, such as decision variables, objective functions, or constraints. Several robustness measures have been proposed in the literature to evaluate the degree of insensitivity and stability of the solutions.

Bertsimas and Sim [89] introduced the concept of robust optimization and proposed the price of robustness as a measure of the cost of ensuring robustness. Ehrigott et al. [90] proposed the minmax robustness measure for multi-objective problems, which evaluates the worst-case performance of a solution set under uncertainty. Eker and Kwakkel [91] proposed an approach to include robustness considerations in the search phase of many-objective robust decision-making problems.

Kasprzyk et al. [92] proposed a many-objective robust decision-making framework for complex environmental systems that undergo change, while Shavazipour et al. [93] proposed a multi-scenario multi-objective robust optimization approach under deep uncertainty. Schöbel and Zhou-Kangas [94] analyzed the price of multi-objective robustness and proposed a methodology to evaluate solution sets to uncertain multi-objective problems.
One widely used approach to calculate the robustness metric is the distance-based method, which considers the distances between all pairs of solutions in the set [95]. The robustness indicator can be calculated as a percentage using the following equation:

$$\text{Robustness} = \frac{1}{1 + \text{max}_\text{distance}}$$  \hspace{1cm} (29)

where \( \text{max}_\text{distance} \) is the maximum distance between any two solutions in the set.

6. Results and Discussion

6.1. Case Study

The renewable energy potential of the region surrounding Jouf University in Saudi Arabia was analyzed in this paper through a case study. The study aimed to determine the feasibility of developing a hybrid renewable energy system capable of providing the institution and neighboring communities with a reliable source of sustainable electricity. The annual average global irradiance for solar energy was found to be 5.76, as indicated in Figure 6, while the annual average wind speed was 5.44 m/s, as depicted in Figure 7. These results reveal that the region has significant potential for renewable energy development. The data utilized in this study were obtained from the NASA Prediction of Worldwide Energy Resource (POWER) database [96].

![Figure 6. The annual average global irradiance of the selected case study.](image)

![Figure 7. The annual average wind speed of the selected case study.](image)
Table 3 lists various parameters of the proposed system components, including capacity, initial cost (IC), replacement cost (RC), annual operation and maintenance cost (O&M), and lifetime.

Table 3. Techno-economic characteristics of the system components.

<table>
<thead>
<tr>
<th>Item</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic flat plate PV [73]</td>
<td>capacity</td>
<td>1</td>
<td>kW</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>1187</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>1187</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>O&amp;M</td>
<td>5</td>
<td>USD/year</td>
</tr>
<tr>
<td></td>
<td>lifetime</td>
<td>25</td>
<td>years</td>
</tr>
<tr>
<td>Wind turbine (WES 18) [97]</td>
<td>capacity</td>
<td>80</td>
<td>kW</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>84,000</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>52,080</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>O&amp;M</td>
<td>400</td>
<td>USD/year</td>
</tr>
<tr>
<td></td>
<td>lifetime</td>
<td>20</td>
<td>years</td>
</tr>
<tr>
<td>Lithium Ion (Blue Ion 2.0) [73]</td>
<td>Nominal capacity</td>
<td>16.8</td>
<td>kW</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>15,000</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>13,800</td>
<td>USD</td>
</tr>
<tr>
<td></td>
<td>O&amp;M</td>
<td>1.0</td>
<td>USD/year</td>
</tr>
<tr>
<td></td>
<td>lifetime</td>
<td>25</td>
<td>years</td>
</tr>
</tbody>
</table>

6.2. Results

The results of the multi-objective optimization of the hybrid charging system were analyzed using four different algorithms, namely MOPSO, NSGA-II, NSGA-III, and MOEA/D. The optimization was based on two objectives, namely TNPC and LPSP.

Figure 8 displays the Pareto front plots of TNPC vs. LPSP for the four suggested optimization algorithms. These plots serve as visual representations of the trade-offs between the two objectives and showcase the Pareto-optimal solutions generated by each algorithm. As evident from the figure, a clear trade-off exists between the two objectives, with a decrease in the LPSP ratio leading to an increase in the TNPC value.

Figure 8. Cont.
Figure 8. The Pareto front of TNPC vs. LPSP for the suggested four optimization algorithms.

The results of the Performance Evaluation metric are displayed as a radar plot (Figure 9), depicting the values of four distinct metrics, convergence, diversity, efficiency, and robustness, for four widely used multi-objective optimization algorithms, namely MOEA-D, NSGA-II, NSGA-III, and MOPSO. The radar plot reveals that the highest overall performance is achieved by NSGA-II, with the best scores for convergence and diversity. NSGA-III has the highest efficiency score, while MOPSO attains the highest diversity score. However, MOEA-D is observed to have the highest robustness score, indicating its suitability for diverse problem conditions. Overall, the radar plot provides a graphical representation of the strengths and weaknesses of the four algorithms based on the selected metrics, facilitating the selection of an appropriate algorithm for a given multi-objective optimization problem.
Figure 9. The performance indicators for the four proposed algorithms.

In this section, the results of the multi-objective optimization of the proposed PVWB/EVCS system are presented. The Pareto-optimal system outputs obtained from the four proposed MOOAs and the results obtained from HOMER are shown in Table 4. The Pareto-optimal system mix with the least TNPC is found by MOEA-D, which consists of a 223 kW PV system, an 80 kW wind turbine, and seven Lithium-Ion battery banks. The TNPC of the optimum system is USD 564,846, with an LCOE of 0.2521 USD/kWh and an LPSP of 1.21%. Higher TNPC values of USD 596,662, USD 601,519, and USD 643,510 are obtained by MOPSO, NSGA-III, and NSGA-II, respectively. The LPSP values of the systems obtained from the four MOOAs are relatively close, with the system obtained from MOEA-D having the highest value (1.21%).

The results from the HOMER simulation are also included in the table and are found to be in close agreement with the results obtained from the proposed model.

Table 5 compares the LCOE of the proposed PVWB/EVCS system with previous studies on similar or related systems. The LCOE is a standard metric indicating the average cost per unit of electricity produced by a system over its lifespan. It relies on several factors, such as the TNPC, LPSP, system size, configuration, operation, maintenance, and lifespan. A lower LCOE indicates a more competitive and attractive system. The proposed PVWB/EVCS system has an LCOE of 0.2521 USD/kWh, which is lower than all previous studies. This confirms the proposed system’s higher efficiency and cost effectiveness. LCOE values of previous studies range from 0.264 to 0.4417 USD/kWh, with the proposed system having the lowest LCOE value. Thus, the proposed system is a sustainable and feasible solution for power generation and storage, offering a competitive edge in terms of lower costs and a clean and reliable energy supply. This system’s potential could impact the energy sector, specifically in areas with high energy production costs and environmental concerns. The proposed PVWB/EVCS system could significantly contribute to the development of affordable and sustainable energy solutions.
Table 4. Comparing the Pareto-Optimal Systems Obtained from MOOAs with HOMER.

<table>
<thead>
<tr>
<th></th>
<th>PV (Kw)</th>
<th>WT (units)</th>
<th>Battery (units)</th>
<th>LPSP (%)</th>
<th>LCOE (USD/kWh)</th>
<th>TNPC (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOEA-D</td>
<td>223</td>
<td>1</td>
<td>7</td>
<td>1.21</td>
<td>0.2521</td>
<td>564,846</td>
</tr>
<tr>
<td>MOPSO</td>
<td>224</td>
<td>1</td>
<td>9</td>
<td>0.87</td>
<td>0.2654</td>
<td>596,662</td>
</tr>
<tr>
<td>NSGA-III</td>
<td>208</td>
<td>1</td>
<td>11</td>
<td>0.76</td>
<td>0.2673</td>
<td>601,519</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>171</td>
<td>2</td>
<td>9</td>
<td>0.83</td>
<td>0.2861</td>
<td>643,510</td>
</tr>
<tr>
<td>HOMER</td>
<td>222</td>
<td>1</td>
<td>22</td>
<td>0.00</td>
<td>0.319</td>
<td>724,004</td>
</tr>
</tbody>
</table>

Table 5. LCOE Comparison between Proposed PVWB/EVCS System and Previous Studies.

<table>
<thead>
<tr>
<th>LCOE (USD/kWh)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2521</td>
<td>proposed PVWB/EVCS system</td>
</tr>
<tr>
<td>0.4381 and 0.4417</td>
<td>[56]</td>
</tr>
<tr>
<td>0.349, 0.360 and 0.370</td>
<td>[98]</td>
</tr>
<tr>
<td>0.292</td>
<td>[99]</td>
</tr>
<tr>
<td>ranges between 0.285 to USD 0.329</td>
<td>[55]</td>
</tr>
<tr>
<td>ranges between 0.41 and 0.48</td>
<td>[100]</td>
</tr>
<tr>
<td>0.264</td>
<td>[101]</td>
</tr>
</tbody>
</table>

The Discounted Cash Flows in the optimum system are presented in Figure 10. It can be observed that the share of the PV system had the greatest impact. The figure shows the discounted cash flows for each year, where negative values indicate costs and positive values indicate revenue. The initial costs of the system are USD 84,000 for the wind turbine, USD 264,701 for the PV system, and USD 105,000 for the battery bank. The costs decrease gradually over time due to the revenue generated by the system. In the 25th year, the revenue from the system is USD 31,800 for the wind turbine, USD 161,000 for the PV system, and USD 78,524 for the battery bank. The results demonstrate that the optimum system is economically viable and sustainable over its lifetime.

The monthly average energy production from the PV and WT systems in the optimal configuration is illustrated in Figure 11, where it can be observed that the PV system takes the lead. The data suggest that the PV system outperforms the WT system consistently throughout the year. On the other hand, Figure 12 showcases the monthly average battery state of charge (SOC) for the optimum system. The data demonstrate that the SOC fluctuates throughout the year, with the battery bank reaching its lowest level in December at 60.0% and its highest level in July at 96.6%. This information provides valuable insights for designing and implementing sustainable renewable energy systems that consider seasonal variations in energy production and consumption.

The study’s findings suggest that the proposed system performs differently during summer and winter days, as evidenced by the varying WT and PV energy outputs, SOC, and EV demand. These fluctuations indicate that the proposed system can adjust to different energy requirements in different seasons, showcasing its ability to function effectively under diverse weather conditions. Furthermore, the proposed system’s use of wind turbines and discharging of batteries when the PV production is low on the winter day highlights the system’s capacity to prioritize energy sources intelligently to meet the load demand. These results demonstrate the proposed system’s effectiveness in meeting energy demands sustainably and efficiently. Figure 13 shows the performance evaluation of the proposed system on a summer and winter day, respectively.
Figure 10. The Discounted Cash Flows of the optimum system.

Figure 11. The monthly average energy production from the PV and WT systems.
Figure 12. The monthly average battery state of charge (SOC) for the optimum system.

Figure 13. The performance evaluation of the proposed system on (a) summer and (b) winter day.
6.3. Sensitivity Analysis

6.3.1. Sensitivity Analysis of Lithium-Ion Cost and Its Implications

As the Lithium-Ion cost increases, it was shown by the sensitivity analysis that the number of Lithium-Ion batteries decreases while the PV (kW) increases. This is expected since fewer batteries can be purchased for the same amount of money when the cost of Lithium-Ion batteries increases, which results in a smaller energy storage capacity. More PVs are needed to meet the same energy demand to compensate for the reduced energy storage capacity.

The TNPC increases as the Lithium-Ion cost increases, as seen in Figure 14. This indicates that the system becomes more expensive when the cost of Lithium-Ion batteries increases, which can have implications for the economic viability of the system.

![Figure 14. Effect of Lithium-Ion Cost on TNPC of the proposed system.](image)

6.3.2. Sensitivity Analysis of PV System Cost and Its Effects

As the PV system capital cost increases, it was shown by the sensitivity analysis that the number of PV panels decreases, while the number of Lithium-Ion batteries increases.

The impact of changing the PV system capital cost on the system TNPC can be observed in Figure 15. The TNPC increases as the PV system capital cost increases. This is because the total system cost is significantly contributed by the cost of PV panels.

6.3.3. Sensitivity Analysis of Wind Turbine Cost and Its Effects

It was shown through sensitivity analysis that the PV system capacity and the number of lithium-ion batteries were not affected and remained constant as the wind turbine capital cost increased from 100% to 125%. However, both the capacity of the photovoltaic system and the number of lithium-ion batteries decreased when the capitalization of wind turbines decreased from 100% to 75%. The same impact on TNPC of the system can be observed in Figure 16.
The study concludes that the development of a hybrid renewable energy system would support the development of sustainable energy systems. We hope that these future works will lead to considerable improvements and the effect of different economic and environmental conditions, and the impact of EV usage on the grid. We will build on this study to further enhance the design and operation of such systems. Specifically, we will examine the integration of more renewable energy sources, help with the development of sustainable EV charging systems that rely on RES. For future work, we will consider both technical and economic aspects. The results offer helpful advice for developing sustainable EV charging systems that rely on RES.
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7. Conclusions

The study conducted a comprehensive optimization of hybrid electric vehicle (EV) charging systems by considering both technical and economic aspects to achieve a sustainable solution. The study evaluated four different algorithms—MOPSO, NSGA-II, NSGA-III, and MOEA/D—for multi-objective optimization of the hybrid charging system based on two objectives: Total Net Present Cost (TNPC) and loss of power supply probability (LPSP).

The main conclusions are remarked as follows:

- The optimum system consisted of a 223 kW PV system, an 80-kW wind turbine, and seven Lithium-Ion battery banks, with an TNPC of USD 564,846, an LCOE of 0.2521 USD/kWh, and an LPSP of 1.21%.
- The Pareto front plots of TNPC vs. LPSP for the four suggested optimization algorithms showed a clear trade-off between the two objectives.

Figure 15. Effect of PV system Cost on TNPC of the proposed system.

Figure 16. Effect of Wind Turbine Cost on TNPC of the proposed system.
The study concludes that the development of a hybrid renewable energy system can provide a reliable source of sustainable electricity for institutions and neighboring communities. The findings have implications for designing and implementing sustainable renewable energy systems that consider seasonal variations in energy production and consumption.

In conclusion, the study had the goal of finding a sustainable solution for hybrid EV charging systems by considering both technical and economic aspects. The results offer helpful advice for developing sustainable EV charging systems that rely on RES. For future work, we will build on this study to further enhance the design and operation of such systems. Specifically, we will examine the integration of more renewable energy sources, the effect of different economic and environmental conditions, and the impact of EV usage on the grid. We hope that these future works will lead to considerable improvements and support the development of sustainable energy systems.
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**Nomenclature**

- $P_{PP}$: PV Output Power
- $P_{Pr}$: PV Rated Power
- $G$: Global Irradiance Incident on Titled Plane
- $DF_{PP}$: PV Derating Factor
- $DEGF_{Pr}$: PV Degradation Factor
- $SF_{PP}$: Shading Factor
- $N_{PV}$: The number of PV system.
- $T_{amb}$: Ambient Temperature
- $T_{base}$: Base Temperature
- $N_{WT}$: The number of wind turbines
- $\eta_w$: The wind turbine efficiency
- $P_{WTr}$: The rated power of the wind turbine (kW).
- $V(t)$: The upgraded wind speed in (m/s)
- $V_{ci}$: The cut-in wind speed in (m/s)
- $V_{co}$: The cut-out wind speed in (m/s)
- $V_r$: The rated wind speed (m/s)
- $C_{Bat}$: Battery bank nominal capacity (kWh).
- $C_{Bat,min}$: Minimum allowable storage battery capacity.
- $C_{Bat,max}$: Maximum allowable storage battery capacity.
- $N_{bat}$: The number of battery banks.
- $ABC$: Artificial Bee Colony
- $CRF$: Capital Recovery Factor.
- $DOD$: Depth of Discharge.
- $DRP$: Demand Response Participation
- $EVCS$: Electric Vehicle Charging Stations
- $EV$: Electric Vehicles
- $GHG$: Greenhouse Gas
- $HOMER$: Hybrid Optimization of Multiple Energy Resources
- $HPS$: Hybrid Power Systems
- $LCOE$: levelized Cost of Energy
- $LPSP$: Loss of Power Supply Probability
- $LSA$: Lightning Search Algorithm
- $MOEA/D$: Multi-Objective Evolutionary Algorithm Based on Decomposition
- $MOPSO$: Multi-Objective Particle Swarm Optimization
- $NOCT$: Normal Operating Cell Temperature
- $NSGA-II$: Non-dominated Sorting Genetic Algorithm
- $NSGA-III$: Non-dominated Sorting Genetic Algorithm III
- $POWER$: NASA Prediction of Worldwide Energy Resources database
- $PSO$: Particle Swarm Optimization
- $PV$: Photovoltaic
\[ C_I \] The initial capital cost. \[ PV-BESS \] Photovoltaic-Battery Energy Storage Systems
\[ C_R \] The replacement costs of the components \[ PVWB/EVCS \] Photovoltaic-Wind Turbine-Battery/Electric Vehicle Charging Station
\[ C_{O&M} \] Operating and Maintenance Costs \[ RES \] Renewable Energy Sources
\[ I_r \] Interest rate. \[ RF \] Renewable Fraction
\[ I_I \] Inflation rate. \[ SDGs \] Sustainable Development Goals
\[ E_{served} \] The primary load served (kWh/year). \[ TNPC \] Total Net Present Cost
\[ \sigma \] The Battery Self-Discharge \[ TNPC \] Total Net Present Cost
\[ \eta_b \] The Battery efficiency \[ V2G \] Vehicle-to-Grid
\[ P_{EVCS} \] The EVCS load \[ VCS \] Virus Colony Search Optimization
\[ S \] Salvage value \[ WT \] Wind Turbines
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