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1. Introduction

The iron and steel industry plays an important role in economic development. With the development of science and technology, competition between iron and steel enterprises is becoming increasingly fierce \cite{1}. The production of iron and steel consists of several steps, including raw materials acquisition, ironmaking, steelmaking \cite{2}, continuous casting, hot rolling, cold rolling, electroplating, and so on, and each process is closely connected. Slabs are an important intermediate product in steel production, and hot rolling is a crucial intermediate process. The relationship between the slab allocation problem and the hot-rolling scheduling problem is shown in Figure 1. Establishing reasonable slab allocation schemes and hot-rolling schedules has many benefits, for example, ensuring the continuity of the production process, improving product quality, increasing work efficiency, reducing energy consumption, and saving enterprise costs.
Figure 1. The slab allocation problem and the hot-rolling scheduling problem.

Given the complexity of the steel production process, a wide variety of specifications for intermediate products, and frequent fluctuations between actual products and customer orders, a large number of open-order slabs are often produced. For example, the produced slab might not meet the requirements of the customer order or subsequent units; the customer might request a temporary cancellation or ask for changes to the order; there might be manual disengagement in the order caused by unreasonable slab allocation; and manual operation errors might occur. Open-order slab backlogs take up a large amount of space in inventories and can be expensive; thus, they need to be dealt with in a timely fashion. The slab allocation problem refers to matching slabs and orders based on a many-to-one relationship between a slab’s specification attributes and an order’s requirements, thus improving and optimizing the unreasonable allocation relationship at the same time.

Only the slab is allocated to a deterministic order; we can know how thick the slab will be rolled, so only the allocated slab can be included in the rolling schedule. Furthermore, only the slab programmed into the hot-rolling schedule can be rolled. The problem of hot-rolling production scheduling refers to the reasonable formulation of a slab rolling sequence within a certain period to meet the relevant rolling schedule and rescheduling optimization due to abnormal situations, such as rolling mill failures. Specifically, this is based on the delivery time and priority level of multiple customer orders (slabs in the pre-selection pool) and multiple rolling units; i.e., slab processing sequences are compiled at one time. Each rolling unit consists of many slabs. In the same rolling unit, the jumping values of the adjacent slab’s width, thickness, and hardness must meet rolling specification requirements; otherwise, the loss of rolling equipment in the steel enterprise will increase. Many rolling units are arranged in a regular order to form a rolling schedule. Different rolling units correspond to different rolls, so it is necessary to stop the machine and replace the rolls after producing one rolling unit. Because of the high start-up cost of changing rolls, the replacement of rolls should be reduced as much as possible to ensure production quality. In addition, the quality of hot-rolling scheduling directly affects the quality of materials needed by downstream units.

In the hot-rolling process, a slab needs to be heated in the heating furnace first and then rolled after it reaches a certain temperature. If the slab has a high temperature before entering the heating furnace, this process is called ‘hot delivery and hot charging’. Increasing the ratio of ‘hot delivery and hot charging’ is conducive to energy savings and consumption reduction. However, even if a slab has been allocated for an order, if it has not been included in the hot-rolling schedule, it usually is left to wait and cannot be rolled in time. In addition, if the slab allocation scheme is not coordinated with the rolling schedule, the number of slab ‘stacking’ [3] incidents will increase, thus increasing the extra logistics scheduling costs. At present, planners only consider slab-rolling schedule constraints when compiling hot-rolling schedules. However, slab allocation and slab hot-rolling scheduling are two interrelated and complementary processes. Considering the two processes individually will make the connection between processes unsmooth. Therefore, it is necessary to integrate the slab allocation process with the hot-rolling scheduling.
process. In this way, the ratio of ‘hot delivery and hot charging’ and the material utilization rate can not only be significantly improved but the logistics production cost can also be greatly reduced.

The slab allocation and hot-rolling scheduling integrated optimization problem researched in this paper can be summarized as follows: based on the slab rolling orders of iron and steel enterprises, the allocation relationship between slabs and orders can be optimized to satisfy the constraints of slab allocation and rolling process specifications; thus, the slab rolling schedules of hot-rolling mills can be formulated at the same time. Transforming and integrating these two relatively isolated material arrangement schemes into a unified and dynamic decision-making whole can accurately balance logistics, thus providing effective support to sales departments in ordering work and finally reasonably expanding the production capacity of the whole rolling unit and balancing resource distribution.

Slab allocation and hot-rolling scheduling integrated optimization is not only of great significance but is also challenging [4]. Firstly, smooth production of the hot-rolling mill mainly depends on the exact scheduling sequence of slabs, and the hot-rolling mill is operated according to the sequence of one order followed by another, with each order containing many pieces of slabs. Therefore, in addition to coordinating the orders’ rolling sequence and the slabs’ rolling sequence within the rolling units, it is also necessary to formulate the allocation relationship between the slabs and orders. Any mistake in the middle will affect the overall production and product quality, which will impact the whole process. Secondly, steel production is a complicated process. Faults in production equipment, fluctuations in the composition of raw materials, changes in production operation conditions, errors in the control process, approximations in mechanism models, etc., can lead to deviations in the quality and specifications between the produced slab and the original design. Thus, it is necessary to adjust the allocation relationship between the slab and the order. Thirdly, there is a lot of equipment involved in hot-rolling production lines, and hot-rolling schedules are long and complex. This means that we not only need to consider equipment maintenance and transportation costs but also account for the connection between steelmaking and cold rolling. Therefore, it is quite challenging to work out reasonable slab allocations and hot-rolling production schedules simultaneously. Thus, this is also a technical problem that needs to be urgently solved in the field of iron and steel production; that is, we need to synchronize the data and information flow regarding slab allocation and hot-rolling scheduling to achieve real, integrated production management.

The slab allocation problem and the hot-rolling scheduling problem in iron and steel enterprises have a large amount of data and complex constraints. When considering all aspects of process-planning constraints, we should pursue several goals, such as minimizing differences between slab allocations and orders; minimizing production transition costs caused by specification changes in slabs; minimizing slab waiting times; and minimizing the processing and switching costs of adjacent orders. At present, this problem is generally solved through manual operation by planners, that is, by first manually allocating and then rolling based on a manually arranged hot-rolling schedule. However, it is difficult to achieve global optimization via manual allocation and hot-rolling schedules, which leads to poor production smoothness and hinders production efficiency improvements. More advanced enterprises will use ERP (enterprise resource planning) systems to achieve better information management. However, a common problem with these ERP systems is that they are mainly used to sort and screen existing data, and they lack the ability to change parameters dynamically according to production requirements or provide high-quality allocation schemes and rolling schedules automatically. Therefore, intelligent optimization methods are needed to achieve efficient global optimization.

The differential evolution algorithm is an intelligent optimization algorithm first proposed by Kenneth Price and Rainer Storn in 1995 [5]. It ensures the survival of the fittest among individuals by simulating the natural selection laws of competition and cooperation in the evolutionary process [6] of biological populations [7]. It has been used to solve many practical problems and has good global search abilities and robustness. The
slab allocation and hot-rolling scheduling integrated optimization problem is complex, large-scale, and has many constraints. While the differential evolution algorithm has fewer parameters, it can effectively reduce the complexity of algorithms and is suitable for solving optimization problems in large-scale and complex environments. There are many-to-one correspondences between slabs and orders and between slabs and rolling units, which shows that this problem requires a complex algorithm. The differential evolution algorithm has flexible coding modes, is easy to implement, and has strong operability and feasibility. Therefore, the differential evolution algorithm is suitable for solving this problem.

To sum up, research on the integrated optimization of slab allocations and hot-rolling scheduling has the following benefits:

1. By integrating slab allocation with the hot-rolling scheduling process, the ratio of 'hot charging and hot delivery' can be improved, energy consumption and logistics costs can be reduced, and enterprise profit margins can be improved.
2. By considering hot-rolling scheduling in the process of slab allocation, the allocation and hot-rolling production costs can be comprehensively coordinated, and the hot-rolling switching costs caused by unreasonable feeding can be reduced.
3. This can quickly generate high-quality, large-scale slab allocation schemes and effective hot-rolling schedules, thus reducing inventory costs and workers' work intensity and improving resource allocation, work efficiency, product quality, timely delivery, production management levels, and enterprise benefits.
4. The differential evolution algorithm can solve the slab allocation and hot-rolling scheduling integrated optimization problem, which not only provides a theoretical reference for solving similar large-scale practical problems but also expands the differential evolution algorithm’s application field.

The rest of this paper is organized as follows. Section 2 summarizes the related literature. The integrated optimization problem is described, and the model is constructed in Section 3. Our proposed improved differential evolution algorithm is introduced in Section 4. Section 5 shows the experimental results and analytics for the practical problem. Finally, Section 6 elaborates on the conclusion and discusses future work.

2. Literature Review

Our literature review on the problem of integrating the slab allocation problem and the hot-rolling scheduling problem will focus on the following two aspects: the related problems and the related methods.

2.1. Research on Related Problems

2.1.1. Slab Allocation Problem

The relevant research on the slab allocation problem is limited and outdated. Based on the different types of slabs and orders, slab allocation problems can be divided into three categories: open-order slab allocation problems [8], slab re-allocation problems [9], and self-drawn order-grouping problems [10]. Among them, the open-order slab allocation problem refers to allocating surplus slabs that have not been allocated to orders to customer orders to improve the utilization of slabs. Lv et al. [11] solved a stochastic surplus open-order slab allocation problem using a scenario-based modeling approach and the scatter search algorithm. The slab re-allocation problem is also a full-order slab allocation problem; this involves reallocating a full-order slab that has been allocated to one order to a new customer order to further optimize and adjust the relationship between the full-order slab and customer order, shortening the completion time of the customer orders and improving the level of customer satisfaction. Tang et al. [9] transformed an integer nonlinear programming model into a mixed-integer linear programming (MILP) model and proposed a heuristic algorithm based on a tabu search to obtain satisfactory solutions efficiently for the slab re-allocation problem in the steel industry. The self-drawn order-grouping problem refers to a virtual order created by iron and steel enterprises when an inventory is overstocked; that is, open-order slabs with overlapping upper and lower rolling width limits are divided
into groups to quickly ‘digest’ the inventory. Lv and Wang [10] adopted a method based on data analysis to study whether it is better to group a self-drawn order immediately or wait for a potential customer order to arrive when there is no suitable customer order for the surplus slab.

2.1.2. Hot-Rolling Scheduling Problem

Compared with the slab allocation problem, the relevant research on the hot-rolling scheduling problem is relatively rich and diversified. However, most research on the hot-rolling scheduling problem defaults to the conclusion that the allocation relationship between the slab and order has already been determined. In essence, the hot-rolling scheduling problem can be defined as a multiple traveling salesman problem [12] or a vehicle routing problem [13]. Tang et al. [12] proposed a multiple traveling salesman problem model for hot-rolling scheduling in iron and steel complexes and solved it using a modified genetic algorithm. Tang and Wang [13] presented the prize-collecting vehicle routing problem (PCVRP), a variant of the classical vehicle routing problem, which is derived from hot-rolling production in the iron and steel industry. One major characteristic of the PCVRP is that the customers need not be visited compulsorily; instead, a prize can be collected from each customer when visiting them. In addition to a capacity constraint, the model also introduced a task completion constraint, which requires the total demand of visited customers to be no less than a predetermined amount. Li and Tian [14] also investigated a PCVRP extracted from an actual hot-rolling production process. They developed a two-level self-adaptive variable neighborhood search algorithm based on two decision levels in the PCVRP, namely, the selection of customers to visit and vehicle scheduling by selected customers. To obtain the lower bound of the PCVRP, the mixed-integer programming model of the proposed PCVRP was transformed into an equivalent traveling salesman problem model by using the graph expansion method. Özgür et al. [15] reviewed the planning and scheduling methods of hot-rolling mills in iron and steel production around the following aspects: constraints included in the analysis, objective functions (or optimization criteria) employed, the optimization algorithm used, and the experimental data included.

2.1.3. Integration Optimization Problem

As can be seen from the above literature review, the biggest gap of the integration optimization problem lies in the fact that, in the previous literature, the slab allocation problem and the hot-rolling scheduling problem are generally researched separately. To make up for this gap, this paper integrates the two sub-problems, so as to achieve the global optimal decision from a broader perspective. Fortunately, the research on integration optimization problem from other related industries can provide us with some context. A knowledge network system was developed by Yang et al. [16] based on the needs of the modern iron and steel enterprise integrated production management. They proposed a model knowledge representation and intelligent matching mechanism. Li et al. [17] researched the integrated problem of soaking pit heating and hot rolling scheduling in steel plants. They provided a fast heuristic algorithm with worst-case bound to generate near-optimal solutions, and a branch and bound algorithm to solve the problem to optimality. Tan et al. [18] designed a hybrid algorithm that combines mixed-integer programming and constraint programming to solve a scheduling problem in a steel plant, referring to continuous casting, reheating furnace, and hot-rolling processes.

2.2. Research on Related Methods

2.2.1. Heuristic Algorithm

Regarding the methods for solving hot-rolling scheduling problems in previous studies, the heuristic algorithm is clearly the first choice. Pan et al. [19] proposed a mathematical model and two-stage heuristic for hot-rolling scheduling in compact strip production. Puttkammer et al. [20] used a greedy randomized adaptive search procedure heuristic for
the hot strip mill scheduling problem under consideration of energy consumption. The heuristic algorithm is generally simple, short in solving time, and strong in stability, but its shortcomings are also obvious. On the one hand, the solution obtained by the heuristic algorithm can only guarantee feasibility, not optimality. On the other hand, the heuristic algorithm is generally designed according to the characteristics of a specific problem and has no generalization. As the intelligent optimization algorithm can make up for these disadvantages, the heuristic algorithm is also often combined with intelligent optimization algorithm in the literature. Hu et al. [21] developed a heuristic method combining an improved ant colony extended algorithm with local search procedures dedicated to the hot strip mill production scheduling problem. To research a multi-objective hot-rolling scheduling problem in the compact strip production, Pan et al. [22] adopted an improved hot-rolling scheduling heuristic to solve the sheet-strip assignment problem and a multi-objective evolutionary algorithm to find the Pareto optimal or near-optimal solutions for the sheet-strip sequencing problem.

2.2.2. Differential Evolution Algorithm

Compared with the heuristic algorithm, the differential evolution algorithm has stronger global search ability and more flexible application. Generally speaking, improving a differential evolution algorithm [23] involves improving the control parameters, the mutation strategy [24], the crossover strategy, the selection strategy, and gene population recombination. Some scholars have used differential evolution algorithms to study problems related to scheduling. Li and Fang [25] proposed a differential evolution algorithm based on an evolutionary direction to solve the robust multi-objective optimization problem of rolling schedules in tandem with cold rolling. Their algorithm calculated the horizontal angle of the vector, which was used to choose the mutation vector. The chosen vector contained the convergence direction, which changed the random mutation operation in the differential evolution algorithm. Chakraborti and Kumar [26] addressed the problem of minimizing the hot-rolling time for an ingot from a given initial thickness to a prescribed final one, subject to a number of system constraints, by using a multi-population genetic algorithm and a differential evolution algorithm. To solve the problem of dynamic scheduling in steelmaking–continuous casting production, Tang et al. [27] proposed an improved differential evolution algorithm with a real-coded matrix representation for each individual in the population, a two-step method for generating the initial population, and a new mutation strategy. Zhao et al. [28] proposed a hybrid differential evolution algorithm to estimate the distribution of that algorithm based on a neighborhood search for a job shop scheduling problem. To strengthen the searchability of their algorithm, a chaotic strategy was introduced to update the parameters of the DE. Two mutation operators were used. A neighborhood search algorithm based on blocks on a critical path was adopted to further improve the solution quality.

3. Problem Description and Model Establishment

3.1. Problem Description

The allocation difference cost between a slab and an order has five aspects, namely, steel grade, weight, width, length, and deformation. Based on the premise of satisfying allocation specification constraints, order weight constraints, and allocation mode constraints, solving the slab allocation problem involves maximizing the number of open-order slabs allocated to an order, minimizing the quality and specification differences between the slab and order, satisfying the priority requirements of the slab and order to the greatest extent, and improving the integrity of the order as much as possible. When the order processing sequence is found, the outbound sequence of the slabs can be obtained based on the allocation relationship between the slab and order.

A hot-rolling schedule consists of several rolling units, as shown in Figure 2. Every time a rolling unit is rolled, a roll-changing operation must be carried out. A rolling unit is composed of many slabs, and this characterizes the rolling sequence of a group of slabs. A
complete rolling unit consists of two parts: the hot-roll material and the main body material. The slab sequence in the rolling unit has a ‘double trapezoidal’ structure in terms of width, which is similar to a ‘tortoise shell’. A positive trapezoid is part of the hot-roll material, and its slab width changes incrementally. The main purpose of hot-roll material is to heat rolls during the initial rolling, make the roll’s thermal expansion uniform, and ensure the quality of the subsequent strip steel. Generally, their quantity is small, and they are easy to make. The reverse trapezoid is part of the main body material. The slab width of the main body material is decreased to ensure the quality of hot-rolled products and operational stability. The main body material is the main component of the rolling unit, and it comes in large quantities; thus, it needs to meet many program constraints when making a schedule.

![Structure diagram of hot-rolling scheduling](image)

**Figure 2.** Structure diagram of hot-rolling scheduling.

The hot-rolling scheduling process is divided into the following steps: determining the planning quantity, establishing the preselection pool, determining the preparation schedule, and adjusting the schedule. When making the planning sequence, the hot delivery slab should be considered first to ensure the continuity of production. Secondly, hot-charging slabs should be used to shorten the slab’s heating time in the heating furnace. Finally, cold slabs should be used in the warehouse, which can avoid energy waste. When making hot-rolling schedules, the following requirements should be met: (1) The hardness and thickness of the slab need to change smoothly. (2) The strip width of the main body material should be decreased in general, and a rolling length of the same width cannot exceed a certain upper limit. (3) To reduce the number of roll changes, the total rolling length of the whole rolling unit should be less than the maximum allowable rolling length of the roll and should not be less than the minimum rolling length as much as possible.

Based on the above analysis, the integration problem of slab allocation and hot-rolling scheduling studied in this paper can be described as follows: given a slab set, an order set, a rolling unit set, and a position set in the rolling unit; under the conditions of satisfying the allocation mode constraint, the order excess constraint, and the rolling scheduling constraint; optimizing the allocation relationship between the slab and order; and making the best slab-rolling schedule, we can minimize the allocation costs of attribute differences between the slab and order, the switching cost of adjacent slab processing, the waiting time after the slab arrives at the rolling unit, and the switching cost of adjacent order processing.

### 3.2. Model Establishment

#### 3.2.1. Parameters

- $i, h$ index of slabs participating in the allocation;
- $j, s$ index of orders participating in the allocation;
- $l, l_1, l_2$ index of rolling units;
- $k$ index of positions in the rolling unit;
- $I$ set of slabs participating in the allocation;
- $J$ set of orders participating in the allocation;
- $L$ set of rolling units;
- $K$ set of positions in the rolling unit;
- $c_{ij}$ allocation difference cost for allocating slab $i$ to order $j$;
- $d_{ih}$ switching cost of slab $i$ produced immediately before slab $h$;
switching cost of order $j$ produced immediately before order $s$;
$F_1$ weight coefficient of the allocation specification difference penalty in the objective function;
$F_2$ weight coefficient of the switching cost of the adjacent slab in the objective function;
$F_3$ weight coefficient of the slab waiting time in the objective function;
$F_4$ weight coefficient of the switching cost of the adjacent order in the objective function;
$p_i$ treatment time of slab $i$;
$r_i$ arrival time of slab $i$;
$D_j$ the demand of order $j$;
$\tau_j$ the delivery date of order $j$ in the hot-rolling process;
$w_i$ weight of slab $i$;
$T_g$ roll changing time;
$T_0$ treatment time of the hot-roll material;
$M$ a large positive number.

3.2.2. Decision Variables

- $x_{ij} = \begin{cases} 1, & \text{if slab } i \text{ allocated to order } j \\ 0, & \text{else} \end{cases}$
- $y_{ihl} = \begin{cases} 1, & \text{if slab } i \text{ is processed immediately before slab } h \text{ in the hot rolling unit } l \\ 0, & \text{else} \end{cases}$
- $z_{ikl} = \begin{cases} 1, & \text{if slab } i \text{ is allocated to the } k \text{th position of hot rolling unit } l \\ 0, & \text{else} \end{cases}$
- $u_{jsl} = \begin{cases} 1, & \text{if order } j \text{ is processed immediately before order } s \text{ in the hot rolling unit } l \\ 0, & \text{else} \end{cases}$
- $\gamma_{l_1l_2} = \begin{cases} 1, & \text{if hot rolling unit } l_1 \text{ is processed immediately after unit } l_2 \\ 0, & \text{else} \end{cases}$

3.2.3. Model

An integer programming (IP) model can be formulated as follows.

Minimize

$$F_1 \sum_{i \in I} \sum_{j \in J} c_{ij} x_{ij} + F_2 \sum_{i \in I} \sum_{h \in I} \sum_{l \in L} d_{ih} y_{ihl} + F_3 \sum_{i \in I} (a_i - r_i) + F_4 \sum_{j \in J} \sum_{s \in J} \sum_{l \in L} f_{js} u_{jsl}$$

Subject to

$$\sum_{j \in J} x_{ij} \leq 1, \forall i \in I$$

$$\sum_{i \in I} w_i x_{ij} \leq D_j + w_h + M(1 - x_{hj}), \forall j \in J, h \in I$$

$$\sum_{i \in I} z_{ikl} \leq 1, \forall l \in L, k \in K$$

$$\sum_{l \in L} \sum_{k \in K} z_{ikl} \leq 1, \forall i \in I$$

$$z_{ikl} + z_{h,k+1,l} - 1 \leq y_{ihl}, \forall i, h \in I, l \in L, k \in K$$

$$z_{h,k+1,l} \leq z_{ikl}, \forall i, h \in I, l \in L, k \in K$$
\[
\sum_{l \in L} \sum_{k \in K} z_{kl} \leq \sum_{j \in J} x_{ij}, \forall i \in I
\] (8)

\[
x_{ij} + x_{hs} + y_{isl} - 2 \leq u_{jst}, \forall i, h \in I, j, s \in J, l \in L
\] (9)

\[
\delta_{l_1} \leq \epsilon_{l_2} + T_s (1 - \gamma_{l_1 l_2}) M, \forall l_1, l_2 \in L
\] (10)

\[
\delta_{l_1} \geq \epsilon_{l_2} + T_s (\gamma_{l_1 l_2} - 1) M, \forall l_1, l_2 \in L
\] (11)

\[
\sum_{i \in I} r_i z_{i0l} \leq \delta_l + T_0, \forall l \in L
\] (12)

\[
\delta_l + T_0 \leq \alpha_i + (1 - z_{i0l}) M, \forall l \in L
\] (13)

\[
\delta_l + T_0 \geq \alpha_i + (z_{i0l} - 1) M, \forall l \in L
\] (14)

\[
\beta_i \leq \alpha_h + (1 - y_{ihl}) M, \forall i, h \in I, l \in L
\] (15)

\[
\beta_i \geq \alpha_h + (y_{ihl} - 1) M, \forall i, h \in I, l \in L
\] (16)

\[
\beta_i \leq \alpha_i + p_i, \forall i \in I
\] (17)

\[
\beta_i \geq \alpha_i + p_i, \forall i \in I
\] (18)

\[
\alpha_i \geq r_i, \forall i \in I
\] (19)

\[
\beta_i + (x_{ij} - 1) M \leq \tau_j, \forall i \in I, j \in J
\] (20)

\[
x_{ij} \in \{0, 1\}, \forall i \in I, j \in J
\] (21)

\[
y_{ihl} \in \{0, 1\}, \forall i, h \in I, l \in L
\] (22)

\[
z_{kl} \in \{0, 1\}, \forall i \in I, l \in L, k \in K
\] (23)

\[
u_{jst} \in \{0, 1\}, \forall j, s \in J, l \in L
\] (24)

\[
\gamma_{ij} \in \{0, 1\}, \forall i, j \in L
\] (25)

\[
\alpha_i, \beta_i \geq 0, \forall i \in I
\] (26)

\[
\delta_l, \epsilon_l \geq 0, \forall l \in L
\] (27)

In the model, Formula (1) is the objective function of the slab allocation and hot-rolling scheduling integration problem, where the first term is the attribute difference allocation cost between the slab and order, the second term is the switching cost of adjacent slab processing, the third term is the waiting time after the slab reaches the rolling mill, and the fourth term is the switching cost of adjacent order processing.
Constraints (2)–(27) are the constraints of the slab allocation and slab hot-rolling scheduling integrated problem model, in which Constraint (2) represents the allocation pattern constraint; that is, each slab can only be allocated to one order. Constraint (3) is the order excess constraint; that is, if the order is excessive after allocation, the excess weight cannot be greater than the weight of the minimum slab allocated to the order. Constraint (4) ensures that only one slab can be processed at most at each position of each rolling unit. Constraint (5) ensures that each slab can only be processed at one position of a rolling unit at most. Constraint (6) defines the relationship between the tight front and tight back during slab processing on the rolling unit. Constraint (7) ensures that if a slab is arranged at a certain position on a rolling unit, there must be another slab arranged immediately before it. Constraint (8) ensures that only after the slab is allocated to a certain order can it be discharged into the schedule. Constraint (9) defines the processing relationship before and after the order. Constraints (10)–(11) define the time when the rolling unit starts processing. Constraint (12) requires that the rolling unit’s starting time is later than the first slab’s arrival time on the rolling unit. Constraints (13)–(14) define the starting time of the first slab on each rolling unit. Constraints (15)–(18) define the completion time of slab processing. Constraint (19) ensures that the slab can be processed only after it arrives. Constraint (20) requires that all slabs allocated to an order be rolled before the delivery date of the order in the hot-rolling process. Constraints (21)–(27) define variable ranges.

From the objective function of Formula (1), it can be concluded that the model in this paper is a 0–1-integer programming model. This kind of model is an NP-hard problem [29], and the optimal solution to the problem cannot be obtained in polynomial time. CPLEX is generally only suitable for solving small- and medium-sized practical problems, and it requires much solving time, which is insufficient in meeting the needs of actual production. Based on this, this paper proposes an improved differential evolution algorithm that can solve large-scale practical problems quickly.

4. Algorithm

Given the characteristics of the slab allocation and hot-rolling scheduling integration problem, a differential evolution algorithm [30] can be used to solve it. Classical differential evolution algorithms include several steps, such as population initialization, mutation, crossover, and selection. In this paper, the differential evolution algorithm is improved in the following aspects. The initial population is generated by heuristic and random methods. Two mutation modes are combined to randomly produce mutant individuals. The operation of repairing infeasible solutions is added by finding remainders. Poor individuals in the gene pool are updated. The pseudocode of the improved differential evolution algorithm is provided in Algorithm 1.

Algorithm 1: Improved Differential Evolution Algorithm

<table>
<thead>
<tr>
<th>INPUT: information on slabs and orders; iteration index, ( g ); max iteration index, ( G_{\text{max}} ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>
4.1. Coding and Decoding Strategy

In this paper, given the characteristics of the slab allocation and hot-rolling scheduling integration problem, an efficient encoding and decoding strategy based on real numbers is proposed; it can express slab allocation schemes and rolling schedules at the same time. Each algorithm’s solution represents an individual and corresponds to a relationship between the slab, order, or rolling unit. The maximum number of codes is expressed as the number of slabs participating in the allocation. Assuming that the number of slabs participating in the allocation is $N$, the coding bits are $\{0, 1, 2, \ldots, N - 1\}$. Assuming that the number of orders participating in the allocation is $B$, the value range of the integer part of each coding value (gene) is $\{-1, 0, 1, 2, \ldots, B - 1\}$. When the value of the integer part of the gene is $-1$, it means that the slab is not allocated to any order. At this point, the value of the decimal part is zero, which means that only the slab allocated to one particular order can participate in the rolling schedule. When the integer part of the gene is $\{0, 1, 2, \ldots, B - 1\}$, this means that the slab is allocated to the corresponding order. If the number of rolling units is $E$, the value range of the decimal part is $\{0, 1, 2, \ldots, E - 1\}$. The algorithm’s encoding method is illustrated with a concrete example, as shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. The coding mode of improved differential evolution algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coding bit</td>
</tr>
<tr>
<td>Coding value</td>
</tr>
</tbody>
</table>

The code in Table 1 has five bits, which means that there are five slabs participating in the allocation; that is, $N = 5$. The dimension of each individual in the differential evolution algorithm is five. The value encoded by each bit in the code represents the value of each individual gene. For example, the coding value of coding bit 1 is 2.6, which means that slab No. 1 is allocated to order No. 2 and assigned to rolling unit No. 6. The coding value of coding bit 3 is $-1.0$, which means that slab No. 3 is not allocated to any order, so it cannot be rolled. In the same way, slabs No. 0, No. 2, and No. 4 are allocated to orders 3, 4, and 0, respectively, and distributed to rolling units No. 2, No. 5, and No. 8, respectively. The advantage of this coding method is that it is consistent with the actual structural features of the problem. Because the values of the coding bits of the integer and decimal parts are one case at most, in the subsequent operation, it can be guaranteed that each slab can only be allocated to one order at most; this also ensures that the slab can only be assigned to one position on a rolling unit at most.

4.2. Population Initialization

The population size is set to $NP$; that is, the initial population contains $NP$ individuals. This paper uses two methods to construct the initial population: one is to construct different heuristic algorithms, and the other is to adopt the stochastic strategy. These two methods have different advantages and disadvantages. Based on the actual characteristics of the problem, and combined with the actual production process, heuristic algorithms significantly improve the quality of solutions in the initial population, but the number and the diversity of solutions are limited. Initial solutions generated by a random method can obtain various characteristics, and the number of solutions can be freely scaled according to the scale of the problem, but the quality of the solutions cannot be guaranteed. In this paper, three heuristic algorithms are used to generate the initial solutions: according to the order demand, according to the slab width, and according to the slab thickness. The three heuristic algorithms are briefly introduced below.

Heuristic 1 is based on the order demand. The order demand is sorted from large to small, and the orders are assigned to the corresponding rolling units according to their rolling capacity. Then, the slabs are assigned to the corresponding positions of the rolling units according to the arrival time of the slabs, the processing time of the slabs, and the starting time of the rolling units.
Heuristic 2 is based on slab width. The slab is classified according to its width. As much as possible, slabs with the same or similar widths should be classified into one class. Then, according to the weight of the slabs, the slabs are divided into corresponding orders. Next, slabs with the same attributes are divided into one rolling unit according to the rolling capacity of the rolling units as much as possible. Finally, the rolling schedule is arranged according to the arrival time of the slabs.

Heuristic 3 is based on slab thickness. The slab is classified according to its thickness. As much as possible, slabs with the same or similar thickness should be classified into one class. Then, according to the weight of the slabs, the slabs are divided into corresponding orders. Next, slabs with the same attributes are divided into one rolling unit according to the rolling capacity of the rolling units as much as possible. Finally, the rolling schedule is arranged according to the arrival time of the slabs.

4.3. Mutation Strategy

In a differential evolution algorithm, mutation is an individual-based operation. To reduce the probability of the algorithm falling into a local optimum, based on the mutation operation of the basic differential evolution algorithm, we propose that multiple parent individuals participate in the mutation simultaneously so that some mutant individuals can change greatly. This not only increases the population diversity but also improves the algorithm’s optimization ability. The mutation formula is shown in Equation (28).

$$v_i(g + 1) = \begin{cases} 
x_{i1}(g) + F \cdot [x_{r2}(g) - x_{r3}(g) + x_{r4}(g) - x_{r5}(g)] & \text{if } rand(0,1) \le R \\
x_{i1}(g) + F \cdot [x_{r2}(g) - x_{r3}(g)] & \text{else} 
\end{cases} \quad (28)$$

where $x_i(g)$ represents the $i$-th individual in the $g$-th generation population. $r_1, r_2, r_3, r_4,$ and $r_5$ represent five different individuals randomly selected from the population as parent individuals to participate in the mutation operation. $F$ is the scaling factor, which is used to control the step size of the differential vector. $rand(0,1)$ represents a random real number between 0 and 1. $R$ is a predetermined parameter value. $v_i(g + 1)$ represents the mutated individual, which automatically enters the next generation and becomes the $i$-th parent individual of the $g + 1$-th generation population.

4.4. Crossover Operation

In a differential evolution algorithm, crossover is an operation based on each gene of an individual. The genes of the crossover individual are randomly determined by the genes of the parent individual and mutant individual together. The specific operation mode is shown in Equation (29).

$$u_{ij}(g + 1) = \begin{cases} 
v_{ij}(g + 1) & \text{if } rand(0,1) \le CR, \text{ or } j = rand(i) \\
x_{ij}(g) & \text{else} 
\end{cases} \quad (29)$$

where $x_{ij}(g)$ represents the $j$-th gene of the $i$-th individual in the $g$-th generation population. $v_{ij}(g + 1)$ represents the $j$-th gene of the $i$-th mutant individual in the $g + 1$-th generation population. $u_{ij}(g + 1)$ represents the $j$-th gene of the $i$-th crossover individual in the $g + 1$-th generation population. $CR$ stands for crossover probability. The smaller the CR, the greater the contribution of the parent individual to the crossover individual, the faster the convergence speed, and the stronger the exploitation ability of the algorithm in a small range. In contrast, if the CR is larger, the mutation individual contributes more to the crossover individual, which is not conducive to accelerating the convergence speed of the algorithm, but it does enhance the exploration ability of the algorithm. $rand(i)$ represents a random integer between $[1, N]$, and $j = rand(i)$ ensures that at least one coding bit in the crossover individual inherits something from the mutant individual; otherwise, there is a small probability that the crossover individual will be exactly the same as the parent
individual. Because the solutions obtained by the crossover operation may be infeasible, it is necessary to repair the infeasible solutions before the selection operation.

4.5. Reparation Strategy

There are two kinds of infeasible solutions produced by crossover operations: one where the slab weight and the order demand violate the allocating condition, and one where the number of rolling units or rolling positions exceeds the boundary. The specific reparation strategy steps are as follows.

Step 1: Remove the slab that does not meet the allocating requirements from the allocated order.

Step 2: Sort according to the remaining order demand, from large to small, and allocate the open-order slabs to the order in turn.

Step 3: Judge whether the current slab is the last open-order slab. If so, the algorithm ends. Otherwise, go to Step 2.

Step 4: Sequentially perform the remainder operation for the integer bits and decimal bits of the out-of-bounds code until it meets the requirements.

4.6. Selection Operation

The selection operation is carried out according to Equation (30):

\[
x_i(g+1) = \begin{cases} 
  u_i(g+1) & \text{if } f(u_i(g+1)) \leq f(x_i(g)) \\
  x_i(g) & \text{else} 
\end{cases}
\]  

(30)

where \( f(x_i(g)) \) represents the fitness value of the \( i \)-th individual in the \( g \)-th generation population. In the same way, \( f(u_i(g+1)) \) represents the fitness value of the \( i \)-th crossover individual in the \( g + 1 \)-th generation population. \( x_i(g+1) \) represents the newly generated offspring, that is, the \( i \)-th individual in the \( g + 1 \)-th generation population. Equation (28) means that the best parent individual and crossover individual are selected to enter the next generation to form a next-generation population. Because a minimization model is constructed in this paper, the selection operation is carried out in the following ways: (1) If both solutions are feasible, the individual with the smaller fitness value is preferentially selected to enter the next-generation population. (2) If the infeasible solution and the feasible solution exist at the same time, the feasible solution is preferentially selected to enter the next-generation population. (3) If both solutions are infeasible, the solution with fewer constraint violations is preferentially selected to enter the next-generation population.

5. Experiment and Discussion

5.1. Instances and Platform

The experimental data are obtained by randomly selecting 14 groups of data of different sizes based on the actual production process of a large domestic iron and steel enterprise. The commercial software CPLEX 12.6 is used to solve the mathematical model of the slab allocation and hot-rolling scheduling integrated optimization problem described in Section 3.2. The improved differential evolution algorithm and other comparison algorithms are implemented using the C++ programming language. The experimental hardware configuration is an Intel (R) Core Q9550 CPU @ 2.83 GHz with 3.2 GB RAM.

5.2. Parameter Settings

The experimental parameters of the classical differential evolution algorithm and improved differential evolution algorithm are set as follows: the population size, \( NP \), is set to 20; the mutation factor, \( F \), is set to 0.5; the crossover factor, \( CR \), is set to 0.5; and the algorithm’s maximum iteration number, \( G_{max} \), is set to 500 generations. The CPLEX stop condition is a memory overflow or running for more than 3600 s.
5.3. Comparison Algorithms

The comparison algorithms include CPLEX, the simulated artificial method, and a classical differential evolution algorithm. A heuristic method based on artificial experience, used by most domestic iron and steel enterprises, is adopted as the simulation’s artificial method. The main steps are as follows: Firstly, the orders are sorted from large to small according to their insufficient quantities; then, the orders with large insufficient quantities are preferentially allocated without violating the constraints of the allocation relationship until all orders have no insufficient quantities. Secondly, based on the total weight of the slabs that need to be rolled and the rolling capacity of the rolling unit, the number of rolling units is roughly estimated; then, the slabs are reasonably distributed to the corresponding rolling units according to the time after the slabs arrive at the rolling unit. Thirdly, based on the time after the slabs arrive at the rolling unit, the slab-processing time, and the starting rolling time of the rolling units, the slab-rolling sequence in the rolling units is arranged in turn.

5.4. Experimental Results and Discussion

Both the CPLEX and simulated manual methods are run once to obtain results. To eliminate the influence of random errors, the means and variances in the classical differential evolution algorithm and improved differential evolution algorithm are obtained via statistics after running 20 experiments independently. In addition, the significant differences between the classical differential evolution algorithm and improved differential evolution algorithm are identified by executing a non-parametric Wilcoxon Statistical Test. In particular, the significance level is set to 0.05 (5%). Moreover, ‘−’, ‘+’, and ‘=’ indicate that the improved differential evolution algorithm achieves significantly better, significantly worse, and equal performance relative to the classical differential evolution algorithm, respectively. The statistical fitness value and solving time are shown in Table 2, where ‘AVG’ represents average fitness value, ‘SD’ represents standard deviation of fitness value, and ‘Sig.’ represents significance test results. ‘SA’ represents the simulated artificial method, ‘CDE’ represents the classical differential evolution algorithm, and ‘IDE’ represents the improved differential evolution algorithm. ‘Deviation’ refers to the percentage difference between the optimal value obtained by CPLEX and the results obtained by the other three algorithms. ‘–’ indicates that CPLEX cannot solve the instances at these scales, and these items are not compared.

Table 2. Results of CPLEX, the simulated artificial method, the classical differential evolution algorithm, and the improved differential evolution algorithm.

<table>
<thead>
<tr>
<th>Slab</th>
<th>Order</th>
<th>CPLEX</th>
<th>IDE</th>
<th>CDE</th>
<th>SA</th>
<th>CPLEX</th>
<th>IDE</th>
<th>CDE</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AVG</td>
<td>SD</td>
<td>Sig.</td>
<td>AVG</td>
<td>SD</td>
<td>Avg</td>
<td>SD</td>
<td>Avg</td>
<td>SD</td>
</tr>
<tr>
<td>3</td>
<td>50.13</td>
<td>0.00</td>
<td>=</td>
<td>50.13</td>
<td>0.00</td>
<td>50.13</td>
<td>0.218</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>165.84</td>
<td>0.00</td>
<td>=</td>
<td>165.84</td>
<td>0.00</td>
<td>176.49</td>
<td>0.310</td>
<td>0.23</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>1085.03</td>
<td>0.00</td>
<td>=</td>
<td>1096.36</td>
<td>13.67</td>
<td>1194.08</td>
<td>0.483</td>
<td>0.46</td>
<td>0.36</td>
</tr>
<tr>
<td>15</td>
<td>1604.62</td>
<td>21.57</td>
<td>=</td>
<td>1712.26</td>
<td>34.66</td>
<td>1818.36</td>
<td>0.670</td>
<td>0.65</td>
<td>0.24</td>
</tr>
<tr>
<td>20</td>
<td>3571.73</td>
<td>52.91</td>
<td>=</td>
<td>3846.11</td>
<td>69.80</td>
<td>4018.91</td>
<td>1.93</td>
<td>2.21</td>
<td>0.51</td>
</tr>
<tr>
<td>25</td>
<td>5600.60</td>
<td>91.47</td>
<td>=</td>
<td>6026.53</td>
<td>94.52</td>
<td>6275.47</td>
<td>30.92</td>
<td>31.27</td>
<td>0.44</td>
</tr>
<tr>
<td>30</td>
<td>6200.60</td>
<td>106.15</td>
<td>=</td>
<td>6405.26</td>
<td>107.98</td>
<td>6873.37</td>
<td>80.34</td>
<td>80.49</td>
<td>1.06</td>
</tr>
<tr>
<td>35</td>
<td>6900.50</td>
<td>154.61</td>
<td>=</td>
<td>7355.52</td>
<td>137.16</td>
<td>7727.87</td>
<td>150.53</td>
<td>50.85</td>
<td>1.45</td>
</tr>
<tr>
<td>40</td>
<td>10,440.28</td>
<td>184.02</td>
<td>=</td>
<td>11,238.80</td>
<td>151.94</td>
<td>11,695.20</td>
<td>500.03</td>
<td>61.18</td>
<td>4.46</td>
</tr>
<tr>
<td>45</td>
<td>23,000.98</td>
<td>294.29</td>
<td>=</td>
<td>24,996.61</td>
<td>244.34</td>
<td>26,685.74</td>
<td>680.05</td>
<td>65.14</td>
<td>5.31</td>
</tr>
<tr>
<td>50</td>
<td>29,932.19</td>
<td>391.42</td>
<td>=</td>
<td>30,801.31</td>
<td>416.65</td>
<td>33,654.48</td>
<td>–</td>
<td>74.96</td>
<td>4.78</td>
</tr>
<tr>
<td>60</td>
<td>32,410.48</td>
<td>419.25</td>
<td>=</td>
<td>33,219.48</td>
<td>446.06</td>
<td>35,654.89</td>
<td>–</td>
<td>89.82</td>
<td>6.32</td>
</tr>
<tr>
<td>80</td>
<td>34,585.71</td>
<td>510.54</td>
<td>=</td>
<td>35,753.11</td>
<td>552.61</td>
<td>38,665.11</td>
<td>–</td>
<td>119.36</td>
<td>7.01</td>
</tr>
<tr>
<td>100</td>
<td>36,506.48</td>
<td>627.12</td>
<td>=</td>
<td>38,380.37</td>
<td>633.56</td>
<td>40,109.79</td>
<td>–</td>
<td>152.21</td>
<td>9.15</td>
</tr>
</tbody>
</table>
It can be seen from Table 2 that the proposed improved differential evolution algorithm is superior to CPLEX in solving large-scale problems, and it can find the near-optimal solution to the problems in a reasonable time. When the number of slabs and orders increases to 50 and 45, respectively, CPLEX cannot solve the problem because of memory overflow, but the improved differential evolution algorithm proposed in this paper can still obtain a high-quality solution. With the increased scale of the problem, CPLEX’s computation time obviously increases until it cannot solve the problem. However, the increase in the improved differential evolution algorithm’s solution time is not very large. Specifically,

(1) The deviation between the solutions obtained by the simulated artificial method and the optimal solutions obtained by CPLEX is the largest, and the average deviation is about 10.52%. The average deviation between the classical differential evolution algorithm and the optimal solution is about 5.25%. The deviation between the improved differential evolution algorithm and the optimal solution is the smallest, and the average deviation is about 2.14%. The effectiveness of the improved differential evolution algorithm can be seen.

(2) On small and medium scales, the solutions obtained by the improved differential evolution algorithm are very close to the optimal solutions obtained by CPLEX, and the overall deviation between them is less than 3%. In addition, the improved differential evolution algorithm can even obtain the optimal solution in some instances.

(3) In small-scale instances, the improved differential evolution algorithm consumes almost the same amount of time as CPLEX. In medium-scale instances, the solving time of the former is slightly less than that of the latter. In large-scale instances, the solving time of the former is obviously shorter than that of the latter. Even when the instances cannot be solved by CPLEX, the improved differential evolution algorithm can still obtain high-quality solutions in a short time.

(4) From the significant differences, it can be seen that the improved differential evolution algorithm is significantly better than the classical differential evolution algorithm in all other instances except the first two instances.

To observe and analyze the experimental results more intuitively, the experimental fitness value and time are visualized, as shown in Figures 3 and 4, respectively, using mixed-mode column and line charts.

Figure 3. Column and line chart showing fitness values for the improved differential evolution algorithm and comparison algorithms.
The improved differential evolution algorithm can find a better solution. This shows the effectiveness of the improved mutation strategy. In Figure 5a, the initial starting point of the improved difference evolution algorithm is lower than that of the classical differential evolution algorithm. The reason for this is that the improved difference evolution algorithm replaces three random solutions with three feasible solutions in the initial population. Later, both of them quickly find the same optimal value. In Figure 5b, the classical differential evolution algorithm falls into local optimum in the 200th generation. However, the improved differential evolution algorithm finds a better solution. This shows the effectiveness of the improved mutation strategy.
In view of the large scale and large amount of data, an improved differential evolution algorithm is adopted to solve the problem. Based on the complex data structure of this problem, an efficient real coding method is proposed; that is, the integer part represents the order to which the slab is allocated, and the decimal part represents the rolling unit to which the slab is assigned. To improve the quality of solutions in the initial population, three different heuristic algorithms are proposed to generate initial solutions. In addition, multiple parent individuals participate in mutation, which improves population diversity. Furthermore, infeasible solutions are repaired, and the population gene pool is updated. In 14 data groups of different scales, the improved differential evolution algorithm can obtain fairly good solutions in a reasonable amount of time compared with experiments using CPLEX, the simulated artificial method, and the classical differential evolution algorithm. Compared with CPLEX, the improved differential evolution algorithm is better at solving large-scale slab allocation and hot-rolling scheduling integrated optimization problems.

By using the model and algorithm proposed in this paper, high-quality allocation schemes and hot-rolling schedules can be generated quickly. The utilization rate and rolling quality of slabs can be improved. The coordinal optimization of slab allocation and hot-
rolling scheduling can be realized. The benefits and market competitiveness of enterprises can be enhanced. This not only provides a theoretical reference for solving large-scale practical problems of the same type but also expands differential evolution algorithm application fields. Future research can be carried out in two ways. One further improves the differential evolution algorithm. The other applies the differential evolution algorithm to other fields, such as coal allocation and cold rolling in iron and steel enterprises.
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