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Abstract: In this paper, the design of a dynamic output feedback controller for a networked control system with dual-channel data packet loss and special discrete-time delay is studied, in which the data packet loss is described by the Markov process. In order to effectively alleviate the problem of network congestion, a quantizer was added to the sensor-to-controller channel. The transition probabilities of the Markov process are uncertain, but they exist in the convex sets of known convex polyhedron types. The mode-dependent Lyapunov function was constructed, and a sufficient condition was given to make the closed-loop system stochastically stable and satisfy the performance index. The parameters of the controller were solved by the linear matrix inequality method. Finally, an example of aircraft shows the validity of the proposed approach. A numerical example is compared with other literature, showing the superiority of the proposed approach.
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1. Introduction

In 1999, Walsh et al. proposed the concept of network control systems (NCSs) [1]. Since then, NCSs have gained attention from researchers [2]. Due to limited network bandwidths, external interference, and other factors, NCSs usually have uncertain and non-ideal network conditions, such as signal transmission distortion, node communication failure, and data transmission interruption, resulting in network delay, data packet loss, data packet disorder, and so on. These factors may lead to a decline in the performance of NCSs, decreased control quality, and even system instability. Stability is the foundation for the proper functioning of a control system, so research on the stability of NCSs is particularly important. Considering that network delay and packet loss are the main factors affecting the stability of the control system, the research at this stage usually focuses on these two aspects. Moreover, these phenomena are usually random, which can be described by Markov chains.

Markov jump systems (MJSs) serve as stochastic systems with multiple modes, and can describe the transition law for system jumps between different modes using a set of stochastic Markov processes [3–7]. At present, most studies [8–13] set the transition probability (TP) matrix as fully known, but in practice, the TP is not fully known, or may not be constant. Thus, the conclusions of the above research may not be applicable. To overcome this difficulty, the TP matrix of the Markov process can be described by a convex polyhedron, which can more accurately represent the uncertain characteristics of the TP of the actual system. The final designed controller can better meet the performance...
requirements in various random packet loss cases. Hence, research on Markov packet loss based on convex polyhedra holds a certain level of significance.

In addition, dealing with network congestion is another important research direction of NCSs. Because the channel capacity of NCSs is limited, there is always a problem with bandwidth constraints in the process of information transmission. In order to solve this problem, quantization technology emerged. Overall, quantization technology can solve the problem of limited network bandwidth constraints by reducing the amount of information in the communication channel, thereby alleviating network congestion. At present, the method for the support region determination of the quasi-logarithmic quantizer designed for the Laplacian source and an arbitrary variance is proposed in [14]. The encoding scheme proposed in [15] demonstrates the implementation of a simple sub-band encoding and quantization technique in audio signal coding. Moreover, quantization technology has been widely applied in the field of NCSs and has achieved results [16–23]. In fact, as early as the 1950s, Kalman first addressed the problem of quantization feedback control of sampled-data systems and identified the possibility of chaos occurring in closed-loop systems [24]. It is worth noting that introducing quantization into NCSs not only addresses the issue of limited network bandwidth but also introduces certain quantization errors, which will destroy the reliability of the system to a certain extent [25]. Therefore, research on reducing quantization errors is becoming more extensive. In reference [26], the random switching signal of the quantized output feedback controller was designed based on the continuous packet loss times; the researchers also studied the issue of the quantized dynamic output feedback (DOF) control for NCSs with random packet loss. Reference [27] introduced a nonlinear quantizer, established an MJS model describing packet loss, and studied the stability of a typical distributed closed-loop control system connected to the network. Reference [28] used a logarithmic quantizer to quantify the measured output and studied the non-fragile control problem for networked Lipschitz nonlinear systems. In reference [29], the researchers investigated the issue of quantization control in systems with a dynamic quantizer and Markov packet loss, where the dynamic quantizer was composed of a dynamic scaling and a static quantizer. Okano introduced a nonuniform quantizer to minimize the impact of uncertainty on state estimation and reduce the required data rate. Based on this, the stabilization of uncertain systems with limited data rates and damaged communication channels was studied [30].

As there are relatively few papers simultaneously studying packet dropouts in sensor-to-controller (S/C) and controller-to-actuator (C/A) channels, we are interested in dual-channel packet dropouts. Due to limited network bandwidths, a logarithmic quantizer was adopted to quantify the measured output with packet dropouts. Enlightened by the research in [31,32], the Markovian process is used to represent a specific type of delay to describe the packet dropouts. Furthermore, it is assumed that the TP exists in a convex polyhedron, so that the designed DOF controller can apply to multiple TP matrices. Then, when constructing the matrix inequality, the parameters of the convex polyhedron need to be treated. By combining the properties that these parameters accumulate into one, an equivalent matrix inequality is obtained. The parameters of the DOF controller can be solved by the linear matrix inequality (LMI) method to ensure that the system is stochastically stable (SS) and satisfies the specified $H_\infty$ performance. Ultimately, an actual instance is given to verify the effectiveness of the proposed approach. The major contributions of this article are as follows:

1. In this article, an attempt to describe the packet-dropout model with a Markov process of the convex polyhedron type is firstly proposed, so that more general and practical conclusions are obtained.

2. Although the case involving simultaneous packet dropouts in two channels has been studied [9,32,33], the mutual influence of dual-channel packet dropouts has not been considered. Therefore, this article addresses this issue, providing wider applicability.
Notation: \( R^n \) represents the \( n \)-dimensional Euclidean space. The matrix inequality \( \Xi < 0 \) denotes that matrix \( \Xi \) is a negative definite matrix. Symbol \( \ast \) represents the corresponding symmetric term in the matrix. \( E\{x\} \) is the expectation of \( x \).

2. Preliminaries

2.1. System Description

We consider a class of discrete-time systems presented in the following form [31]:

\[
\begin{align*}
    x_{k+1} &= Ax_k + Bu_k + D_1w_k \\
    y_k &= Cx_k + D_2w_k \\
    z_k &= Gx_k + G_1u_k + D_3w_k
\end{align*}
\]  

(1)

where \( x_k \in R^n \) is the state vector, \( u_k \in R^nu \) is the control input, \( w_k \in R^nw \) is the disturbance vector, \( y_k \in R^ny \) is the measured output, and \( z_k \in R^nz \) is the output to be controlled.

Remark 1. We treat the packet dropout as a special case of delay. The number of successive packet dropouts is bounded and the bound is known. We assume \( r_k \) as the number of packet losses on the C/A channel and set the upper bound as \( b \). Then we consider \( s_k \) as the number of packet losses on the S/C channel and set the upper bound as \( d \).

It can be seen from Figure 1 that both C/A and S/C channels have packet dropouts. \( \{r_k\} \) and \( \{s_k\} \) represent the numbers of consecutive packet dropouts in both C/A and S/C channels at time \( k \), respectively. Furthermore, the sequences \( \{r_k\} \) and \( \{s_k\} \) obey two independent discrete-time homogeneous Markov chains, taking values in the following finite state space:

\[
\phi_1 = \{0, \ldots, b\}, \quad \phi_2 = \{0, \ldots, d\}
\]

To simplify the expression, we denote \( r_k \) as \( i \) and set \( s_k \) as \( m \). Then we can establish the relationships \( \bar{y}_k = y_{k-m}, u_k = \bar{u}_{k-i} \).

Figure 1. The framework of NCSs.

The following formulas define the transition probabilities from the number of packet losses \( i \) to the number of packet losses \( j \) on the C/A channel side and the number of packet losses \( m \) to the number of packet losses \( n \) on the S/C channel side:

\[
\begin{align*}
    \pi_{ij} &= Pr\{u_{k+1} = \bar{u}_{k+1-i} | u_k = \bar{u}_{k-i}\} \\
    \lambda_{mn} &= Pr\{y_{k+1} = y_{k+1-n} | y_k = y_{k-m}\}
\end{align*}
\]
Moreover, the system with polytopic uncertainties in the TP matrices $\Pi = [\pi_{ij}]$ and $\Lambda = [\lambda_{mn}]$ is considered. $\Pi \in \Phi$, $\Lambda \in \Omega$. Moreover, $\Phi$, $\Omega$ are the polytopes with $N_1$ and $N_2$ vertices:

$$
\Phi = \{ \Pi | \Pi = \sum_{s=1}^{N_1} \theta_s \Pi_s; \sum_{s=1}^{N_1} \theta_s = 1, \theta_s \geq 0 \}
$$

$$
\Omega = \{ \Lambda | \Lambda = \sum_{t=1}^{N_2} \sigma_t \Lambda_t; \sum_{t=1}^{N_2} \sigma_t = 1, \sigma_t \geq 0 \}
$$

where $\Pi_s = [\pi_{ij}^s]$ and $\Lambda_t = [\lambda_{mn}^t]$ are the given vertices of the polyhedron.

**Remark 2.** The vertices of polytopes have the following special forms:

$$
\Pi_s = \begin{bmatrix}
\pi_{00}^s & \pi_{01}^s & 0 & \cdots & 0 \\
\pi_{10}^s & \pi_{11}^s & \pi_{12}^s & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\pi_{00}^s & \pi_{01}^s & \pi_{02}^s & \cdots & \pi_{0s}^s \\
\pi_{s0}^s & \pi_{p1}^s & \pi_{p2}^s & \cdots & \pi_{ps}^s \\
\end{bmatrix}
$$

$$
\Lambda_t = \begin{bmatrix}
\lambda_{00}^t & \lambda_{01}^t & 0 & \cdots & 0 \\
\lambda_{10}^t & \lambda_{11}^t & \lambda_{12}^t & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda_{00}^t & \lambda_{01}^t & \lambda_{02}^t & \cdots & \lambda_{0s}^t \\
\lambda_{s0}^t & \lambda_{s1}^t & \lambda_{s2}^t & \cdots & \lambda_{sd}^t \\
\end{bmatrix}
$$

Some elements in the TP matrices are fixed to 0. Taking $\pi_{02}^{s_{02}}$ as an example, $\pi_{02}^{s_{02}} = \Pr\{u_{k+1} = \bar{u}_{k-1} | u_k = \bar{u}_k\}$ it means that the control input at the $k+1$ moment is $\bar{u}_{k-1}$ and the control input at the $k$ moment is $\bar{u}_k$. Obviously, it is impossible for the data at moment $k+1$ to be earlier than the data at the $k$ moment. Moreover, $\pi_{02}^{s_{02}}$ represents the element at position $(1,3)$ of the $s$-th vertex matrix corresponding to this case; thus, $\pi_{02}^{s_{02}} = 0$.

### 2.2. Quantization

In this paper, a logarithmic quantizer is used to quantify the measured output, and its quantization set is defined as follows:

$$
\Omega = \{ \omega_p^h : \omega_p^h = \rho_p \omega_p^0, h = \pm 1, \pm 2, \ldots \} \cup \{ \omega_p^0 \} \cup \{ 0 \}
$$

where $0 < \rho_p < 1$ is the quantization density and $\omega_p^0 > 0$. Thus, a quantizer with the following form is given:

$$
q(g_{pk}) = \begin{cases}
\omega_p^h, & \text{if } \frac{1}{1+\delta_p} \omega_p^h \leq g_{pk} \leq \frac{1}{1-\delta_p} \omega_p^h \\
0, & \text{if } \bar{g}_{pk} = 0 \\
-q(-g_{pk}), & \text{if } g_{pk} < 0
\end{cases}
$$

where $q(g_{pk})$ is the quantized output of $g_{pk}$ and $\delta_p = \frac{1-\rho_p}{1+\rho_p}$, $p \in \{1, 2, \ldots, n_y\}$, in which $\delta_p$ represents the sector bound.

By the sector-bounded method in [9], we have: $|q(g_{pk}) - \bar{g}_{pk}| \leq \delta_p \bar{g}_k$. Then we have:

$$
q(g_{k}) = (I + \Delta_k)g_{k}, \text{ where } \Delta_k \text{ is the quantization error, } |\Delta_k| \leq \delta, \delta = \text{diag}\{\delta_1, \delta_2, \ldots, \delta_p\}
$$
and $\Delta_k = \text{diag}\{\Delta_{k1}, \Delta_{k2}, \ldots, \Delta_{kp}\}$. It is obvious that $\Delta_k$ can be split into $I \cdot \frac{\Delta_k}{2} \cdot \delta$. Finally, we can obtain the result that $\Delta_k = HF_k \delta k$, where $H = I, E = \delta, F_k = \frac{\Delta_k}{2}$, and $F_k^T F_k \leq I$.

**Remark 3.** The working principle of the quantizer involves dividing the state space, and each divided region corresponds to a constant. The larger the quantization density, the smaller the quantization error, which can achieve higher control accuracy. The smaller the quantization density, the smaller the required channel capacity; however, at this point, the quantization error becomes larger. Therefore, it is necessary to select an appropriate quantization density to weigh the control effect and channel communication pressure. Thus, the processing of the quantization error and the quantization density selection are the main difficulties. Moreover, different from the literature [14, 15, 34], this article applies a logarithmic quantizer to the design of the DOF controller for NCSs with dual-channel data packet loss and special discrete-time delay, effectively solving the problem of limited network bandwidth constraints in NCSs.

2.3. Control Strategy and Closed-Loop System

Inspired by reference [32] and considering the quantization problem, the DOF controller with the following form was designed:

$$
\begin{align*}
\dot{x}_{k+1} &= A_m x_k + B_m q(y_k) \\
\dot{y}_k &= C_m x_k 
\end{align*}
$$

(2)

where $x_k \in \mathbb{R}^{n_x}$ is the state of the controller, $y_k \in \mathbb{R}^{n_y}$ is the measurement output after the data packet loss, $q(y_k)$ is the quantized output of $y_k$, and $u_k \in \mathbb{R}^{n_u}$ is the output of the controller.

Then, by defining $\bar{x}_k = [x_k^T \ldots x_{k-d}^T \bar{x}_k^T \ldots \bar{x}_{k-b}^T]^T$ and $\bar{w}_k = [w_k^T \ldots w_{k-d}^T]^T$, we can obtain the following closed-loop system:

$$
\begin{align*}
\dot{\bar{x}}_{k+1} &= \bar{A}_m \bar{x}_k + \bar{B}_m \bar{w}_k \\
\bar{z}_k &= \bar{C}_m \bar{x}_k + \bar{D} \bar{w}_k
\end{align*}
$$

(3)

where

$$
\begin{align*}
\bar{A}_m &= \begin{bmatrix} \bar{A}_{m1} & \bar{A}_{m2} \\ \bar{A}_{m3} & \bar{A}_{m4} \end{bmatrix}, \\
\bar{A}_{m1} &= \begin{bmatrix} A & 0_{1 \times (d-1)} \\ I_d & 0_{d \times 1} \end{bmatrix}, \\
\bar{A}_{m2} &= \mathcal{R}_i \otimes (BC_o), \\
\bar{A}_{m3} &= \Xi_m \otimes [B_o (I + \Delta_k) C], \\
\bar{A}_{m4} &= \begin{bmatrix} A_o & 0_{1 \times (d-1)} \\ I_{b} & 0_{b \times 1} \end{bmatrix}, \\
\bar{B}_m &= \begin{bmatrix} \bar{B}_{m1} \\ \bar{B}_{m2} \end{bmatrix}, \\
\bar{B}_{m1} &= \begin{bmatrix} D_1 & 0_{1 \times d} \\ 0_{d \times 1} & 0_{d \times d} \end{bmatrix}, \\
\bar{B}_{m2} &= \begin{bmatrix} D_3 & 0_{1 \times d} \end{bmatrix} \\
\bar{C}_k &= \begin{bmatrix} \bar{C}_1 & \bar{C}_2 \end{bmatrix}, \\
\bar{C}_1 &= \begin{bmatrix} G & 0_{d \times 1} \end{bmatrix}, \\
\bar{C}_2 &= \mathcal{R}_i \otimes (C_1 C_o), \\
\bar{D} &= \begin{bmatrix} D_3 & 0_{1 \times d} \end{bmatrix} \\
\Xi_m &= \begin{bmatrix} \delta(m, 0) I & \delta(m, 1) I & \ldots & \delta(m, d) I \\ 0_{b \times 1} & 0_{b \times 1} & \ldots & 0_{b \times 1} \end{bmatrix}
\end{align*}
$$

(4)

Moreover, $\delta(a, b)$ is the Kronecker delta function and is given as follows:

$$
\delta(a, b) = \begin{cases} 0, & a \neq b \\ 1, & a = b \end{cases}
$$
2.4. Definitions and Lemma

**Definition 1** ([35]). The system (3) is said to be SS when $\bar{w}_k = 0$ in regard to any initial state, if the following inequality is established:

$$E \left\{ \sum_{k=0}^{\infty} \bar{x}_k^T \bar{x}_k | \bar{x}_0, r_0, s_0 \right\} < \infty \quad (5)$$

**Definition 2** ([36]). Under the zero initial state and nonzero $\bar{w}_k \in l_2[0, \infty]$, the closed-loop system (3) is said to be SS for given a scalar $\gamma > 0$ if the following inequalities are established:

$$E \left\{ \sum_{k=0}^{\infty} z_k^T z_k \right\} < \gamma^2 \sum_{k=0}^{\infty} \bar{w}_k^T \bar{w}_k \quad (6)$$

**Lemma 1** ([37]). For real matrices $H$, $F$, $E$, and $F^T F \leq I$, the matrix inequality $Y + HFE + E^T F^T H^T < 0$ holds if there exists a scalar $\varepsilon > 0$ such that the following matrix inequality holds:

$$Y + \varepsilon E^T E + \varepsilon^{-1} HH^T < 0$$

The main purpose of this article is to design a DOF controller to make the closed-loop system SS and have a given disturbance attenuation level.

3. Main Results

In this part, the sufficient conditions for stochastic stability and $H_\infty$ performance are established, and the system (3) with the uncertain TP matrix is taken into consideration.

**Theorem 1.** For the given scalar $\gamma > 0$ and considering the system (3) with an uncertain TP matrix, the system (3) is SS with an $H_\infty$ performance index $\gamma$ if there exists a positive definite matrix $P_{imst} \in \mathbb{R}^{(b+d+2)ns \times (b+d+2)ns}$, such that the following matrix inequality holds for any $i \in \phi_1$, $m \in \phi_2$, $s = 1, \ldots, N_1$ and $t = 1, \ldots, N_2$.

$$
\begin{bmatrix}
\bar{P}_{im} & * & * & * \\
0 & -\gamma^2 I & * & * \\
\bar{A}_{im} & \bar{B}_{im} & -\bar{P}_{im}^{-1} & * \\
\bar{C}_i & D & 0 & -I \\
\end{bmatrix}
< 0 \quad (7)
$$

where

$$
\bar{P}_{im} = \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \theta_s \sigma_i P_{imst}, \quad \bar{P}_{im} = \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \sum_{j=0}^{b} \sum_{n=0}^{d} \theta_s \sigma_i P_{imst}^{\pi_{ij}^s} A_{imst}^T P_{jnst}
$$

**Proof of Theorem 1.** A Lyapunov candidate function is constructed as follows:

$$V(\bar{x}_k, r_k, s_k | r_k = i, s_k = m) = \bar{x}_k^T \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \theta_s \sigma_i P_{imst} \bar{x}_k \quad (8)$$
Then we have:

$$
\Delta V(s_k, r_k, s_k) = E \{ V(s_{k+1}, r_{k+1}, s_{k+1}) | i, m \} - V(s_k, i, m)
$$

$$
= \sum_{n \in \Phi_2} \lambda^T_{mn} E \{ V(s_{k+1}, r_{k+1}, n) | i, m \} - V(s_k, i, m)
$$

$$
= \sum_{n \in \Phi_2} \lambda^T_{mn} \left[ \sum_{J \in \Phi_1} \sum_{J \in \Phi_1} \pi_{ij}^T V(s_{k+1}, j, n) \right] - V(s_k, i, m)
$$

$$
= \sum_{n \in \Phi_2} \lambda^T_{mn} \left[ \sum_{J \in \Phi_1} \sum_{J \in \Phi_1} \pi_{ij}^T \sum_{i=1}^{N_i} \sum_{j=1}^{N_j} \theta_{ki} \sum_{l=1}^{N_l} \psi_{l}^T P_{im} s_{k+1} - V(s_k, i, m) \right]
$$

$$
= x_k^T \left( \bar{P}_{im} \bar{A}_{im} \right) x_k - x_k^T \bar{P}_{im} x_k
$$

$$
= x_k^T \left[ \bar{A}_{im}^T \bar{P}_{im} \bar{A}_{im} - \bar{P}_{im} \right] x_k
$$

When $\bar{w}_k = 0$, the following result can be obtained:

$$
\Delta V(s_k, r_k, s_k) = x_k^T \bar{P}_{im} \bar{A}_{im} x_k - x_k^T \bar{P}_{im} x_k
$$

$$
= x_k^T \left( \bar{A}_{im}^T \bar{P}_{im} \bar{A}_{im} - \bar{P}_{im} \right) x_k
$$

Let $\Theta = \bar{A}_{im}^T \bar{P}_{im} \bar{A}_{im} - \bar{P}_{im}$. In light of the Schur complement [38], (7) indicates the fact that $\Theta < 0$. Thus, we can obtain

$$
\Delta V(s_k, r_k, s_k) \leq -\kappa \theta_k^T \theta_k \leq -\kappa_m \theta_k^T \theta_k
$$

where $\kappa = \min \{ \lambda_{min}(-\Theta) \}$, $\kappa_m = \min \{ \lambda_{min}(-\Theta) \}$ is the minimal eigenvalue of $-\Theta$. As a consequence, the following conclusion holds for any $T \geq 1$.

$$
E \left\{ \sum_{k=0}^{T} \Delta V(s_k, r_k, s_k) \right\} = E \{ V(\bar{x}_{T+1}, r_{T+1}, s_{T+1}) \} - V(s_0, r_0, s_0) \leq -\kappa_m E \left\{ \sum_{k=0}^{T} ||x_k||^2 \right\}
$$

Finally, we can obtain the following:

$$
\lim_{T \to \infty} E \left\{ \sum_{k=0}^{T} ||x_k||^2 \right\} \leq V(s_0, r_0, s_0) / \kappa_m - E \{ V(\bar{x}_{T+1}, r_{T+1}, s_{T+1}) \} / \kappa_m
$$

$$
\leq V(s_0, r_0, s_0) / \kappa_m < \infty
$$

On the basis of Definition 1, the closed-loop system (3) is SS with $\overline{w}_k = 0$.

Under the situation of the zero initial condition and $\overline{w}_k \neq 0$, we introduce an $H_\infty$ index as follows:

$$
J(T) = E \left\{ \sum_{k=0}^{T} \left[ \gamma^2 \bar{w}_k^T \bar{w}_k \right] \right\}
$$

$$
\leq E \left\{ \sum_{k=0}^{T} \left[ \gamma^2 \bar{w}_k^T \bar{w}_k + \Delta V(s_k, r_k, s_k) \right] \right\}
$$

$$
= E \left\{ \sum_{k=0}^{T} \eta_k^T \eta_k \right\}
$$
where
\[
\eta_k = \begin{bmatrix} \xi_k^T & \bar{w}_k^T \end{bmatrix}^T, \quad Y_{1p} = \begin{bmatrix} Y_{11} & \ast \\ Y_{21} & Y_{22} \end{bmatrix}
\]
\[
Y_{11} = -\bar{p}_{im} + \bar{A}_{im} \bar{p}_{im} \bar{A}_{im} + \bar{C}_i^T \bar{C}_i
\]
\[
Y_{21} = \bar{B}_m \bar{p}_{im} \bar{A}_{im} + \bar{D}^T \bar{C}_i
\]
\[
Y_{22} = \bar{B}_m \bar{p}_{im} \bar{B}_m + \bar{D}^T \bar{D} - \gamma^2 I
\]

In light of the Schur complement [38], it can be easy to see that \( Y < 0 \) based on inequality (7); thus, \( J(T) < 0 \). When \( T \to \infty \), it can be seen from Definition 2 that the system (3) is SS with the \( H_\infty \) performance index \( \gamma \). The proof is finished. \( \square \)

**Theorem 2.** For a given scalar \( \gamma > 0 \), and considering the system (3) with the uncertain TP matrix, the system (3) is SS with an \( H_\infty \) performance index \( \gamma \) if there exists a positive definite matrix \( P_{im} \in R^{(b+d+2)n_x \times (b+d+2)n_x} \), such that the following matrix inequality holds for any \( i \in \Phi_1, m \in \Phi_2, s = 1, \ldots, N_1 \) and \( t = 1, \ldots, N_2 \).

\[
\begin{bmatrix}
-\bar{p}_{im} & \ast & \ast & \ast & \ast \\
0 & -\gamma^2 I & \ast & \ast & \ast \\
\bar{A}_{im} & \bar{B}_m & -\bar{p}_{im}^{-1} & \ast & \ast \\
\bar{C}_i & \bar{D} & 0 & -I & \ast \\
0 & 0 & \bar{C} & 0 & -\varepsilon I & \ast \\
0 & 0 & \bar{D} & 0 & 0 & -\varepsilon I
\end{bmatrix} < 0
\] (9)

where
\[
\bar{p}_{im} = \bar{p}_{im} - \Lambda, \quad \Lambda = \begin{bmatrix} \varepsilon \delta^2 I_{d+1} & 0_{(d+1) \times (b+1)} \\ 0_{(b+1) \times (d+1)} & 0_{(b+1) \times (b+1)} \end{bmatrix}
\]
\[
\gamma^2 = \gamma^2 - \varepsilon \delta^2 I, \quad \bar{C} = I^T \otimes \Xi_m \otimes (C^T B_v^T)
\]
\[
\bar{D} = I^T \otimes \Xi_m \otimes (D_v^T B_v^T), \quad I = \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix}, \quad I = \begin{bmatrix} 0 \\ I \end{bmatrix}
\]

**Proof of Theorem 2.** Inequality (7) can be disassembled into the following form:

\[
\begin{bmatrix}
-\bar{p}_{im} & \ast & \ast & \ast \\
0 & -\gamma^2 I & \ast & \ast \\
\bar{A}_{im} & \bar{B}_m & -\bar{p}_{im}^{-1} & \ast \\
\bar{C}_i & \bar{D} & 0 & -I
\end{bmatrix} + \begin{bmatrix}
0 & \ast & \ast & \ast \\
0 & 0 & \ast & \ast \\
\bar{C} & 0 & \bar{D}_2 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} < 0
\] (10)

where
\[
\bar{A}_{im} = \begin{bmatrix} \bar{A}_{im1} & \bar{A}_{im2} \\ \bar{A}_{im3} & \bar{A}_{im4} \end{bmatrix}, \quad \bar{A}_{im3} = \Xi \otimes (B_0 C)
\]
\[
\bar{B}_m = \begin{bmatrix} \bar{B}_m1 \\ \bar{B}_m2 \end{bmatrix}, \quad \bar{B}_{m2} = \Xi \otimes (B_0 D_2)
\]
\[
\bar{C} = \Xi_m \otimes (B_v F_v \delta C), \quad \bar{D}_2 = \Xi_m \otimes (B_v F_v \delta D_2)
\]
Since $F_k\delta = \Delta_k$ is a diagonal matrix, combined with the Kronecker product property, the following equation holds:

$$
\begin{bmatrix}
0 & 0 \\
\hat{C} & 0 \\
\end{bmatrix} = \begin{bmatrix}
\Xi_m \otimes (B_o F_k \delta C) & 0 \\
0 & 0 \\
\end{bmatrix} = \begin{bmatrix}
[\Xi_m \otimes (B_o C)] \cdot F_k \delta & 0 \\
\delta I_{d+1} & 0 \\
\end{bmatrix}
$$

Therefore, inequality (10) is equivalent to:

$$
\begin{bmatrix}
-P_{im} & * & * & * \\
0 & -\gamma^2 I & * & * \\
A_{im} & B_m & -\hat{p}_{im}^{-1} & * \\
C_i & D & 0 & -I \\
\end{bmatrix} + \hat{H}F_k \hat{E} + \hat{E}^T F_k^T \hat{H}^T < 0
$$

where

$$
\hat{H} = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
[\Xi \otimes (B_o C)] & 0 \\
0 & 0 \\
[\Xi \otimes (B_o D_2)] & 0 \\
0 & 0 \\
\delta I_{d+1} & 0 \\
\delta I_{d+1} & 0 \\
\end{bmatrix}
$$

$$
\hat{E} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

According to Lemma 1, the following inequality can prove that (11) holds:

$$
\begin{bmatrix}
-P_{im} & * & * & * \\
0 & -\gamma^2 I & * & * \\
A_{im} & B_m & -\hat{p}_{im}^{-1} & * \\
C_i & D & 0 & -I \\
\end{bmatrix} + \varepsilon \hat{E}^T \hat{E} + \varepsilon^{-1} \hat{H} \hat{H}^T < 0
$$

Moreover, the above formula is equivalent to:

$$
\begin{bmatrix}
-P_{im} + \Lambda & * & * & * \\
0 & -\gamma^2 I + \varepsilon \hat{p}_{im}^{-1} & * & * \\
A_{im} & B_m & -\hat{p}_{im}^{-1} & * \\
C_i & D & 0 & -I \\
\end{bmatrix} - \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \bar{C}^T & \bar{D}^T \\
0 & 0 & \bar{C} & \bar{D} \\
\end{bmatrix} \begin{bmatrix}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
\end{bmatrix}^{-1} \begin{bmatrix}
0 & 0 & \bar{C} & 0 \\
0 & 0 & \bar{D} & 0 \\
\end{bmatrix} < 0
$$

Based on the Schur complement, the above inequality can certificate that inequality (9) holds. The proof is completed. □

**Remark 4.** When the networks are shared by both C/A and S/C channels, there may be interactions between packet losses in the two channels, which can lead to coupling effects, making the controller design more challenging. Taking the situation of $b \geq d$ as an example, we provide the following
method to overcome this difficulty. When \( b < d \), the result and the process of proof are similar to the situation where \( b \geq d \).

**Theorem 3.** Consider the situation where there exists a mutual effect between the transmissions from the C/A and S/C channels, and we have \( b \geq d \). For the given scalar \( \gamma > 0 \), the system (3) is SS with an \( H_\infty \) performance index \( \gamma \) if there exists a positive definite matrix \( Q_{\text{inst}} \in R^{(b+d)(b+d)} \), invertible diagonal matrix \( U \in R^{n_s \times n_s} \), invertible matrix \( S \in R^{n_s \times n_s} \), and matrices of proper dimensions \( J \in R^{\infty \times n_s} \), \( L \in R^{n_s \times n_s} \), \( M \in R^{n_s \times n_s} \), such that the following matrix inequality holds for any \( i \in \phi_1, m \in \phi_2, s = 1, \ldots, N_1 \) and \( t = 1, \ldots, N_2 \):

\[
\begin{bmatrix}
-\tilde{Q}_{\text{im}} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\tilde{A}_{\text{im}} & \tilde{B}_{\text{im}} & \tilde{Q}_{\text{im}} & * & * \\
\tilde{C}_i & \tilde{D} & 0 & -I & * \\
0 & 0 & \tilde{C} & 0 & -\epsilon I & * \\
0 & 0 & \tilde{D} & 0 & 0 & -\epsilon I
\end{bmatrix} < 0
\] (12)

where

\[
\tilde{Q}_{\text{im}} = Q_{\text{im}} - \Lambda, \quad Q_{\text{im}} = \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \theta_s \gamma t Q_{\text{inst}}, \quad \tilde{Q}_{\text{im}} = \tilde{Q}_{\text{im}} - \xi - \xi^T
\]

\[
\tilde{Q}_{\text{im}} = \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \sum_{d=0}^{b} \theta_s \gamma t \mathbf{\pi}_{ij}^T A_{\text{imn}} Q_{\text{inst}}
\]

\[
\xi = \begin{bmatrix}
I_{d+1} \odot (SU + I) \\
I_{d+1} \odot (SU) \\
0_{(b-d) \times (d+1)}
\end{bmatrix} [I_{d+1} \odot (SU) \ 0_{(d+1) \times (b-d)}] \\
I_{b+1} \odot (SU)
\]

\[
\tilde{A}_{\text{im}} = \begin{bmatrix}
\tilde{A}_{\text{im1}} \\
\tilde{A}_{\text{im2}} \\
\tilde{A}_{\text{im3}} \\
\tilde{A}_{\text{im4}}
\end{bmatrix}, \quad \tilde{A}_{\text{im4}} = \begin{bmatrix}
[I \ 0_{1\times(b-1)}] \ 0_{1\times1} \\
I_d \odot (SU) \ 0_{0\times1}
\end{bmatrix}
\]

\[
\tilde{A}_{\text{im1}} = \tilde{R}_i \odot (BM) + \tilde{Z}_m \odot (LC) + \tilde{A}_{\text{im1}} + \tilde{A}_{\text{im2}}
\]

\[
\tilde{A}_{\text{im2}} = \begin{bmatrix}
[I \ 0_{1\times(b-1)}] \\
I_d \odot (SU) \\
0_{0\times1}
\end{bmatrix} \delta(i,0) I \ldots \delta(i,d) I
\]

\[
\tilde{A}_{\text{im3}} = \begin{bmatrix}
[I \ 0_{1\times(d-1)}] \\
I_{d+1} \odot (SU) \\
0_{(b-d-1) \times (d+1)}
\end{bmatrix} + \tilde{Z}_m \odot (LC), \quad \tilde{R}_i = \begin{bmatrix}
\delta(i,0) I \ldots \delta(i,d) I \\
0_{0\times1} \ldots 0_{0\times1}
\end{bmatrix}
\]

\[
\tilde{B}_m = \begin{bmatrix}
\tilde{B}_{m1} \\
\tilde{Z}_m \odot (LD_2)
\end{bmatrix} + \begin{bmatrix}
\tilde{Z}_m \odot (LD_2) \\
0_{(b+1) \times (d+1)}
\end{bmatrix}, \quad \tilde{Z}_m = \begin{bmatrix}
\delta(m,0) I \ldots \delta(m,d) I \\
0_{0\times1} \ldots 0_{0\times1}
\end{bmatrix}
\]

\[
\tilde{C}_i = [\tilde{R}_i \odot (G_1 M) \ 0_{1\times(b+1)}] \tilde{C}_i, \quad \tilde{C}_i = [\tilde{R}_i \odot (G_1 M), \ D = D
\]

\[
\tilde{C} = \begin{bmatrix}
\tilde{Z}_m \odot (C^T LT) \\
0_{(b+1) \times (d+1)}
\end{bmatrix} + \begin{bmatrix}
\tilde{Z}_m \odot (C^T LT) \\
0_{(b+1) \times (d+1)}
\end{bmatrix}, \quad \tilde{D} = \begin{bmatrix}
\tilde{Z}_m \odot (D_2^T LT) \\
\tilde{Z}_m \odot (D_2^T LT)
\end{bmatrix}
\] (13)

Furthermore, if the above matrix inequality is feasible, the parameters of the DOF controller are able to be determined as follows:

\[
\begin{cases}
A_o = S^{-1} I U^{-1} \\
B_o = S^{-1} L, \quad C_o = M U^{-1}
\end{cases}
\] (14)

**Proof of Theorem 3.** The process of the proof involves showing the equivalence between (7) and (17). We just need to prove that the first items of (7) and (17) are equivalent,
because the other items can be represented by the linear combination. We define the following matrices:

\[
W = \begin{bmatrix}
I_{d+1} & [I_{d+1} \otimes U^T, 0_{(d+1) \times (b-d)}] \\
0_{(b+1) \times (d+1)} & I_{b+1} \otimes U^T
\end{bmatrix}
\]

\[
\phi = \begin{bmatrix}
I_{d+1} & 0_{(d+1) \times (b+1)} \\
0_{(b+1) \times (d+1)} & I_{b+1} \otimes (U^T S)
\end{bmatrix}
\]

After performing a congruence transformation to (12) by \(\phi\), we can obtain the following inequality:

\[
\begin{bmatrix}
\Gamma_{11} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33} & * & * \\
\Gamma_{41} & D & 0 & -I & * \\
0 & 0 & \Gamma_{53} & 0 & -\epsilon I & * \\
0 & 0 & \Gamma_{63} & 0 & 0 & -\epsilon I
\end{bmatrix} < 0 \tag{15}
\]

where

\[
\Gamma_{11} = -W^{-1} \hat{Q}_{im} W^{-T} + W^{-1} \Lambda W^{-T}, \quad \Gamma_{31} = -W^{-1} \hat{A}_{im} W^{-T}, \quad \Gamma_{32} = W^{-1} \hat{B}_m,
\]

\[
\Gamma_{33} = W^{-1} \hat{Q}_{im} W^{-T}, \quad \Gamma_{41} = \hat{C}_i W^{-T}, \quad \Gamma_{53} = \hat{C} W^{-T}, \quad \Gamma_{63} = D W^{-T}
\]

Let

\[
J = SA_\theta U, \quad L = SB_\theta, \quad M = C_\theta U, \quad \hat{P}_{im} = W^{-1} \hat{Q}_{im} W^{-T}, \quad \hat{P}_{im} = W^{-1} \hat{Q}_{im} W^{-T}
\]

Moreover, the calculation shows that the following equations hold:

\[
\Lambda = W^{-1} \Lambda W^{-T}, \quad \xi = W^{-1} \xi W^{-T}, \quad \xi \hat{A}_{im} = W^{-1} \hat{A}_{im} W^{-T}
\]

\[
\xi \hat{B}_m = W^{-1} \hat{B}_m, \quad \hat{C}_i = C_i W^{-T}, \quad \hat{C} \xi = \hat{C} W^{-T}, \quad D \xi = D W^{-T}
\]

Then we can obtain the following inequality:

\[
\begin{bmatrix}
-\hat{P}_{im} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\xi \hat{A}_{im} & \xi \hat{B}_m & \hat{P}_{im} - \xi \hat{B}_m \xi^T & * & * \\
\hat{C}_i & D & 0 & -I & * \\
0 & 0 & \hat{C} \xi & 0 & -\epsilon I & * \\
0 & 0 & \hat{D} \xi & 0 & 0 & -\epsilon I
\end{bmatrix} < 0 \tag{16}
\]

Due to \(\hat{P}_{im} > 0\), it can be obviously seen that \((\hat{P}_{im} - \xi) \hat{P}_{im}^{-1} (\hat{P}_{im} - \xi)^T \geq 0\). Then \(-\xi \hat{P}_{im}^{-1} \xi^T \leq \hat{P}_{im} - \xi - \xi^T\). Thus, when inequality (16) holds, the following inequality also holds.

\[
\begin{bmatrix}
-\hat{P}_{im} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\xi \hat{A}_{im} & \xi \hat{B}_m & -\xi \hat{P}_{im} \xi^T & * & * \\
\hat{C}_i & D & 0 & -I & * \\
0 & 0 & \hat{C} \xi & 0 & -\epsilon I & * \\
0 & 0 & \hat{D} \xi & 0 & 0 & -\epsilon I
\end{bmatrix} < 0 \tag{17}
\]
After performing a congruence transformation to (17) by \( \text{diag}\{I, I, \bar{\zeta}^{-1}, I, I\} \), inequality (9) can be obtained. The proof is finished.  

**Theorem 4.** Consider the situation that there exists a mutual effect between the transmissions from the C/A and S/C channels, and \( b \geq \varepsilon \). For the given scalar \( \gamma > 0 \), the system (3) is SS with an \( H_\infty \) performance index \( \gamma \) if there exists a positive definite matrix \( \bar{Q}_{\text{inst}} \in \mathbb{R}^{(b+d+2)\times (b+d+2)} \), invertible diagonal matrix \( U \in \mathbb{R}^{n_x \times n_x} \), invertible matrix \( S \in \mathbb{R}^{n_y \times n_y} \), and matrices of proper dimensions \( \bar{Q} \in \mathbb{R}^{n_x \times n_x} \), \( L \in \mathbb{R}^{n_x \times n_y} \), \( M \in \mathbb{R}^{n_y \times n_y} \), such that the following LMI holds for any \( i \in \phi_1, m \in \phi_2, s = 1, \ldots, N_1 \), and \( t = 1, \ldots, N_2 \).

\[
\begin{bmatrix}
-Q_{\text{inst}} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\tilde{A}_{im} & \tilde{B}_m & \tilde{Q}_{\text{inst}} & * & * \\
\bar{C}_i & \bar{D} & 0 & -I & * \\
0 & 0 & \bar{C} & 0 & -\varepsilon I & * \\
0 & 0 & \bar{D} & 0 & 0 & -\varepsilon I
\end{bmatrix} < 0 \tag{18}
\]

where

\[
\bar{Q}_{\text{inst}} = \bar{Q}_{\text{inst}} - \Lambda
\]

\[
\bar{Q}_{\text{inst}} = \sum_{j=0}^{b} \sum_{n=0}^{d} \tilde{\rho}_{ij} \tilde{\rho}_{mn} Q_{\text{inst}} - \bar{\zeta} - \bar{\zeta}^T
\]

Furthermore, if the above LMI is feasible, the parameters of the DOF controller can be obtained from (14).

**Proof of Theorem 4.** The process of the proof shows the equivalence between (12) and (18). Let \( v = \sum_{s=1}^{N_1} \sum_{t=1}^{N_2} \theta_s \sigma_t \). Because \( \theta_s > 0, \sigma_t > 0 \), we can easily have that the following inequality holds if (18) holds.

\[
v \begin{bmatrix}
-Q_{\text{inst}} & * & * & * & * \\
0 & -\gamma^2 I & * & * & * \\
\bar{A}_{im} & \bar{B}_m & \bar{Q}_{\text{inst}} & * & * \\
\bar{C}_i & \bar{D} & 0 & -I & * \\
0 & 0 & \bar{C} & 0 & -\varepsilon I & * \\
0 & 0 & \bar{D} & 0 & 0 & -\varepsilon I
\end{bmatrix} < 0
\]

Consider the characteristics of convex polyhedron coefficients where \( \sum_{s=1}^{N_1} \rho_s = 1 \) and \( \sum_{t=1}^{N_2} \sigma_t = 1 \), we can obtain that \( v = 1 \). Thus, \( v(\chi) = \chi \), where \( \chi \) represents the irrelevant items of \( s \) and \( t \). Combining the fact that \( \bar{Q}_{im} = v(Q_{\text{inst}}) \) and \( \bar{Q}_{im} = v(Q_{\text{inst}}) \), we can finally have

\[
\begin{bmatrix}
\Psi_{11} & * & * & * & * \\
0 & -\nu \gamma^2 I & * & * & * \\
\Psi_{31} & \Psi_{32} & \bar{Q}_{im} & * & * \\
\Psi_{41} & \Psi_{42} & 0 & -\nu I & * \\
0 & 0 & \Psi_{53} & 0 & -\nu \varepsilon I & * \\
0 & 0 & \Psi_{63} & 0 & 0 & -\nu \varepsilon I
\end{bmatrix} < 0 \tag{19}
\]

where

\[
\begin{align*}
\Psi_{11} &= -\bar{Q}_{im} + v\Lambda, & \Psi_{31} &= v\bar{A}_{im}, & \Psi_{32} &= v\tilde{B}_m \\
\Psi_{41} &= v\bar{C}_i, & \Psi_{42} &= v\bar{D}, & \Psi_{53} &= v\bar{C}, & \Psi_{63} &= v\bar{D}
\end{align*}
\]
According to the property that $\nu(\chi) = \chi$, (12) is equivalent to (19). Thus, when (18) holds, (12) also holds, and the system (3) is SS with an $H_\infty$ performance index $\gamma$. As a consequence, the proof is finished.  

4. Examples

4.1. A Practical Example

This section presents an aircraft system model [39] to demonstrate the effectiveness of the designed DOF controller. We consider a longitudinal dynamic model of an aircraft with a speed of Mach 0.3 and a flight altitude of 5000 m above sea level. If the sampling time is set to 0.025 s, the parameters of the discrete system can be expressed as follows:

$$
A = \begin{bmatrix}
0.9862 & 0.0243 & 0 \\
-0.0264 & 0.9894 & 0 \\
-0.0003 & 0.0249 & 1 \\
\end{bmatrix},
B = \begin{bmatrix}
-0.0038 \\
-0.0810 \\
-0.0010 \\
\end{bmatrix},
D_1 = \begin{bmatrix}
0.1 \\
0.1 \\
0.2 \\
\end{bmatrix},
C = \begin{bmatrix}
1 & 0 & 1 \\
\end{bmatrix},
D_2 = -0.35,
D_3 = 0.09.
$$

The initial conditions of the system and DOF controller are selected as $x_0 = \hat{x}_0 = [0 0 0]^T$. Moreover, the initial modes $r_0$ and $s_0$ are assumed to be 0, and $\delta_1$ is set at 0.05. Suppose that the upper limit of the packet loss of the C/A channel is $b = 2$ and that of the S/C channel is $d = 1$. The TP matrices of the Markov process are unknown; however, they reside in the polytopes with the following two vertices:

$$
\Pi_1 = \begin{bmatrix} 0.3 & 0.7 & 0 \\
0.2 & 0.5 & 0.3 \\
0.4 & 0.1 & 0.5 \\
\end{bmatrix},
\Pi_2 = \begin{bmatrix} 0.6 & 0.4 & 0 \\
0.2 & 0.2 & 0.6 \\
0.5 & 0.2 & 0.3 \\
\end{bmatrix},
\Lambda_1 = \begin{bmatrix} 0.4 & 0.6 \\
0.1 & 0.9 \\
\end{bmatrix},
\Lambda_2 = \begin{bmatrix} 0.3 & 0.7 \\
0.9 & 0.1 \\
\end{bmatrix}.
$$

The simulation time is in the range of $k = 0, 1, \ldots, 500$. The disturbance noise $w_k$ is set at $w_k = 0.2e^{-0.1k} \times sin(0.1k)$. Based on the MATLAB LMI toolbox, the minimum disturbance attenuation level can be obtained as $\gamma_{\min} = 0.2001$, and the parameters of the DOF controller can be designed as follows, according to (14). For the ease of implementation, we set $U = 10I$:

$$
A_o = \begin{bmatrix}
-0.0040 & -0.0002 & -0.0006 \\
-0.0011 & -0.0039 & -0.0011 \\
-0.0019 & -0.0008 & -0.0054 \\
\end{bmatrix},
B_o = \begin{bmatrix}
0.0117 \\
0.0117 \\
0.0234 \\
\end{bmatrix},
C_o = \begin{bmatrix}
-0.0730 & -0.0363 & -0.0731 \\
\end{bmatrix}
$$

The actual TP matrices are taken into consideration as follows:

$$
\Lambda = \begin{bmatrix}
0.51 & 0.49 & 0 \\
0.20 & 0.29 & 0.51 \\
0.47 & 0.17 & 0.36 \\
\end{bmatrix},
\Pi = \begin{bmatrix}
0.36 & 0.64 \\
0.42 & 0.58 \\
\end{bmatrix}.
$$

which means that $\vartheta_1 = 0.3$, $\vartheta_2 = 0.7$, $\sigma_1 = 0.6$, $\sigma_2 = 0.4$. Using the resulting DOF controller, we provide the time-domain simulation results.

Figures 2 and 3 display the evolution of modes $r_k$ and $s_k$, respectively, which represent the number of consecutive packet losses in C/A and S/C channels. From Figure 2, it can be seen that $r_k$ has three modes: no packet loss ($r_k = 0$), one packet loss ($r_k = 1$), and two consecutive packet losses ($r_k = 2$). From Figure 3, it can be seen that $s_k$ has two modes: no packet loss ($s_k = 0$) and one packet loss ($s_k = 1$).
Figures 4 and 5 exhibit the trajectories of state $x_k$ and the output to be controlled $z_k$, respectively, which both have a stable tendency with added disturbances. This indicates that the system is SS and has anti-interference abilities. The measured output $y_k$, the measured output with packet loss $\bar{y}_k$, and the quantized measured output with packet
loss $q(y_k)$ are plotted in Figure 6. Due to the long simulation time, the three curves in Figure 6 almost coincide, so a small local time diagram with a time length of 10 is given. The inconsistency between the solid blue line and the dashed black line indicates packet loss. Moreover, it can be further seen from Figure 6 that $q(y_k)$ and $\bar{y}_k$ are close. Hence, the quantization error caused by quantifying $\bar{y}_k$ is relatively small. In general, Figures 4–6 indicate that the designed DOF controller is feasible and effective.

![Figure 4. State trajectories of system $x_k$.](image1)

![Figure 5. The output to be controlled, $z_k$.](image2)
4.2. A Numerical Example and Comparison

Since the quantization control of data loss in dual channels is also considered in reference [26], the method proposed in this paper is compared with the method in reference [26] to demonstrate its superiority. The numerical example in reference [26] is adopted and the other parameters are the same. The system parameters are given as follows:

\[
A = \begin{bmatrix} 0.5 & 0.1 \\ -0.1 & 0.6 \end{bmatrix}, \quad B = \begin{bmatrix} 0.5 \\ 0.3 \end{bmatrix}, \quad D_1 = \begin{bmatrix} 0.2 \\ 0.1 \end{bmatrix}, \quad D_2 = 0 \\
D_3 = 0.1, \quad C = \begin{bmatrix} -0.2 \\ -0.1 \end{bmatrix}, \quad G = \begin{bmatrix} 0.1 \\ -0.1 \end{bmatrix}, \quad G_1 = 0.2.
\]

The initial conditions of the system and DOF controller are selected as \(x_0 = [1 \quad -1]^T\) and \(\hat{x}_0 = [0 \quad 0]^T\), respectively. Moreover, the initial modes \(r_0\) and \(s_0\) are assumed to be 0, and \(\delta_1\) is set to be 0.05. To obtain the same TP matrices as reference [26], the vertices of the convex polyhedron are selected as follows:

\[
\Pi_1 = \begin{bmatrix} 0.95 & 0.05 & 0 \\ 0.7 & 0.12 & 0.18 \\ 1 & 0 & 0 \end{bmatrix}, \quad \Pi_2 = \begin{bmatrix} 0.85 & 0.15 & 0 \\ 0.9 & 0.08 & 0.02 \\ 1 & 0 & 0 \end{bmatrix}
\]

\[
\Lambda_1 = \begin{bmatrix} 0.92 & 0.08 \\ 1 & 0 \end{bmatrix}, \quad \Lambda_2 = \begin{bmatrix} 0.88 & 0.12 \\ 1 & 0 \end{bmatrix}.
\]

After letting \(\theta_1 = \theta_2 = \sigma_1 = \sigma_2 = 0.5\), we can obtain the following TP matrices:

\[
\Lambda = \begin{bmatrix} 0.9 & 0.1 & 0 \\ 0.8 & 0.1 & 0.1 \\ 1 & 0 & 0 \end{bmatrix}, \quad \Pi = \begin{bmatrix} 0.9 & 0.1 \\ 1 & 0 \end{bmatrix}.
\]

By using the MATLAB LMI toolbox, the minimum disturbance attenuation level can be obtained, as given in Table 1. From Table 1, it can be seen that the disturbance attenuation...
level $\gamma_{\text{min}}$ is 0.0901 by solving Theorem 4, which is smaller than 0.11 in reference [26]. It means that the controller designed in this paper enhances the closed-loop system’s anti-interference ability. To facilitate the comparison, we set $U = 10I$ and select the disturbance attenuation level $\gamma = 0.95$. At this point, the parameters of the DOF controller can be obtained as follows, in light of (14).

$$A_o = \begin{bmatrix} -0.0535 & -0.0023 \\ 0.0258 & -0.0826 \end{bmatrix}, \quad B_o = \begin{bmatrix} 1.0186 \\ 0.3727 \end{bmatrix}, \quad C_o = \begin{bmatrix} -0.0125 & -0.0076 \end{bmatrix}$$

| Table 1. Optimal $H_\infty$ performance index $\gamma_{\text{min}}$. |
|-----------------|-----------------|
| **Theorem 4**   | **Literature [26]** |
| Performance index $\gamma_{\text{min}}$ | 0.0901 | 0.11 |

After using the controller parameters obtained by the method in this paper, we can obtain the state trajectory diagram, as shown in Figure 7. By comparing Figures 7 and 8, it can be seen that, on the premise of ensuring that the response speed is basically the same as that in the literature [26], the method proposed in this paper has a smaller $H_\infty$ performance index (see Table 1) and better anti-interference abilities. Moreover, when the transition probabilities are not fully known, the conclusion in reference [26] is no longer applicable. Since the TP matrix in this paper is described by convex polyhedron, it can deal with the situation where the transition probabilities are uncertain or unavailable. Hence, compared with reference [26], the method proposed in this paper has more extensive applicability.

**Figure 7.** State $x_k$ by using the methods in this paper.
5. Conclusions

In this article, we studied the DOF control problem for NCSs with quantization effects and random data loss. The Markov process was used to describe the data loss. Sufficient conditions were presented by adopting the Lyapunov function approach and LMI approach to make the system SS. The designed controller enables the NCSs to meet the $H_{\infty}$ performance index under certain bandwidth constraints and considering quantization errors. The quantitative DOF controller is designed using the LMI method, and the controller parameters are determined to ensure that the closed-loop system is randomly stable and achieves the desired disturbance attenuation level. Finally, a practical example of an aircraft model shows the validity of the proposed approach. Furthermore, a numerical example was chosen and compared with other literature, demonstrating the superiority of the proposed approach. It is worth noting that the research results of this article can be further extended to MJSs with repeated scalar nonlinearities.
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