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Abstract: This paper discusses an observer-based fuzzy control problem for uncertain nonlinear singular systems under Multi-Performance Requirements (MPRs). The approach used in the paper is to model the system using a Takagi–Sugeno (T-S) fuzzy model that can be analyzed using linear control theories. The proposed control scheme is based on the Parallel Distributed Compensation (PDC) approach and Proportional Derivative (PD) control scheme. The goal is to design an observer-based fuzzy controller that achieves stability of the system and also satisfies the Guarantee Cost Control (GCC) constraint while maintaining a desired passive constraint. The stability analysis is performed using Lyapunov theory, and the sufficient conditions are transformed into a Linear Matrix Inequality (LMI) form using a Shur Complement, free-weighting matrix method and Singular Value Decomposition (SVD) techniques. The LMI conditions are then solved using convex optimization algorithms. Finally, the proposed control method is validated using a bio-economic system to demonstrate its effectiveness.
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1. Introduction

Singular systems have been of great interest to the field of control theory because they can more accurately represent practical systems with complex dynamics such as bio-economic systems [1], oil catalytic cracking processes [2], electrical circuit systems [3], etc. However, the stability analysis of singular systems is more challenging than those of normal systems. The presence of impulsive behavior is a critical issue that must be addressed before any stability analysis can be performed. To ensure the stability of singular systems, it is necessary to eliminate impulsive behavior. In addition, according to [4], one can find that one approach to achieve this is through matrix decompositions or the use of a controller. In [5–7], the researchers investigated various control issues related to linear singular systems, including delay-dependent control, output feedback control and optimal control, respectively. Overall, the study of singular systems and their control is an active area of research in control theory, with many promising results and applications in various practical systems.

Many practical systems exhibit nonlinear characteristics, which makes it challenging to stabilize them using linear control theories. As a result, researchers have extensively investigated control synthesis for nonlinear singular systems. T-S fuzzy models [8–13] are an effective approach for describing nonlinear systems. By constructing several linear subsystems using fuzzy sets and IF-THEN rules, the final output of the T-S Fuzzy Singular System (T-SFSS) [14–19] can be obtained through membership functions. To stabilize the T-SFSS with linear control theories, a fuzzy controller with the same membership function as the model can be designed based on the PDC concept [13,20]. However, uncertainties...
are present in practical systems due to modeling errors or component aging. To solve these effects, robust control methods have developed [17–19]. Type-2 T-S fuzzy modeling approaches [21,22] have also been constructed to solve the uncertainty problem in membership functions. Moreover, external disturbances caused by external factors can lead to poor control performance, which can make the system unstable. To mitigate the impact of external disturbances, passive theory is used. Passive theory [23,24] involves designing a controller that attenuates the influence of external disturbances.

In recent years, state feedback control methods have been commonly used for analyzing the stability of T-SFSSs. However, in practical systems, it may not be possible to measure the entire state information, which can make it difficult to design a controller. To overcome this challenge, observer theories were investigated in [25,26] to estimate the unmeasurable states. Additionally, research [27,28] has shown that the impulse behaviors in T-SFSSs can be effectively eliminated using derivative state feedback. To address this, the PD control method was proposed in [27,28], which uses the derivative feedback of the PD fuzzy controller to ensure regularity and non-impulsiveness of T-SFSSs. Additionally, the procedure for guaranteeing the regularity and non-impulsiveness using PD fuzzy controllers with derivative feedback is simpler than that of the pure state feedback fuzzy controller. To acquire complete state information of PD fuzzy controllers, an Observer-Based PD (OBPD) fuzzy controller was developed for T-SFSSs in [29–31]. Unfortunately, passive control and robust control were not addressed in these studies, which are essential for ensuring the stability of T-SFSSs. Therefore, passive control and robust control are important issues that will be discussed in this paper for determining the stability criterion of T-SFSSs. In addition to stabilization, there have been efforts to assign certain performance criteria when designing controllers. One approach to this is GCC [32,33], which aims to stabilize the system while ensuring an adequate level of performance expressed by a quadratic cost function.

Referring to the above motivations, an OBPD fuzzy control approach is discussed for dealing with uncertain T-SFSSs subject to MPRs. The proposed control scheme employs the PDC concept along with the PD control method. The aim was to ensure the stability of the system while satisfying the GCC constraint under passive constraints. Based on the Lyapunov theory, the sufficient conditions are obtained. These conditions are then transformed into an LMI form using various techniques such as Schur complement, free-weighting matrix, and SVD [30]. The LMI conditions can be efficiently solved using convex optimization algorithms [34]. Finally, the effectiveness of the proposed control method was demonstrated by applying it to a nonlinear bio-economic system. The main contributions of this paper can be summarized as follows: (1) Although the PD control method has been applied for the nonlinear singular system in some papers, only a few researchers focused on the observer-based fuzzy control method for T-SFSSs. Based on the T-SFSS, this paper not only developed the fuzzy observer to estimate the unmeasured states, but also proposed a PD fuzzy controller with estimated states to eliminate impulsive behaviors of nonlinear singular systems. Via the OBPD fuzzy controller design method, the MPRs can be combined into the design method to achieve better performances for the nonlinear singular system. (2) For the practical applications, it is expected that the control force can be smaller to achieve the purpose of cost-effectiveness. In this paper, the GCC constraint and passive performance constraint were simultaneously combined into the OBPD fuzzy controller design method. However, the stability analysis will become more difficult and challenging when MPRs are combined. The problem also was efficiently solved by applying mathematical techniques such as SVD and free-weighting matrices. Via the OBPD fuzzy controller design method, the stability of nonlinear singular systems can be achieved with a more cost-effective control effort even under the effect of uncertainty and external disturbances. To the best of our knowledge, the OBPD fuzzy controller design method for uncertain T-SFSSs subject to MPRs constraints has not been developed.

The subsequent sections of this paper are organized as follows. The uncertain T-SFSS with external disturbances and OBPD fuzzy controller are described in Section 2. In Section 3, the stability analysis of the considered system is discussed. In Section 4, an example
is used to illustrate the effectiveness of the proposed design method. The conclusion is presented in Section 5.

Notation and Nomenclature

\( \text{sym} \{ \mathbf{X} \} \) represents the shorthand of \( \mathbf{X} + \mathbf{X}^T \). \( \mathbb{R}^n \) represents the \( n \)-dimensional vector. \( \mathcal{I}(g_i) \) and \( \mathcal{I}(h_i) \) represent the shorthand of \( \sum_{i=1}^{m} h_i \{ g_i \} \) and \( \sum_{i=1}^{m} h_i \{ h_i \} \), respectively. \( \text{rank}(\mathbf{X}) \) denotes the rank of \( \mathbf{X} \). \( \ast \) denotes the symmetric term in the matrix.

2. System Descriptions and OBPD Control Method

In this section, the T-S fuzzy model is utilized to express the uncertain nonlinear singular system with external disturbance as follows:

Plant Rule 1:

If \( q_i(t) \) is \( M_i \) and \( q_r(t) \) is \( M_r \), then

\[
\begin{align*}
\dot{\mathbf{x}}(t) &= \big( \mathbf{A}_i + \Delta \mathbf{A}_i(t) \big) \mathbf{x}(t) + \big( \mathbf{B}_i + \Delta \mathbf{B}_i(t) \big) \mathbf{u}(t) + \big( \mathbf{D}_i + \Delta \mathbf{D}_i(t) \big) \mathbf{w}(t) \quad (1a) \\
z(t) &= \mathbf{C}_x \mathbf{x}(t) + \mathbf{J}_i \mathbf{w}(t) \quad (1b) \\
y(t) &= \mathbf{C}_y \mathbf{x}(t) \quad (1c)
\end{align*}
\]

where \( q(t) = \begin{bmatrix} q_1(t) & q_2(t) & \cdots & q_r(t) \end{bmatrix} \) are the premise variables, \( M_r \) is the fuzzy set, \( r \) is the number of premise variables, \( i = 1, 2, \ldots, m \) and \( m \) is the number of rules, \( \mathbf{x}(t) \in \mathbb{R}^{n_x} \) is the state vector, \( \mathbf{u}(t) \in \mathbb{R}^{n_u} \) is the control input vector, \( \mathbf{w}(t) \in \mathbb{R}^{n_w} \) is the external disturbance vector, \( \mathbf{y}(t) \in \mathbb{R}^{n_y} \) is the measured output vector and \( \mathbf{z}(t) \in \mathbb{R}^{n_z} \) is the output vector. \( \mathbf{A}_i \in \mathbb{R}^{n_x \times n_x} \), \( \mathbf{B}_i \in \mathbb{R}^{n_x \times n_u} \), \( \mathbf{C}_y \in \mathbb{R}^{n_y \times n_x} \), \( \mathbf{D}_i \in \mathbb{R}^{n_y \times n_w} \), \( \mathbf{C}_x \in \mathbb{R}^{n_z \times n_x} \) and \( \mathbf{J}_i \in \mathbb{R}^{n_y \times n_w} \) are constant matrices. \( \mathbf{E} \in \mathbb{R}^{n_z \times n_w} \) is a constant matrix with \( \text{rank}(\mathbf{E}) < n_z \). \( \Delta \mathbf{A}_i(t) \in \mathbb{R}^{n_x \times n_x} \), \( \Delta \mathbf{B}_i(t) \in \mathbb{R}^{n_x \times n_u} \) and \( \Delta \mathbf{D}_i(t) \in \mathbb{R}^{n_y \times n_w} \) are the unknown matrices describing uncertainties, which are expressed as \( \Delta \mathbf{A}_i \), \( \Delta \mathbf{B}_i \) and \( \Delta \mathbf{D}_i \) in the following context and are given as

\[
\begin{bmatrix} \Delta \mathbf{A}_i & \Delta \mathbf{B}_i & \Delta \mathbf{D}_i \end{bmatrix} = \mathbf{H}_i \Delta(t) [\mathbf{W}_{\Delta \mathbf{A}} \quad \mathbf{W}_{\Delta \mathbf{B}} \quad \mathbf{W}_{\Delta \mathbf{D}}] \quad (2)
\]

where \( \mathbf{H}_i \), \( \mathbf{W}_{\Delta \mathbf{A}} \), \( \mathbf{W}_{\Delta \mathbf{B}} \) and \( \mathbf{W}_{\Delta \mathbf{D}} \) denote the known matrices and \( \Delta(t) \) denotes the unknown time-varying function satisfying \( \Delta^T(t) \Delta(t) \leq 1 \).

Hence, the following overall T-S fuzzy model is designed.

\[
\begin{align*}
\dot{\mathbf{x}}(t) &= \sum_{i=1}^{m} h_i(q(t)) \left\{ (\mathbf{A}_i + \Delta \mathbf{A}_i) \mathbf{x}(t) + (\mathbf{B}_i + \Delta \mathbf{B}_i) \mathbf{u}(t) + (\mathbf{D}_i + \Delta \mathbf{D}_i) \mathbf{w}(t) \right\} \quad (3a) \\
z(t) &= \sum_{i=1}^{m} h_i(q(t)) \{ \mathbf{C}_x \mathbf{x}(t) + \mathbf{J}_i \mathbf{w}(t) \} \quad (3b) \\
y(t) &= \sum_{i=1}^{m} h_i(q(t)) \{ \mathbf{C}_y \mathbf{x}(t) \} \quad (3c)
\end{align*}
\]
where \( h_i(q(t)) = \frac{\prod_{j=1}^{r} M_{ij}(q(t))}{\sum_{j=1}^{r} \prod_{i=1}^{n} M_{ij}(q(t))} \), \( h_i(q(t)) \geq 0 \), \( \sum_{i=1}^{n} h_i(q(t)) = 1 \) and \( M_{ij}(q(t)) \) is the grade of the membership of \( q_j(t) \) in \( M_{ir} \). For simplification, \( h_i(q(t)) \triangleq h_i \) is defined in the following context.

To overcome the problem with unmeasurable states, the following PD fuzzy observer is constructed.

Observer Rule \( \hat{i} \):

If \( q_1(t) \) is \( M_{ii} \) and ... and \( q_{r}(t) \) is \( M_{ir} \), then

\[
\dot{x}(t) = A_x \dot{x}(t) + B_x u(t) + L_{pi} (y(t) - \hat{y}(t)) + L_{di} (\hat{y}(t) - \hat{\dot{y}}(t))
\]

(4a)

\[
\hat{y}(t) = C_{yi} \hat{x}(t)
\]

(4b)

where \( \dot{x}(t) \in \mathbb{R}^{n_x} \) and \( \hat{y}(t) \in \mathbb{R}^{n_y} \) are the estimated state vector and estimated output vector, respectively. The matrices \( L_{pi} \) and \( L_{di} \) are the observer gains. Then, the following overall fuzzy observer can be described.

\[
\dot{E}\dot{x}(t) = \sum_{i=1}^{m} h_i \left[ A_x \dot{x}(t) + B_x u(t) + L_{pi} (y(t) - \hat{y}(t)) + L_{di} (\hat{y}(t) - \hat{\dot{y}}(t)) \right]
\]

(5a)

\[
\hat{y}(t) = \sum_{i=1}^{m} h_i \left[ C_{yi} \dot{x}(t) \right]
\]

(5b)

Based on the PDC concept and PD control method, the OBPD fuzzy controller can be established as follows:

Controller Rule \( \hat{i}\):

If \( q_1(t) \) is \( M_{ii} \) and ... and \( q_{r}(t) \) is \( M_{ir} \), then

\[
u(t) = -F_{pi} \dot{x}(t) - F_{di} \dot{\dot{x}}(t)
\]

(6)

where \( F_{pi} \) and \( F_{di} \) are controller gains. Then, the following overall fuzzy controller can be expressed.

\[
u(t) = \sum_{i=1}^{m} h_i \left[ -F_{pi} \dot{x}(t) - F_{di} \dot{\dot{x}}(t) \right]
\]

(7)

Assumption 1 is to ensure the observability and controllability of system (3). Additionally, Assumption 2 assumes the output matrix \( C \) can be described by SVD.

**Assumption 1.** If the following equalities are held, system (3) is completely controllable and completely observable.

\[
\text{rank} \left[ \begin{bmatrix} sE - A & B \end{bmatrix} \right] = \text{rank} \left[ \begin{bmatrix} E & B \end{bmatrix} \right] = n_x \quad \text{and} \quad \text{rank} \left[ \begin{bmatrix} sE - A & C_{pi} \end{bmatrix} \right] = \text{rank} \left[ \begin{bmatrix} E & C_{pi} \end{bmatrix} \right] = n_s
\]

where \( \forall s \in \mathbb{C}_+, \mathbb{C}_+ \) is the open right-half of the complex plane.

**Assumption 2.** [30] Assume that the output matrix \( C_y \in \mathbb{R}^{n_y \times n} \) has full row rank, the SVD of matrix \( C_y \) is expressed as

\[
C_y = UTV^T = UTV^{-1}
\]

where \( U, V \) are orthogonal matrices, and \( T \) is a diagonal matrix.
where \( T = \left[ \begin{array}{cc} \Lambda_x x & 0 \\ y(x-y) & \end{array} \right] \in \mathbb{R}^{n \times n} \). \( \Lambda \) is a diagonal matrix with positive diagonal elements. \( \U \in \mathbb{R}^{n \times m} \) and \( \V \in \mathbb{R}^{m \times n} \) are orthogonal matrices.

**Remark 1.** To develop the OBPD fuzzy controller design method in this paper, the SVD technology was applied to solve the problem in the stability analysis. However, the output matrix \( \C_{yi} \) of the T-S fuzzy model (1)–(3) and fuzzy observer (4)–(5) is required to be set as a constant matrix for the SVD technology, that is, \( \C_{yi} = \C_{yi} = \ldots = \C_{ym} = \C_y \). Because of this reason, the measured output is considered as the linear case of \( y(t) = \C_y x(t) \) for the T-S fuzzy model (3c) and \( \hat{y}(t) = \C_v \hat{x}(t) \) for the fuzzy observer (5b). Nevertheless, the measured output of the nonlinear system is usually constructed as the linear output in many existing papers [17,18]. Although the setting of constant matrix \( \C_y \) will limit the design flexibility fuzzy model and fuzzy controller, the OBPD fuzzy controller design method in this paper is still sufficiently applicable for the control of uncertain nonlinear singular systems.

By defining the estimation error function \( e(t) = x(t) - \hat{x}(t) \) and applying Equations (3a) and (5a), one can derive the following relationship equation.

\[
E \dot{e}(t) = E \hat{e}(t) - E \hat{\dot{e}}(t) = \sum_{i=1}^{n} h_i \left( \begin{array}{cc} \Lambda_x x & 0 \\ y(x-y) & \end{array} \right) \left( \begin{array}{c} A_i + \Lambda_x x - B_i F_p \ 
A_i + \Lambda_x x - B_i F_p \ 
0 \ 
A_i + \Lambda_x x - B_i F_p \ 
\end{array} \right) e(t) - \Lambda_x x \dot{e}(t) + \left( \begin{array}{c} B_i F_p + \Lambda_x x \ 
B_i F_p + \Lambda_x x \ 
0 \ 
B_i F_p + \Lambda_x x \ 
\end{array} \right) \dot{e}(t) + \left( \begin{array}{c} D_i \ 
D_i \ 
D_i \ 
D_i \ 
\end{array} \right) w(t)
\]

From Equations (3a) and (5), the augmented system can be obtained as follows:

\[
\begin{bmatrix} E & 0 \\ 0 & E \end{bmatrix} \dot{x}(t) = \sum_{i=1}^{n} h_i \left( \begin{array}{cc} \Lambda_x x & 0 \\ y(x-y) & \end{array} \right) \left( \begin{array}{c} A_i + \Lambda_x x - B_i F_p \\ \end{array} \right) e(t) + \left( \begin{array}{c} B_i F_p + \Lambda_x x \\ \end{array} \right) \dot{e}(t) + \left( \begin{array}{c} D_i \ 
\end{array} \right) w(t)
\]

By arranging Equation (9), the equation can be further obtained as follows:

\[
\dot{\hat{x}}(t) = \tilde{A}_{\hat{y}}(h) \hat{x}(t) + \tilde{D}(h) w(t)
\]

where \( \dot{\hat{x}}(t) = \left( \begin{array}{c} \hat{x}(t) \\ \hat{x}(t) \end{array} \right) \), \( \tilde{E}_{\hat{y}} = \tilde{E}_{\hat{y}} + \tilde{H} \Lambda(t) \tilde{W}_{\hat{a}d} \), \( \tilde{E}_{\hat{y}} = \left[ \begin{array}{cc} E + B_i F_p & -B_i F_p \\ 0 & E + L_{ds} C_y \end{array} \right] \), \( \tilde{H} = \left[ \begin{array}{c} H \\ H \end{array} \right] \), \( \tilde{W}_{\hat{a}d} = \left[ \begin{array}{cc} W_{\hat{a}d} F_p & -W_{\hat{a}d} F_p \\ W_{\hat{a}d} F_p & W_{\hat{a}d} F_p \end{array} \right] \), \( \tilde{\Lambda} = \left[ \begin{array}{cc} A_i + \Lambda_x x - B_i F_p & B_i F_p + \Lambda_x x \\ 0 & A_i + \Lambda_x x - B_i F_p \\ \end{array} \right] \), \( \tilde{\hat{W}}_d = \left[ \begin{array}{cc} \hat{W}_d & 0 \\ 0 & \hat{W}_d \end{array} \right] \), \( \tilde{W}_{\hat{a}d} = \left[ \begin{array}{cc} -W_{\hat{a}d} F_p & W_{\hat{a}d} F_p \\ W_{\hat{a}d} F_p & -W_{\hat{a}d} F_p \end{array} \right] \), \( \tilde{D} = \left[ \begin{array}{c} D_i \\ D_i \end{array} \right] \).

According to Assumption 1, \( \tilde{E}_{\hat{y}} \) is turned invertible by gains \( F_p \) and \( L_{ds} \). The following equation can thus be obtained from Equation (10).

\[
\dot{\hat{x}}(t) = \tilde{E}_{\hat{y}}(h) \hat{x}(t) + \tilde{D}(h) w(t)
\]

The following figure is provided to illustrate the relationship between the module of all components in a clear and comprehensive manner. Firstly, the T-SFSS (3) in the System Plant part is established for the representation of an uncertain nonlinear singular system...
under the effect of external disturbances. Then, the fuzzy observer (4) is designed with the same premise part of the fuzzy model and the overall fuzzy observer (5) in the Observer part is developed to estimate the unmeasured states of the T-SSFSS (3). Thus, the estimated states \( \hat{x}(t) \) and derivative of states \( \dot{\hat{x}}(t) \) obtained by the fuzzy observer (5) can be applied as the feedback signal for the fuzzy controller (7), which is presented in the Controller Part. Finally, the control input \( u(t) \) provided by the fuzzy controller (7) is designed by the OBPD fuzzy controller design method in the next section. Additionally, the control input can be applied to guarantee the stability and MPRs of the nonlinear singular system under the effect of uncertainty and external disturbance (Figure 1).

\[ 2\int_0^t z^T(t)S_1w(t)dt + \int_0^t z^T(t)S_2z(t)dt + \int_0^t w^T(t)S_3w(t)dt \]  
\[ J = \int_0^\infty \left( x^T(t)N_1x(t) + u^T(t)N_2u(t) \right) dt \]

where \( N_1 \) and \( N_2 \) are positive definite symmetric matrices with approximate dimensions.

The following definition of GCC for system (3) is defined.

**Definition 2.** [32] If there is a controller (7) and a positive scalar \( J_0 \) such that system (3a) is asymptotically stable, and the value of the cost function (13) satisfies \( J \leq J_0 \), then \( J_0 \) is considered to be a guaranteed cost.
Lemma 1. [30] Given real appropriate dimension matrices $H$, $W$ and $\Delta(t)$ with $\Delta^T(t)\Delta(t) \leq I$ and a scalar $\varepsilon > 0$, one can find the result as follows:

$$\text{sym}\{H\Delta(t)W\} \leq \varepsilon HH^T + \varepsilon^{-1}W^TW$$

(14)

3. Main Results

The main object of this paper was to discuss the stability criterion for system (11). Additionally, the theorem in this paper are given as follows.

Theorem 1. Giving the matrices $S_1$, $S_2 \geq 0$ and $S_3$, system (11) is asymptotically stable and passive if there is the matrices $\tilde{X} = \tilde{X}^T > 0$, $K_{1j}$, $K_{2j}$, $Y_i$, $Y_2$, $\tilde{R}_i$ and $\tilde{R}_2$, and a scalar $\varepsilon$ such that the following sufficient condition is held.

$$\begin{bmatrix}
\text{sym}\{\tilde{R}_{ij}\} & 0 & \Theta_{ij} & 0 & \Theta_{ij} & \tilde{X}C_{ij}^T S_2 \\
* & \text{sym}\{\tilde{R}_{ij}\} & -K_{ij}^T B_{ij}^T & \Theta_{ij} & 0 & -K_{ij}^T W_{ij}^T \\
* & * & \Theta_{3j} & -B_{ij} K_{2j} & -D_i & \varepsilon H_i & K_{ij}^T W_{ij}^T \\
* & * & * & \Theta_{4j} & -D_i & \varepsilon H_i & -K_{ij}^T W_{ij}^T \\
* & * & * & \Theta_{5j} & 0 & -W_{ij}^T & 0 \\
* & * & * & * & -\varepsilon I & 0 & 0 \\
* & * & * & * & * & \varepsilon I & 0 \\
* & * & * & * & * & * & \varepsilon I
\end{bmatrix} < 0$$

(15)

for $i, j = 1, 2, \ldots, m$

where $\Theta_{ij} = \tilde{R}_{ij} - \tilde{X}A_{ij}^T + \tilde{R}_{ij}^T E + K_{ij}^T B_{ij}^T$, $\Theta_{ij} = \tilde{X}C_{ij}^T S_2 J_{ij} - \tilde{X}C_{ij}^T S_1$, $\Theta_{ij} = -\tilde{X}W_{ij}^T + K_{ij}^T W_{ij}^T$, $\Theta_{ij} = \tilde{R}_{ij} - \tilde{X}A_{ij}^T + \tilde{R}_{ij}^T E + C_{ij}^T Y_i$, $\Theta_{ij} = \text{sym}\{E\tilde{R}_{ij} + B_{ij} K_{2j}\}$, $\Theta_{ij} = \text{sym}\{E\tilde{R}_{ij} + Y_i C_{ij}\}$, $\Theta_{5j} = J_{ij} S_{2j} J_{ij} - J_{ij} S_{2j} - S_{2j} J_{ij}$, $K_{ij}^T \tilde{X}F_{ij} + \tilde{R}_{ij}^T F_{ij}^T$, $K_{ij} = F_{ij} \tilde{R}_{ij}$, $Y_i = \tilde{X}L_{ij} + \tilde{R}_{ij}^T L_{ij}$, $Y_2 = L_{ij} R_{ij}$, $\tilde{R}_i^T = V R_i^T V^T = -\tilde{X}Q_i^T Q_i^T$, $\tilde{R}_2^T = V R_2^T V^T = -Q_2^T$ and $\tilde{X} = VXV^T = P^{-1}$.

Proof. Choose the following Lyapunov function:

$$V(\tilde{x}(t)) = \tilde{x}^T(t) \tilde{P} \tilde{x}(t),$$

(16)

The following equation can be obtained according to Equation (16) with the free-weighting matrices $\tilde{Q}_1$ and $\tilde{Q}_2$.

$$\dot{V}(\tilde{x}(t)) = 2\tilde{x}^T(t) \tilde{P} \tilde{x}(t) + 2[\tilde{x}^T(t) \tilde{Q}_1 + \tilde{x}^T(t) \tilde{Q}_2] \times [-\tilde{E}_{ij}(h_j) \tilde{x}(t) + \tilde{A}_{ij}(h_j) \tilde{x}(t) + \tilde{D}(h_i) w(t)]$$

(17)

where $\tilde{P} = \begin{bmatrix} P & 0 \\ * & P \end{bmatrix}$, $\tilde{Q}_1 = \begin{bmatrix} Q_1 & 0 \\ * & Q_1 \end{bmatrix}$ and $\tilde{Q}_2 = \begin{bmatrix} Q_2 & 0 \\ * & Q_2 \end{bmatrix}$.

Then, the Lyapunov function (17) can be rewritten as follows:

$$\dot{V}(\tilde{x}(t)) \leq \tilde{x}^T(t) \Psi_y \tilde{x}(t)$$

(18)

where

$$\tilde{x}^T(t) = \begin{bmatrix} \tilde{x}(t) & \dot{\tilde{x}}(t) & w^T(t) \end{bmatrix}$$

and

$$\Psi_y(h_j) = \begin{bmatrix}
\text{sym}\{\tilde{Q}_1 \tilde{A}_{ij}(h_j)\} & \tilde{P} - \tilde{Q}_1 \tilde{E}_{ij}(h_j) + \tilde{A}_{ij}^T(h_j) \tilde{Q}_1 & \tilde{Q}_1 \tilde{D}_{ij}(h_i) \\
* & -\text{sym}\{\tilde{Q}_2 \tilde{E}_{ij}(h_j)\} & \tilde{Q}_2 \tilde{D}_{ij}(h_i) \\
* & * & 0
\end{bmatrix}.$$
Based on Definition 1, the following performance function is defined for the case of \( w(t) \neq 0 \).

\[
\Gamma(z,w,t) = \int_{0}^{\infty} \left( z^T(t)S_z z(t) + w^T(t)S_w w(t) - 2z^T(t)S_z w(t) \right) dt
\]

\[
= \int_{0}^{\infty} \left( z^T(t)S_z z(t) + w^T(t)S_w w(t) - 2z^T(t)S_z w(t) + V(z(t)) \right) dt - V(z(t))
\]

\[
\leq \int_{0}^{\infty} z^T(t)S_z z(t) + w^T(t)S_w w(t) - 2z^T(t)S_z w(t) + V(z(t)) dt
\]

\[
= \int_{0}^{\infty} G(z,w,t) dt
\]

where

\[
G(z,w,t) = z^T(t)S_z z(t) + w^T(t)S_w w(t) - 2z^T(t)S_z w(t) + V(z(t))
\]

Substituting Equations (3b) and (18) into Equation (20), one can obtain:

\[
G(z,w,t) = \Xi^T(t)\Psi_g(h_o)\Xi(t)
\]

where

\[
\Psi_g(h_o) = \sum_{i=1}^{n} \sum_{j=1}^{n} h_i h_j \begin{bmatrix}
sym\{\hat{Q}_{ij}\lambda_{ij}\} + \hat{C}_{ij}^T \tilde{S}_{ij} \tilde{C}_{ij} & P - \hat{Q}_{ij} \hat{E}_{ij}^T + \hat{A}_{ij}^T \hat{Q}_{ij}^T & \hat{Q}_{ij} \hat{D}_{ij} & \hat{C}_{ij}^T \tilde{S}_{ij} \tilde{C}_{ij}
\end{bmatrix}
\]

Pre- and post-multiplying \( \Xi^T(t) \) and its transpose matrix on \( \Psi_g \), the following inequality is inferred:

\[
\begin{bmatrix}
\tilde{X} & \tilde{R}_1^T & 0 \\
0 & \tilde{R}_1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

Applying Lemma 1, the uncertain matrices of Equation (22) can be transferred as follows:

\[
sym\{\tilde{H} \Delta(t) \tilde{W}_g\} \leq \epsilon \tilde{H}^T \tilde{W}_g^T + \epsilon^{-1} \tilde{W}_g \tilde{W}_g^T
\]

where \( \tilde{H}^T = \begin{bmatrix} 0 & \tilde{H}_x^T & 0 \end{bmatrix} \) and \( \tilde{W}_g = \begin{bmatrix} \tilde{W}_bx \tilde{R}_1 - \tilde{W}_bx \tilde{X} - \tilde{W}_bx \tilde{X} \tilde{X} \tilde{W}_bx \tilde{R}_1 - \tilde{W}_bx \tilde{R}_2 - \tilde{W}_bx \end{bmatrix} \). According to Equations (22) and (23), the inequality can be obtained as follows:

\[
\begin{bmatrix}
sym\{\hat{R}_1\} + \tilde{X} \tilde{C}_n^T \tilde{S}_{n2} \tilde{C}_n \tilde{X} & \hat{R}_2 - \tilde{X} \tilde{A}^T_{n2} + \tilde{R}_1^T \tilde{E}_{n2}^T & \tilde{X} \tilde{C}_n^T \tilde{S}_{n2} \tilde{J}_n - \tilde{X} \tilde{C}_n^T \tilde{S}_{n2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
sym\{\hat{E}_{n2} \hat{R}_2\} & -\hat{D}_{n2} & \Theta_{ss} + e \tilde{H}^T \tilde{W}_g + \epsilon^{-1} \tilde{W}_g \tilde{W}_g^T \leq 0
\end{bmatrix}
\]

The following inequality can be derived by applying a Schur complement to Equation (24):
Theorem 2. Given the matrices $S_1, S_2 \geq 0$ and $S_3$, if there exist the matrices $\bar{X} = \bar{X}^T > 0$, $\bar{K}_1$, $\bar{K}_2$, $\bar{Y}_1$, $\bar{Y}_2$, $\bar{R}_1$, $\bar{R}_2$, and scalars $\gamma > 0$ and $\varepsilon$ such that the following stability conditions and condition (15) are held, then the OBPD fuzzy controller (7) is considered to be the GCC for system (11) and also satisfies the passive performance constraint.

Remark 2. In practical applications, the dynamic states and derivative states of a system are not always possible to be directly measured. This derives a challenge for the PD control scheme, which typically assumes that all states are measurable [7,28]. To address the problem, the concept of observer-based control [29–31] has been applied as a viable solution in this paper to estimate the derivative states of the feedback signals for the PD controller. Based on the T-SFSS (3), fuzzy observer (5) and PD fuzzy controller (7), an OBPD fuzzy controller design method was proposed in Theorem 1 based on a closed-loop system (11). Combining the passive constraint (12) with the Lyapunov stability theory, the sufficient condition (15) was successfully derived by applying the free-weighting matrix (17) and the SVD technology in Assumption 1. Via satisfying the condition (15), the stability and passive performance can be simultaneously guaranteed for nonlinear singular systems with uncertainty and disturbance.
Similar to Theorem 1, the following inequality can be inferred:

$$\begin{align*}
\mathbf{P} &\geq 0 \\
\mathbf{P} &\geq \mathbf{B}^T \mathbf{K} \mathbf{W} \mathbf{B} \\
\mathbf{K}^T \mathbf{W} \mathbf{K} &\leq \mathbf{R}
\end{align*}$$

where \( \mathbf{R} = \mathbf{X} \mathbf{X}^T \) and \( \mathbf{W} = \mathbf{K}^T \mathbf{K} \).

**Proof.** Applying the same construction of Lyapunov function (16) for \( \dot{V}_c(\hat{x}(t)) \), the following equation is also obtained with the free-weighting matrices \( \mathbf{Q}_1 \) and \( \mathbf{Q}_2 \):

$$\dot{V}_c(\hat{x}(t)) = 2\hat{x}^T(t)\mathbf{P}\hat{x}(t) + \mathbf{2} \hat{x}^T(t)\mathbf{Q}_1 + \hat{x}^T(t)\mathbf{Q}_2 \mathbf{2} \hat{x}(t) + 2\hat{x}(t)\mathbf{Q}_2 \mathbf{2} \hat{x}(t)$$

Similar to Theorem 1, the following inequality can be inferred:

$$\dot{V}_c(\hat{x}(t)) \leq \hat{x}^T(t)\mathbf{Q}(h_0)\hat{x}(t)$$

where

$$\mathbf{Q}(h_0) = \begin{bmatrix}
\mathbf{Q}_1 & \mathbf{Q}_2 \\
\mathbf{Q}_2 & \mathbf{Q}_1
\end{bmatrix}$$

and

$$\mathbf{Q}_1 = \begin{bmatrix}
\mathbf{Q}_1 & \mathbf{Q}_2 \\
\mathbf{Q}_2 & \mathbf{Q}_1
\end{bmatrix}$$

Based on Equation (30) and the cost function defined by Equation (13), the inequality can be given as follows:

$$\begin{align*}
J &= \int_0^t \left[ \hat{x}^T(t)\mathbf{N}_c \hat{x}(t) + u^T(t)\mathbf{N}_d u(t) \right] dt \\
&\leq \int_0^t \left[ \hat{x}^T(t)\mathbf{N}_c \hat{x}(t) + u^T(t)\mathbf{N}_d u(t) + \dot{V}_c(\hat{x}(t)) \right] dt - \dot{V}_c(\hat{x}(t)) \\
&\leq \int_0^t \left[ \hat{x}^T(t)\mathbf{N}_c \hat{x}(t) + u^T(t)\mathbf{N}_d u(t) + \dot{V}_c(\hat{x}(t)) \right] dt
\end{align*}$$

where

$$\begin{align*}
\mathbf{Q}(h_0) &= \begin{bmatrix}
\mathbf{Q}_1 & \mathbf{Q}_2 \\
\mathbf{Q}_2 & \mathbf{Q}_1
\end{bmatrix} \\
\mathbf{Q}_1 &= \begin{bmatrix}
\mathbf{Q}_1 & \mathbf{Q}_2 \\
\mathbf{Q}_2 & \mathbf{Q}_1
\end{bmatrix}
\end{align*}$$

and

$$\begin{align*}
\mathbf{Q}_2 &= \begin{bmatrix}
\mathbf{Q}_2 & \mathbf{Q}_1 \\
\mathbf{Q}_1 & \mathbf{Q}_2
\end{bmatrix} \\
\mathbf{Q}_3 &= \begin{bmatrix}
\mathbf{Q}_3 & \mathbf{Q}_2 \\
\mathbf{Q}_2 & \mathbf{Q}_3
\end{bmatrix}
\end{align*}$$

Pre- and post-multiplying \( \begin{bmatrix} \mathbf{X} & \mathbf{R}_i \end{bmatrix} \) and its transpose matrix on \( \mathbf{h}_0 \), the following inequality can be inferred:
\[
\begin{bmatrix}
\text{sym}\{\hat{R}_i\} + \hat{X} \hat{N}_i \hat{X} - \hat{X} \hat{A}_{ij}^{i,j} + \hat{R}_j^T \hat{E}_{ij} \\
\end{bmatrix} + \hat{K}_i^T \hat{N}_i \hat{K}_j < 0
\]

(32)

where \( \hat{X} = \begin{bmatrix} \hat{X} & 0 \\ 0 & 0 \end{bmatrix} \) and \( \hat{K}_j = \begin{bmatrix} K_{ij} & -K_{ij} & K_{ij} & -K_{ij} \end{bmatrix} \).

Based on Lemma 1, the uncertain matrices of Equation (32) can be converted as follows:

\[
\text{sym}\{\hat{H} \Delta(t) \hat{W}_i\} \leq \varepsilon \hat{H} \hat{H}^T + \varepsilon^{-1} \hat{W}_i \hat{W}_i
\]

(33)

where \( \hat{H}_i = \begin{bmatrix} 0 & \hat{H}_i \end{bmatrix} \) and \( \hat{W}_i = \begin{bmatrix} \hat{W}_{id} & \hat{X} - \hat{W}_{id} \hat{X} & \hat{W}_{id} \hat{X} & \hat{W}_{id} \hat{R}_i \end{bmatrix} \). According to Equation (33) and applying a Schur complement to Equation (32), the inequality can be obtained as follows:

\[
\begin{bmatrix}
\text{sym}\{\hat{R}_i\} & 0 & \Theta_{13} & 0 & K_{ij}^T & X & 0 & \Theta_{17} \\
\end{bmatrix}
\begin{bmatrix}
\text{sym}\{\hat{R}_j\} & -K_{ij}^T B_{ij} & \Theta_{24} & -K_{ij}^T & 0 & 0 & -K_{ij}^T W_{id}^T \\
\end{bmatrix} < 0
\]

(34)

Obviously, Equation (34) is equivalent to the condition (28a), which implies \( \Xi_i (h_i) < 0 \) from Equation (31). That is, if the condition (28a) is held, the stability of system (11) with external disturbances can be ensured with the upper bound of the cost function (13). Moreover, because \( \Xi_i (h_i) < 0 \), it further indicates that the following inequality is held.

\[
x^T(t) \mathbf{N}_i x(t) + u^T(t) \mathbf{N}_2 u(t) + \dot{V}_c \left( \hat{x}(t) \right) < 0
\]

(35)

Integrating Equation (35) from 0 to \( t_p \) leads to:

\[
J < V_c \left( \hat{x}(0) \right) - V_c \left( \hat{x}(t_p) \right)
\]

(36)

If system (11) is stable, \( V_c \left( \hat{x}(t_p) \right) = 0 \). Then, the cost function is bounded by \( V_c \left( \hat{x}(0) \right) \) and the following inequality is inferred:

\[
J < \hat{x}^T(0) \hat{P} \hat{x}(0)
\]

(37)

Because \( \hat{x}^T(t) = 0 \) for \( t \in [-\infty, 0] \), the estimation error function \( e(t) = x(t) \) is inferred. Additionally, the following inequality is obtained by replacing \( \hat{x} \) in \( V_c \left( \hat{x}(0) \right) \):

\[
\hat{x}^T(0) \hat{P} \hat{x}(0) = x^T(0) P x^T(0) = J_0
\]

(38)

Noticed that \( J < J_0 \) is derived from Equations (37) and (38). Additionally, one can easily find that the constraints of Definition 2 are satisfied if condition (28b) is held. Moreover, \( J_0 \) is the upper bound of the GCC constraint and the following relation is obtained by setting a scalar:

\[
x^T(0) P x^T(0) < \gamma
\]

(39)
By using a Shur complement, the following inequality can be rewritten from Equation (39):

\[
\begin{bmatrix}
-\gamma & x^1(0) \\
* & -\bar{X}
\end{bmatrix} < 0
\]  

(40)

Obviously, Equation (40) is equivalent to Equation (28b). If condition (28b) is satisfied, it implies that the GCC constraint for system (11) can be achieved. Additionally, system (11) satisfies the GCC and passivity constraint when the conditions of Theorem 2 are held. The proof of Theorem 2 is completed. □

Remark 3. Extending the OBPD fuzzy controller design method of Theorem 1, the GGC constraint and passive performance constraint are combined into the design method in Theorem 2 to achieve the MPRs for a nonlinear singular system. However, the stability analysis process will become more complex and challenging. In Theorem 2, this drawback was also overcome by applying free-weighting matrix (29) and the SVD technology in Assumption 1. For most practical applications, it is expected that the control force can be designed as small as possible to efficiently reduce the control cost. Via satisfying the sufficient conditions (15), (28a) and (28b), the stability and passive performance can be achieved with a more cost-effective control force for an uncertain nonlinear singular system. Additionally, the GGC constraint which limits the control input will increase the conservativeness of the stability process. In Theorem, the application of free-weighting matrix (29) can also be provided as a tool to obtain more relax stability analysis results.

4. Numerical Examples

The effectiveness of the proposed design method is illustrated in this section using a nonlinear bio-economic system that was studied in [1,31]. Firstly, the nonlinear bio-economic system is presented as follows.

\[
\begin{align*}
\dot{\Theta}_1(t) &= \xi \Theta_2(t) - r_1 \Theta_1(t) - a \Theta_1(t) - \eta \Theta_1^2(t) - D(t) \Theta_1(t) + w(t) \\
\dot{\Theta}_2(t) &= a \Theta_1(t) - r_2 \Theta_2(t) \\
0 &= D(t) \left( \rho \Theta_1(t) - c \right) - m + u(t)
\end{align*}
\]  

(41)

where \(\Theta_1(t)\) and \(\Theta_2(t)\) represent the population density of juvenile species and adult species, respectively. \(D(t)\) represents the harvest effort on the immature population and \(u(t)\) represents the policy for adjusting the tax. \(\rho\) represents the price constant per individual population, \(c\) represents the cost coefficient and \(m\) represents the economic interest of harvesting. The more detailed meaning of the parameters of Equation (41) can be found in [1].

To protect resources and promote economic development, the government implements the adjustment on tax to increase or decrease the cost for harvesting so that the bio-economy system can achieve sustainable development. Referring to [1], the operating points were chosen as \(x_j(t) \in [-d,d]\) and \(d = 10\). The other system coefficients were chosen as \(\xi = 0.15, r_1 = 0.2, r_2 = 0.1, a = 0.5, \eta = 0.001, \rho = 1\) and \(c = 40\). Additionally, the nonlinear model (41) can be rewritten as the following form by the setting \(x_j(t) = \Theta_1(t) - \frac{c}{\rho^2}, x_2(t) = \Theta_2(t) - \frac{ac}{pr_2}, \) and \(x_3(t) = D(t) - \frac{\xi \rho r_2}{\rho_2};\)

\[
\begin{align*}
\dot{x}_1(t) &= -0.79x_1(t) + 0.15x_2(t) - 40x_1(t) - 0.001x_2(t) - x_1(t)x_3(t) + w(t) \\
\dot{x}_2(t) &= 0.5x_1(t) - 0.1x_2(t) \\
0 &= 0.01x_1(t) + x_1(t)x_3(t) - m + u(t)
\end{align*}
\]  

(42)

In addition, we added uncertainty terms to represent modeling errors for simulating the real operating conditions. With these considerations, the corresponding T-S fuzzy model can be expressed as follows:
\[ \mathbf{E} \dot{x}(t) = \sum_{i=1}^{2} h_i(x(t)) \left[ \left( \mathbf{A}_i + \Delta \mathbf{A}_i \right) x(t) + \left( \mathbf{B}_i + \Delta \mathbf{B}_i \right) u(t) + \left( \mathbf{D}_i + \Delta \mathbf{D}_i \right) w(t) \right] \]
\[ z(t) = \sum_{i=1}^{2} h_i(x(t)) \left[ \mathbf{C}_i x(t) + \mathbf{J}_i w(t) \right] \]
\[ y(t) = \mathbf{C}_i x(t) \]

where \( i = 1, 2 \), \( \mathbf{E} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \), \( \mathbf{A}_1 = \begin{bmatrix} -0.78 & 0.15 & -30 \\ 0.5 & -0.1 & 0 \\ 0.01 & 0 & -10 \end{bmatrix} \), \( \mathbf{A}_2 = \begin{bmatrix} -0.8 & 0.15 & -50 \\ 0.5 & -0.1 & 0 \\ 0.01 & 0 & 10 \end{bmatrix} \), \( \mathbf{B}_1 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \), \( \mathbf{C}_1 = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix} \), \( \mathbf{C}_2 = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \), \( \mathbf{D}_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \), \( \mathbf{J}_1 = \mathbf{J}_2 = 1 \), \( \Delta \mathbf{A}_1 = \begin{bmatrix} 0.002 \\ 0 \\ 0 \end{bmatrix} \), \( \Delta \mathbf{A}_2 = \begin{bmatrix} 0.006 \\ 0 \\ 0 \end{bmatrix} \), \( \Delta \mathbf{B}_1 = \begin{bmatrix} 0.001 \\ 0 \\ 0 \end{bmatrix} \), \( \Delta \mathbf{B}_2 = \begin{bmatrix} -0.003 \\ 0 \\ 0 \end{bmatrix} \), \( \Delta \mathbf{D}_1 = \begin{bmatrix} 0.002 \\ 0 \\ 0 \end{bmatrix} \) and \( \Delta \mathbf{D}_2 = \begin{bmatrix} 0.003 \\ 0 \\ 0 \end{bmatrix} \). The membership functions are \( h_i(x(t)) = \frac{1}{2} \left( 1 - \frac{x_i(t)}{10} \right) \) and \( h_2(x(t)) = 1 - h_1(x(t)) \), which are presented in Figure 2. Moreover, the uncertain parameters are assumed to be as follows from Equation (2):

\[ \mathbf{H}_1 = \begin{bmatrix} 0.01 \\ 0 \end{bmatrix}, \mathbf{H}_2 = \begin{bmatrix} 0.03 \\ 0 \end{bmatrix}, \mathbf{W}^T = \begin{bmatrix} 0.2 \\ 0.5 \end{bmatrix}, \mathbf{W}_{\delta_1} = 0.1, \mathbf{W}_{\delta_2} = -0.1, \mathbf{W}_{\delta_3} = 0.2, \mathbf{W}_{\delta_4} = 0.1 \]

and \( \mathbf{A}(t) = \sin(t) \).

Based on Assumption 1, the following matrices \( \mathbf{U}, \mathbf{T} \) and \( \mathbf{V} \) are obtained by compositing \( \mathbf{C} \):

\[ \mathbf{U} = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}, \mathbf{T} = \begin{bmatrix} 1.4142 & 0 \\ 0 & 1 \end{bmatrix}, \mathbf{V} = \begin{bmatrix} -0.7071 & 0 & 0.7071 \\ -0.7071 & 0 & -0.7071 \\ 0 & -1 & 0 \end{bmatrix} \]

By setting a scalar \( \gamma = 18 \) and the matrices \( \mathbf{S}_1 = 1 \), \( \mathbf{S}_2 = 0.8 \) and \( \mathbf{S}_2 = 0.8 \), the following gains and positive definite matrix can be directly calculated using the convex optimization algorithm:
\[ \mathbf{F}_{d1} = \begin{bmatrix} -3.3984 & -3.4055 & -7.0377 \end{bmatrix}, \quad \mathbf{F}_{d2} = \begin{bmatrix} -3.4548 & -3.4505 & -7.1535 \end{bmatrix}, \]
\[ \mathbf{F}_{p1} = 10^3 \times \begin{bmatrix} 0.0742 & 0.0742 \end{bmatrix}, \quad \mathbf{F}_{p2} = 10^3 \times \begin{bmatrix} 0.0754 & 0.0754 \end{bmatrix}, \]
\[ \mathbf{L}_{d1} = \begin{bmatrix} 0.9317 & 1.3680 \\ 0.6945 & 0.8075 \\ -43.0746 & -89.2488 \end{bmatrix}, \quad \mathbf{L}_{d2} = \begin{bmatrix} -0.2276 & -1.0270 \\ 0.4160 & 0.2264 \\ -43.0744 & -89.2098 \end{bmatrix}, \]
\[ \mathbf{L}_{p1} = 10^4 \times \begin{bmatrix} -0.0011 & 0.0228 \\ 0.1912 & -2.0441 \end{bmatrix}, \quad \mathbf{L}_{p2} = 10^4 \times \begin{bmatrix} 0.0002 & 0.0095 \\ 0.1910 & -2.0414 \end{bmatrix}, \]
\[ \mathbf{P} = \begin{bmatrix} 0.5266 & 0.3533 & -0.5521 \\ 0.3533 & 0.5266 & -0.5521 \\ -0.5521 & -0.5521 & 11.6272 \end{bmatrix}. \]

Via the gains presented in Equation (44), the proposed OBPD controller (7) can be designed with the observed states of a fuzzy observer (5) to control the nonlinear bio-economic system. Thus, the state responses of system (42) are depicted in Figures 3–5 with the initial conditions \[ x(0) = [0.5 \ 0.3] \] and \[ \dot{x}(0) = [0 \ 0] \], respectively.

**Figure 3.** Responses of \( x_1(t) \).

**Figure 4.** Responses of \( x_2(t) \).
Figure 5. Responses of $x_3(t)$.

Based on the simulation results in Figures 3–5, the passive performance can also be verified as follows. Firstly, the following inequality can be obtained from the passive performance constraint (12) in Definition 1 with the setting of $S_1 = 1$, $S_2 = 0.8$ and $S_3 = 0.8$ in this simulation:

$$2 \int_0^T z^T(t) w(t) dt > 0.8$$  \hspace{1cm} (45)

From the inequality (45), one can know that if the value obtained with output $z(t)$ and external disturbance $w(t)$ is larger than the threshold value 0.8, the passive performance can be guaranteed for the nonlinear bio-economic system. According to the setting of $C_1$, $C_2$, $J_1$, $J_2$ and $C_3$ for the T-S fuzzy model (43), the value based on the term of the right-hand side of Equation (43) was obtained via the simulation results.

$$2 \int_0^T z^T(t) w(t) dt = 1.248$$ \hspace{1cm} (46)

Obviously, comparing the value of Equation (46) with the threshold value 0.8 in inequality (45), one can find that the passive performance constraint in Definition 1 is satisfied. Therefore, the effect of external disturbance can be effectively attenuated. From the responses in Figures 3–5, it becomes evident that the stability of nonlinear bio-economic system was achieved by applying the proposed OBPD fuzzy controller (7) even under the effects of external disturbance and uncertainty. Additionally, it was also seen that the states of the nonlinear system (41) were successfully estimated by the designed fuzzy observer.

Referring to [1, 31], the convergence of system states implies that all the states can be controlled to the positive equilibriums for $\Theta_1(t)$, $\Theta_2(t)$ and $D(t)$. This also means the juvenile species, the adult species and the harvest effort on the immature population must reach a balance so that the population of the species can be protected from endangerment. Moreover, the proposed OBPD fuzzy controller design method can be provided as a good choice for the government policy to adjust taxes and regulate the cost of harvesting.

To demonstrate the effectiveness of the proposed OBPD fuzzy control method in the control of nonlinear singular systems, the simulation results comparing the proposed method with the design method in [31] are presented below. Applying the fuzzy control
method in [31], the following gains of fuzzy controller and fuzzy observer can be obtained based on the $T$-SFSS (43):

$$
F_{d1} = 10^3 \times \begin{bmatrix} -0.1132 & -0.1132 & 3.5742 \end{bmatrix},
F_{d2} = 10^3 \times \begin{bmatrix} -0.1130 & -0.1129 & 3.5687 \end{bmatrix},
F_{p1} = 10^3 \times \begin{bmatrix} -0.1691 & 0.1692 & 5.3354 \end{bmatrix},
F_{p2} = 10^3 \times \begin{bmatrix} -0.1690 & -0.1689 & 5.3423 \end{bmatrix},
$$

$$
L_{d1} = 10^3 \times \begin{bmatrix} 0.0684 & -2.1479 \\
-0.1457 & 4.6306 \\
-0.2965 & 9.3773 \end{bmatrix},
L_{d2} = 10^3 \times \begin{bmatrix} 0.1300 & -4.0937 \\
-0.1461 & 4.6628 \\
-0.2969 & 9.4409 \end{bmatrix},
$$

$$
L_{p1} = 10^3 \times \begin{bmatrix} 0.0670 & -2.1076 \\
0.0921 & -2.8635 \\
-0.2965 & 9.3773 \end{bmatrix},
L_{p2} = 10^3 \times \begin{bmatrix} 0.1310 & -4.1506 \\
0.1190 & -3.7140 \\
-0.2969 & 9.4409 \end{bmatrix}.
$$

Via selecting the same initial condition $x(0) = [0.5 \ 1 \ 0.3]^T$ and $\dot{x}(0) = [0 \ 0 \ 0]^T$, the state responses of the nonlinear system (41) are presented in Figures 6–9 applying the OBPD fuzzy controller (7) and the fuzzy observer (5).

Figure 6. Responses of $x_1(t)$ [31].

Figure 7. Responses of $x_2(t)$ [31].
Figure 8. Responses of $x_3(t)$ [31].

Figure 9. Responses of $u(t)$ [31].

It is worth noting that, although the robust OBPD fuzzy controller subject to passive constraint has also been developed in [31], the GCC performance requirement was considered in this research. However, the stability analysis will become more difficult and challenging if the multi-performance constraints are simultaneously considered in the fuzzy controller design method. Through application of some efficient mathematical techniques, this problem was efficiently solved by the proposed design method. Therefore, the designed fuzzy controller (15) with the gains (44) can achieve stability under the effect of uncertainty and external disturbance by using the smaller control force. From the responses in Figure 9, it is obvious that the control input of the proposed OBPD fuzzy controller design method was smaller than the design method in [31]. On top of that, one can find that the small overshoot of state responses presented in Figures 6–8 were obtained by the proposed OBPD fuzzy controller. Additionally, the settling time of all state responses obtained with both design methods was almost the same. Therefore, it can be concluded that the proposed OBPD fuzzy controller design method can obtain better state responses with a more cost-effective control force even when affected by uncertainty and external disturbances.

Based on the simulation results in Figures 6–9, the variance values and the overshoot of all states are presented to compare the two design methods. Note that the variance
value of external disturbance was selected as 0.5 in this simulation. Comparing the variance values in Table 1 with the variance values of external disturbance, it can be verified that the effect of disturbance was successfully attenuated by two design methods. Additionally, the proposed OBPD fuzzy controller can converge close to zero more accurately with disturbance for states $x_1(t)$ and $x_3(t)$. Additionally, the value of max overshoot is also presented for each state in Table 1. From the measurements in Table 1 and Figures 6–9, one can see that the proposed OBPD fuzzy controller design method can achieve a smaller overshoot and similar settling time. Additionally, the lower fuzzy control force presented in Figure 9 can be provided by the proposed design method. It is worth noting that the variance value of state $x_1(t)$ was not satisfied by applying the design method of [31] because of the excessive overshoot. Thus, the effectiveness of the proposed design method can also be verified from Table 1 by comparing with the design method in [31].

Table 1. Measurement of Simulation Results

<table>
<thead>
<tr>
<th>States</th>
<th>Variance Value</th>
<th>Overshoot (Without Initial Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1(t)$</td>
<td>0.0114</td>
<td>Max Value: 0.5041</td>
</tr>
<tr>
<td>$x_2(t)$</td>
<td>0.0338</td>
<td>None</td>
</tr>
<tr>
<td>$x_3(t)$</td>
<td>$4.201 \times 10^{-4}$</td>
<td>None</td>
</tr>
<tr>
<td>$x_4(t)$</td>
<td>0.097</td>
<td>Max Value: 2.1423</td>
</tr>
<tr>
<td>$x_5(t)$</td>
<td>$9.804 \times 10^{-4}$</td>
<td>Max Value: 0.0194</td>
</tr>
<tr>
<td>The method in [31]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_2(t)$</td>
<td>0.0254</td>
<td>Max Value: 0.4185</td>
</tr>
<tr>
<td>$x_3(t)$</td>
<td>$9.804 \times 10^{-4}$</td>
<td>Max Value: 0.0194</td>
</tr>
</tbody>
</table>

For the bio-economic system, the results in Figures 6 and 7 indicate that the population density of the juvenile species and adult species can smoothly achieve an equilibrium. Additionally, the harvest effort on the immature population can be determined more accurately. The larger overshoot of state responses in Figures 6 and 7 indicates that the population density of the species is rapidly changed, which may not be in accordance with a biological system. Based on the results of Figure 9, the tax is imposed with the smaller and smoother value such that the more economical purpose can be achieved. Therefore, the proposed OBPD fuzzy controller design method not only achieved a better control performance for the nonlinear singular system with uncertainty and external disturbance, but it also can provide a more cost-effective fuzzy control method for practical applications.

5. Conclusions

In this paper, the problem of designing an OBPD fuzzy control approach for uncertain T-SFSSs subject to MPRs was addressed. The proposed control scheme uses the PDC approach and PD control method to ensure that the system is stable and to guarantee the GCC constraint while satisfying a desired passive constraint. The robust control method is applied to deal with the uncertainties. To estimate the current states, an observer is designed to guarantee the existence of the states in the controller. The regularity and non-impulsiveness of the system are also ensured. By using the Lyapunov theory, the stability conditions are derived. The conditions are then transformed into strict LMI form using SVD, free-weighting matrix, and Shur complement techniques, and can be efficiently calculated using convex optimization algorithms. Finally, the simulation results of the bio-economic system show that the proposed method achieved the desired control objectives.

Note that the type-2 T-S fuzzy modeling approach can efficiently solve the uncertain problem in membership functions. Thus, one of the major future works is integrating the proposed OBPD fuzzy controller design method and the interval type-2 T-S fuzzy model to obtain a better control performance.
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