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Abstract: The intuitionistic hesitant fuzzy set is a significant extension of the intuitionistic fuzzy set, specifically designed to address uncertain information in decision-making challenges. Aggregation operators play a fundamental role in combining intuitionistic hesitant fuzzy numbers into a unified component. This study aims to introduce two novel approaches. Firstly, we propose a three-way model for investors in the business domain, which utilizes interval-valued equivalence classes under the framework of intuitionistic hesitant fuzzy information. Secondly, we present a multiple-attribute decision-making (MADM) method using various aggregation operators for intuitionistic hesitant fuzzy sets (IHFVs). These operators include the IHF Aczel–Alsina average (IHFAA) operator, the IHF Aczel–Alsina weighted average (IHFWA) operator, and the IHF Aczel–Alsina–ordered weighted average (IHFWA) operator and the IHF Aczel–Alsina hybrid average (IHFAH) operators. We demonstrate the properties of idempotency, boundedness, and monotonicity for these newly established aggregation operators. Additionally, we provide a detailed technique for three-way decision-making using intuitionistic hesitant fuzzy Aczel–Alsina aggregation operators. Furthermore, we present a numerical case analysis to illustrate the pertinency and authority of the established model for investment in business. In conclusion, we highlight that the developed approach is highly suitable for investment selection policies, and we anticipate its extension to other fuzzy information domains.
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1. Introduction

The exploration of vagueness-related issues has become a central focus among scholars [1]. The pursuit of extracting meaningful insights from imperfect data has emerged as a critical area of research [2]. Consequently, various techniques, including fuzzy set (FS) theory [3], quotient space theory [4], and rough set theory (RST) [5], have been developed to detect and tackle ambiguous information. These strategies aim to mitigate the challenges posed by ambiguity and hesitation.

The theory of FS was initially introduced by Zadeh [3] and has since been further developed by other academics to cater to diverse needs [6–8]. A fuzzy set comprises elements assigned membership functions that generate membership grades (MGs) ranging from 0 to 1. In 1986, Atanassov [9] proposed the idea of IFS as a means of representing ambiguous
and complex information using membership grades (MGs) and non-membership grades (NMGs), with a maximum total of 1. IFS, has garnered significant attention since its inception. Another approach to handling vagueness was established by Torra [10] in the form of hesitant fuzzy sets (HFSs), which expand upon the theory of FSs by allowing membership grades to hold a range of possible values within the interval of 0–1. The concept of HFSs has been widely applied across various complexities, with numerous researchers critically examining data aggregation procedures and their impact on decision-making [11–14].

In a recent publication, Tahir et al. [15] started the notion of intuitionistic hesitant fuzzy sets (IHFSs), which combine IFSs and HFSs. In IHFSs, grades represent a spectrum of conceivable values between 0 and 1. IHFS has emerged as a potent instrument for tackling the complexities of decision-making. To achieve this, Yager [16,17] developed the power average (PA) operator and employed it to address multiple-attribute decision-making (MADM) issues. Xu et al. [18] began innovative geometric aggregation operators for IFSs, while Zhang et al. [19] proposed Heronian mean aggregation operations for generalizing FSs. Redenovic et al. [20] described the Bonferroni mean aggregation operators and obtained results for decision-making. Ayub [21] presented the Bonferroni mean aggregation approach for dual hesitant data, and Hadi et al. [22] rationalized the use of Hamacher mean operators for optimal decision selection.

Three-way decision (3WD) modeling, as introduced by Yao, combines rough set theory (RST) to address uncertain classification problems [23,24]. 3WD separates the universe into three sectors, “acceptance”, “deferment”, and “rejection”, using a collection of thresholds [25]. Consequently, 3WD theory has proven to be effective in solving various challenging problems [26,27]. Decision-theoretic rough sets (DTRSs) further extend RST by incorporating Bayesian decision techniques, enhancing the power of 3WD [28,29]. DTRSs were initially proposed by Yao et al. [30], introducing rational decision semantics and considering related risks. 3WD with DTRSs aims to minimize the total risk. Zhang et al. developed a technique for ranking alternatives based on DTRSs [31], and Qian et al. developed the notion to the multi-organization of DTRSs [32]. By integrating and combining multiple theories, while Ali et al. directed on DTRSs within a single-valued neuromorphic environment [33,34].

Triangular norms (T.N.) and triangular conorms (T.CN) play crucial roles in the decision-making process. Menger [35] is credited with introducing the concept of T.N. in the context of probabilistic metric spaces. Descharijver [36] applied this concept in an intuitionistic fuzzy environment, and Drosses [37] offered generalized T.N. structures. Boixader et al. [38] proposed the idea of Vague and fuzzy t-norms and t-conorms. Extensive research on T.Ns and T.CNs has been conducted by various scholars [39–41]. Klement et al. [42,43] have broadly examined current well-organized research on the properties and associated objects of T.Ns. Aczel and Alsina [43] led into new procedures in 1982, known as Aczel–Alsina T.N. and Aczel–Alsina T.CN., which give precedence to adaptability with parameter activity. Scholars have extensively investigated Aczel–Alsina aggregation operators [44,45].

Motivation

During our comprehensive literature review, we identified a significant gap in the utilization of intuitionistic hesitant fuzzy sets (IHFSs) in conjunction with Aczel–Alsina aggregation operators. In order to address this gap and present valuable solutions for decision-makers, we propose an integrated framework that caters to both multiple-attribute decision-making (MADM) and three-way decision (3WD) approaches. While the 3WD model is a well-known classical approach that heavily relies on equivalence classes, we aim to enhance its applicability and generalization by introducing the concept of interval-valued classes. Through our extensive study, we developed a novel and sophisticated strategy that builds upon the existing research in this field.

Our proposed approach revolves around three-way decision models based on interval-valued equivalence classes, which enable the effective separation of intuitionistic hesi-
tant fuzzy systems. Moreover, we introduced a set of innovative Aczel–Alsina aggregation operations specifically designed to handle intuitionistic hesitant fuzzy data. These newly devised aggregation operators include \( IHF.A.A \) operators, \( IHF.A.A.WA \) operators, \( IHF.A.A.OWA \) operators and \( IHF.A.A.HA \) operators operators, each tailored to cater to different decision-making scenarios. We also thoroughly examined and confirmed the essential characteristics of these operators.

Moreover, utilizing the aforementioned aggregation operators, we have proposed a novel algorithm for multiple-attribute decision-making (MADM) in the circumstances of investment under intuitionistic hesitant fuzzy sets. This algorithm aids decision-makers in identifying the most suitable investment options based on comprehensive evaluations considering risk and benefit factors.

To authorize the effectiveness and practicality of our suggested model, we conducted a detailed case study involving a businessman seeking to invest in the best company while minimizing risks and maximizing benefits. This practical example showcases the application and real-life implications of our developed framework.

Additionally, we conducted an extensive analysis of variation parameters to provide a comprehensive understanding of the proposed model’s behavior and performance. Furthermore, we performed a meticulous comparison study, contrasting our established model with existing approaches, thereby highlighting the advantages and uniqueness of our offered methodology.

In conclusion, this paper presents a novel and comprehensive framework that bridges the gap between IHFSs and Aczel–Alsina Aggregation Operators. Our proposed approach offers enhanced decision-making capabilities through the utilization of interval-valued equivalence classes and innovative aggregation operators. The practical example and in-depth analysis provided demonstrate the ability and advantage of our established structure compared to presented models.

The remainder of the paper is organized as follows: In Section 2, we deliver a comprehensive overview of the fundamental concepts and definitions pertaining to intuitionistic hesitant fuzzy sets (IHFS), three-way decision models, and Aczel–Alsina operators. In Section 3, we exhibit our proposed approach, which focuses on the development of an interval-valued three-way decision model. Section 4 elaborates on the series of IHF Aczel–Alsina aggregation operators, outlining their characteristics in a detailed manner. In Section 5, we outline the algorithm for multiple-attribute decision-making (MADM) that utilizes IHF information and incorporates the Aczel–Alsina aggregation operators proposed in Section 4. Section 6 introduces the algorithm for the three-way decision model, which builds upon the ideas presented in Section 3 and utilizes the aggregation operators tailored for the IHF environment, as discussed in Section 4. In Section 7, we present a case study that exemplifies the application of our proposed model by assisting a businessman in selecting the most suitable company for investment. Section 8 offers a comparative analysis, where we compare our approach with existing methodologies, complemented by a graphical representation for better visualization. Finally, in Section 9, we conclude the paper, summarizing our findings and providing plans for further research.

2. Preliminaries

In the subsequent section, we will delve into a comprehensive discussion of the essential concepts surrounding intuitionistic hesitant fuzzy sets. This will encompass a detailed exploration of related topics, including Aczel–Alsina triangular norms (T.Ns), triangular co-norms (T.CNs), and aggregation operators.

2.1. Intuitionistic Hesitant Fuzzy Sets

Atanassov [9] studied IFS; IFS delivers both MG and NMG at the same time.
Definition 1 [9]. An IFS $Z$ on $U$ is expressed via the two functions $x(v)$ and $y(v)$. Numerically, it is presented by the following form:

$$Z = (v, x_Z(v), y_Z(v)) | v \in U$$

(1)

where $x_Z(v) : U \to [0, 1]$ and $y_Z(v) : U \to [0, 1]$ signifies the MG and NMG, including the condition $0 \leq x(v) + y(v) \leq 1, \forall v \in U$.

For every IFS $Z$ in $U$, we denote $p_Z(v) = 1 - x_Z(v) - y_Z(v), \forall v \in U$, where $p_Z(v)$ is described as the indeterminacy level of from $v$ to $Z$.

The more comprehensive version of intuitionistic fuzzy sets (IFS), known as intuitionistic hesitant fuzzy sets (IHFSs), which combine the concepts of IFS and hesitant fuzzy sets (HFS) was introduced by Tahir et al. [15]. In IHFSs, both the membership grades (MG) and non-membership grades (NMG) are defined as elements within the range of $[0, 1]$. In the following sections, we present the fundamental definition and operations of IHFSs.

Definition 2 [15]. The representation of an intuitionistic hesitant fuzzy set (IHFS) $Z$ on a universe $U$ is given by two mappings $x(v)$ and $y(v)$. Mathematically, this is demonstrated by the following model:

$$Z = (v, x_Z(v), y_Z(v)) | v \in U$$

(2)

The mappings $x_Z(v)$ and $y_Z(v)$ consist of multiple numbers ranging from 0 to 1, which represent the possible membership grades (MGs) and non-membership grades (NMGs) of the object $v \in U$ in the set $Z$, subject to the constraint that $0 \leq (x_Z(v)) + (y_Z(v)) \leq 1$.

To facilitate our studies, we will use $(x(v), y(v))$ to represent an intuitionistic hesitant fuzzy number (IHFN).

Definition 3. The score $\text{Scr}(Z)$ and accuracy $\text{Hac}(Z)$ functions are defined and denoted for any IHFNs $Z = (x_Z, y_Z)$:

$$\text{Scr}(Z) = \frac{S(x_Z) - S(y_Z)}{2}, \text{Scr}(Z) \in [-1, 1]$$

(3)

$$\text{Hac}(Z) = \frac{S(x_Z) + S(y_Z)}{2}, \text{Hac}(Z) \in [0, 1]$$

(4)

where, $S(x_Z) = \frac{\text{sum of all elements in } (x_Z)}{\text{order of } (x_Z)}$, $S(y_Z) = \frac{\text{sum of all elements in } (y_Z)}{\text{order of } (y_Z)}$.

Definition 4 [15]. Suppose $Z_1 = (x_1, y_1), Z_2 = (x_2, y_2)$ be “IHFSs and some basic operations are described as below”:

(i) $Z_1 \oplus Z_2 = \bigcup_{a_1 \in x_1} \{a_1 + a_2 - a_1 a_2\}, \{b_1 b_2\}$

(ii) $Z_1 \otimes Z_2 = \bigcup_{a_1 \in x_1} \{a_1 a_2\}, \{b_1 + b_2 - b_1 b_2\}$

(iii) $\lambda Z_1 = \bigcup_{a \in x_1} \left(1 - (1 - a)^\lambda, b^\lambda\right), \lambda > 0$

(iv) $Z_1^\lambda = \bigcup_{a \in x_1} \left((a)^\lambda, 1 - (1 - b)^\lambda\right), \lambda > 0$

(v) $Z_1^g = (b_y, a_x)$
Definition 5. Consider a group of IHFS denoted by \( Z_j = (x_j, y_j) \) and their corresponding weights \( w_j = (w_{j1}, w_{j2}, \ldots, w_{jn})^T \), and \( \sum_{j=1}^{n} w_j = 1 \). The IHFPWA operator is a function IHFPWA: \( Z^n \rightarrow Z \), where:

\[
\text{IHFPWA}_w(Z_1, Z_2, \ldots, Z_n) = \frac{\sum_{j=1}^{n} w_j (1 + T(Z_j))}{\sum_{j=1}^{n} w_j (1 + T(Z_j))} = \bigcup_{a_j \in x_j} b_j \in y_j \left( 1 - \prod_{j=1}^{n} (1 - (a_j)^{w_j (1 + T(Z_j))}) \right), \prod_{j=1}^{n} (b_j)^{w_j (1 + T(Z_j))} \)

where,

\[
T(Z_j) = \bigcup_{x_j \in x_j} y_j \left( \sum_{i=1}^{n} w_i \text{Sup}(Z_i, Z_i) \right)
\]

Definition 6. “For IHFSs \( Z_j = (x_j, y_j) \), with their weights \( w_j = (w_{j1}, w_{j2}, \ldots, w_{jn})^T \) such that \( w_j > 0 \) and \( \sum_{j=1}^{n} w_j = 1 \). A mapping IHFPWA: \( Z^n \rightarrow Z \), is stated as:“

\[
\text{IHFPWA}_w(Z_1, Z_2, \ldots, Z_n) = \frac{\sum_{j=1}^{n} w_j (1 + T(Z_{\sigma(j)}) Z_{\sigma(j)})}{\sum_{j=1}^{n} w_j (1 + T(Z_{\sigma(j)}))} = \bigcup_{a_{\sigma(j)} \in x_j} b_{\sigma(j)} \in y_j \left( 1 - \prod_{j=1}^{n} (1 - (a_{\sigma(j)})^{w_j (1 + T(Z_{\sigma(j)}))}) \right), \prod_{j=1}^{n} (b_{\sigma(j)})^{w_j (1 + T(Z_{\sigma(j)}))} \)

2.2. A Summary of Aczel-Alsina Operators

The relationship between fuzzy logic and FSs can be established through a given set of functions known as triangular norms (T.Ns). The concept of T.Ns was initially introduced by Menger [37] and has been widely employed in diverse applications involving information aggregation and decision-making. In the following section, we will delve into the necessary ideas that contribute to the further expansion of this topic.

Definition 7. “A function \( M': [0, 1] \times [0, 1] \rightarrow [0, 1] \) is a T.Ns is fulfilled following properties, \( \forall e, f, g \in [0, 1] \)”: 

1. Symmetry: \( M'(e, f) = M'(f, e) \).
2. Associativity: \( M'(e, M'(f, g)) = M'(M'(e, f), g) \).
3. Monotonicity: \( M'(e, f) \leq M'(e, g) \) if \( f \leq g \).
4. One Identity: \( M'(1, e) = e \);

Examples of T.Ns are: \( \forall e, f, g \in [0, 1] \),

1. Product triangular norm: \( M'_{\text{prod}}(e, f) = e \cdot f \).
2. Minimum triangular norm: \( M'_{\text{min}}(e, f) = \min(e, f) \).
3. Lukasiewicz triangular norm: \( M'_{\text{luk}}(e, f) = \max(e+f - 1, 0) \).
4. Drastic triangular norm:

\[ M'_{\text{dra}}(e, f) = \begin{cases} e, & \text{if } f = 1 \\ f, & \text{if } e = 1 \\ 0, & \text{otherwise} \end{cases} \]

**Definition 8.** "A function \( N' : [0, 1] \times [0, 1] \rightarrow [0, 1] \) is T.CNs if the following axioms are fulfilled: \( \forall e, f, g \in [0, 1] \)

1. Symmetry: \( N'(e, f) = N'(f, e) \).
2. Associativity: \( N'(e, N'(f, g)) = N'(B'(e, f), g) \).
3. Monotonicity: \( N'(e, f) \leq N'(e, g) \) if \( f \leq g \).
4. Zero Identity: \( N'(0, e) = e \).

Examples of T.CNs are: \( \forall e, f, g \in [0, 1] \)

1. Probabilistic sum T.CNs: \( N'_{\text{ps}}(e, f) = e + f - e \cdot f \).
2. Maximum T.CNs: \( N'_{\text{max}}(e, f) = \max(e, f) \).
3. Lukasiewicz T.CNs: \( N'_{\text{luk}}(e, f) = \min\{e + f, 1\} \).
4. Drastic T.CNs:

\[ B'_{\text{dra}}(e, f) = \begin{cases} e, & \text{if } f = 0 \\ f, & \text{if } e = 0 \\ 1, & \text{otherwise} \end{cases} \]

**Definition 9 [43].** "Aczel—Alsina shown new T.IIs and T.CNs, which are denoted as":

\[ M'_{\phi}(e, f) = \begin{cases} A'_{\text{dra}}(e, f) & \text{if } \phi = 0 \\ \min(e, f) & \text{if } \phi = \infty \\ e^{-((\log l)^\phi + (-\log m)^\phi)^{1/\phi}} & \text{otherwise} \end{cases} \]

and

\[ N'_{\phi}(e, f) = \begin{cases} B'_{\text{dra}}(e, f) & \text{if } \phi = 0 \\ \max(e, f) & \text{if } \phi = \infty \\ 1 - e^{-((\log(1-l))\phi + (-\log(1-m))\phi)^{1/\phi}} & \text{otherwise} \end{cases} \]

2.3. A Review of Three-Way Decision Theory

The three-way decision model is a powerful approach to decision-making, which classifies objects into three definite categories: “positive”, “negative”, and “boundary”. Rooted in the concept of RSs, this model proposes a comprehensive and adaptable framework that is particularly valuable in situations characterized by uncertainty and ambiguity. Its versatility extends across various domains, including business, medicine, and engineering, where decision-makers can leverage its ability to make well-informed and effective decisions.

**Definition 10.** Let \( S = (E, A, Va, f) \) be an information system (IS), where \( E = \{A_1, A_2, \ldots, A_n\} \) is the universe of discourse. \( A = \{c_1, c_2, \ldots, c_m\} \) is the collection of attributes. \( Va = \bigcup_{c \in A} \mathbb{V}_c \) is the range of values. \( \mathbb{V}_c \) denotes the value under attribute \( c \), and \( f = E \times A \rightarrow Va \) is an information mapping.

Furthermore, the information system comprises two distinct types of attributes: “condition attributes (C) and decision attribute(s) (D)”, where \( A = C \cup D \). These information systems are commonly known as decision information systems.

In order to cluster elements in set \( O \) based on the features present in set \( A \), rough sets (RSs) establish equivalence classes. Within this framework, the equivalence classes derived from
the relations $\text{IND}(C)$ and $\text{IND}(D)$ are commonly referred to as condition classes and decision classes, respectively.

**Definition 11.** Given an information system $\mathcal{S} = (E, \text{At}, \text{Va}, f)$, and a subset of attributes $I \subseteq \text{At}$, an equivalence relation $R$ is stated by:

$$R_I = \left\{ (A_{c_i}, A_{c_j}) \in E \times E \mid \text{for all } c \in I \left( A_{c_i} = A_{c_j} \right) \right\}.$$

Using this relation, the equivalence class of an element $A_I \in E$, is defined by

$$[A_{c_i}]_I = \left\{ A_{c_j} \in E \mid (A_{c_i}, A_{c_j}) \in R_I \right\}.$$

The primary aim of an equivalence relation is to establish the notion of indistinguishability among objects. By utilizing the equivalence relation $R_I$, the information system can be effectively partitioned into three distinct parts through approximation classes.

**Definition 12.** Pawlak [5] introduced the approximation classes for approximation space $\text{Appr}(E,R)$ of $E$ for all $T \subseteq E$, which are defined as:

$$\overline{\text{Appr}}(T) = \{ A \in E \mid [A]_I \subseteq T \},$$

$$\underline{\text{Appr}}(T) = \{ A \in E \mid [A]_I \cap T \neq \emptyset \},$$

These classes are known as lower approximation $\overline{\text{Appr}}(T)$ and upper approximations $\underline{\text{Appr}}(T)$ classes, respectively, where $[A]_I$ is the equivalence class of $A$.

**Definition 13.** Based on the approximation classes designed in (5), three different regions are introduced, as below:

$$\text{POS}(T) = \overline{\text{Appr}}(T), \text{NEG}(T) = E - \overline{\text{Appr}}(T), \text{BND}(T) = \underline{\text{Appr}}(T) - \overline{\text{Appr}}(T).$$

**Definition 14.** For an information system $\mathcal{S} = (E, \text{At}, \text{Va}, f)$, and a subset of attributes $I \subseteq \text{At}$, the three types of decision rules of $X \subseteq E$ are defined by:

(A) If $z \models \text{Description}([A]_I)$ for $[A]_I \in \text{POS}(T)$, then accept $z$,

(R) If $z \models \text{Description}([A]_I)$ for $[A]_I \in \text{NEG}(T)$, then reject $z$,

(N) If $z \models \text{Description}([A]_I)$ for $[A]_I \in \text{BND}(T)$, then neither accept nor reject $z$.

3. A New Three-Way Decision Model Developed on Intervals for Intuitionistic Hesitant Fuzzy Sets

This section introduces a novel approach for modeling a three-way decision (3-WD) by incorporating interval design. The approach entails the development of innovative interval classes to effectively divide the universe into three distinct zones, POS, NEG, and BND, facilitating the classification of participants. The generation of these intervals relies on a distance function, which shows a crucial part in the process. Consequently, a definition of the distance function for the membership values of intuitionistic hesitant fuzzy numbers is presented.

**Definition 15.** For an aggregated information of IHFNs $Z_j = (x_j, y_j)$ intervals are produced by the distance formula.

$$h = \frac{\max(x_i) - \min(x_i)}{n}$$
where $n$ is the number of intervals $\delta_n$ that we required.

$$
\delta_n = [\text{Min}(m_i), \text{Min}(m_j) + h)
$$

(7)

Based on these intervals $\delta_n$ (7), equivalence classes $[A]_i$ are developed.

**Definition 16.** The equivalence classes $[A]_i$ for the $A_i$ are designed as

$$
[A]_i = \{ A : A_i \in \delta_n \}
$$

**Definition 17.** The approximation classes for approximation space $\text{Appr}(E, R)$ of $E$ for all $T \subseteq E$, which are defined as:

$$
\text{Appr}(T) = \{ A \in E | [A]_i \subseteq T \}, \text{Appr}(T) = \{ A \in E | [A]_i \cap T \neq \emptyset \},
$$

(8)

**Definition 18.** Based on the approximation classes designed in (5), three different regions are introduced, as below.

$$
\text{POS}(T) = \text{Appr}(T) \text{NEG}(T) = E - \text{Appr}(T) \text{BND}(T) = \text{Appr}(X) - \text{Appr}(T)
$$

(9)

**Definition 19.** For an information system $S = (E, A_t, V_a, f)$, and a subset of attributes $I \subseteq A_t$, the three types of decision rules of $T \subseteq E$ are defined by:

(A1) If $z \models \text{Description}([A]_i)$ for $[A]_i \in \text{POS}(T)$, then accept $z$,

(R1) If $z \not\models \text{Description}([A]_i)$ for $[A]_i \in \text{NEG}(T)$, then reject $z$,

(N1) If $z \not\models \text{Description}([A]_i)$ for $[A]_i \in \text{BND}(T)$, then neither accept nor reject $z$.

4. Aczel–Alsina Operators for Intuitionistic Hesitant Fuzzy Sets

This portion provides an overview of the Aczel–Alsina operations for IHFSs and explores several main properties of these functions. The Aczel–Alsina characterization of the “triangular norm $N'$ and triangular co-norm $B'$” is presented, and the product $M'_\Lambda$ and sum $N'_\Lambda$ for IHFSs $Z_1$ and $Z_2$ are described below.

$$
Z_1 \otimes Z_2 = \{ \langle v, M'_\Lambda \{ x_{Z_1}(v), x_{Z_2}(v) \}, N'_\Lambda \{ y_{Z_1}(v), y_{Z_2}(v) \} : v \in U \}
$$

$$
Z_1 \oplus Z_2 = \{ \langle v, M'_\Lambda \{ x_{Z_1}(v), x_{Z_2}(v) \}, N'_\Lambda \{ y_{Z_1}(v), y_{Z_2}(v) \} : v \in U \}
$$

**Definition 20.** Let $Z_1 = (x_{Z_1}, y_{Z_1})$ and $Z_2 = (x_{Z_2}, y_{Z_2})$ are IFNs and $a_u, b_u \in x_{W_u}$ and $a_u, b_u \in y_{W_u} (u = 1, 2, 3, \ldots, p')$, with $\exists \geq 1$ and $\lambda > 0$. Further $p_j = \left( \frac{1}{p} \sum_{j=1}^{p'} a_{u_j} \right), \phi_j = \left( \frac{1}{p} \sum_{j=1}^{p'} b_{u_j} \right)$ as MG and NMG respectively. Then, Aczel–Alsina operators are defined as:

(i) $Z_1 \oplus Z_2 = \langle 1 - e^{((-(\log(1-\rho_1))^2)+(-(\log(1-\rho_2)))^2)^{\frac{1}{2}}}, 1 - e^{((-(\log(1-\phi_1)))^2+(-(\log(1-\phi_2)))^2)^{\frac{1}{2}}} \rangle$

(ii) $Z_1 \otimes Z_2 = \langle e^{((-(\log(1-\rho_1))^2)+(-(\log(1-\rho_2)))^2)^{\frac{1}{2}}}, 1 - e^{((-(\log(1-\phi_1)))^2+(-(\log(1-\phi_2)))^2)^{\frac{1}{2}}} \rangle$

(iii) $\lambda Z = \langle 1 - e^{-\left(\lambda (-(\log(1-\rho)))^2\right)^{\frac{1}{2}}}, 1 - e^{-\left(\lambda (-(\log(1-\phi)))^2\right)^{\frac{1}{2}}} \rangle$

(iv) $Z^\lambda = \langle e^{-(\lambda (-(\log(1-\rho)))^2)^{\frac{1}{2}}}, e^{-(\lambda (-(\log(1-\phi)))^2)^{\frac{1}{2}}} \rangle$

Theorem 1. $Z_1 = (x_{Z_1}, y_{Z_1})$ and $Z_2 = (x_{Z_2}, y_{Z_2})$ are two IHFNs, with $\exists \geq 1, \Omega > 0$. We have

(i) $Z_1 \oplus Z_2 = Z_2 \oplus Z_1$

(ii) $Z_1 \otimes Z_2 = Z_2 \otimes Z_1$

(iii) $\lambda (Z_1 \oplus Z_2) = \lambda Z_1 \oplus \lambda Z_2$
Mathematics 2023, 11, 2768

(iv) \((Z_1 \otimes Z_2)^\lambda = Z_1^\lambda \otimes Z_2^\lambda\)

(v) \(Z_1^\lambda \otimes Z_2^\lambda = Z^{(\lambda_1 + \lambda_2)}\)

**Proof.** For the three IHFNs \(Z, Z_1\) and \(Z_2\) and \(\lambda, \lambda_1, \lambda_2 > 0\), as denoted in Definition 20, then there are.

(i) \(Z_1 \oplus Z_2\)

\[
= (1 - e^{-((\log (1-(\rho_1)))^2 + (\log (1-(\rho_2)))^2)^{\frac{1}{2}}})
= (1 - e^{-((\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}}})
= Z_2 \oplus Z_1
\]

(ii) This is straightforward.

(iii) Let \(f = 1 - e^{-((\log (1-(\rho_2)))^2 + (\log (1-(\rho_1)))^2)^{\frac{1}{2}}}; then, \log (1-f) = -((\log (1-(\rho_2)))^2 + (\log (1-(\rho_1)))^2)^{\frac{1}{2}}\); using this, we obtain \(\lambda(Z_1 \oplus Z_2)\)

\[
= \lambda (1 - e^{-((\log (1-(\rho_1)))^2 + (\log (1-(\rho_2)))^2)^{\frac{1}{2}}})
= (1 - e^{-((\log (1-(\rho_1)))^2 + (\log (1-(\rho_2)))^2)^{\frac{1}{2}}}) \oplus (1 - e^{-((\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}}})
= \lambda Z_1 \oplus \lambda Z_2
\]

(iv) Now

\[
\lambda_1 Z \oplus \lambda_2 Z = (1 - e^{-((\log (1-(\rho_1)))^2 + (\log (1-(\rho_2)))^2)^{\frac{1}{2}}}) \oplus (1 - e^{-((\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}}})
= (1 - e^{-((\lambda_1 + \lambda_2)(\log (1-(\rho)))^2 + (\log (\phi))^2)^{\frac{1}{2}}}) \oplus (1 - e^{-((\lambda_1 + \lambda_2)(\log \phi)^2)^{\frac{1}{2}}})
= (\lambda_1 + \lambda_2) Z
\]

(v) \((Z_1 \otimes Z_2)^\lambda\)

\[
= \langle e^{-((\log (\rho_1)))^2 + (\log (\rho_2)))^2 + (\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}} \rangle^\lambda
= \langle e^{-((\log (\rho_1)))^2 + (\log (\rho_2)))^2 + (\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}} \rangle \otimes \langle e^{-((\log \phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}} \rangle
= Z_1^\lambda \otimes Z_2^\lambda
\]

(vi) \(Z_1^\lambda \otimes Z_2^\lambda\)

\[
= \langle e^{-((\log (\rho_1)))^2 + (\log (\rho_2)))^2 + (\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}} \rangle \otimes \langle e^{-((\log (\rho_1)))^2 + (\log (\rho_2)))^2 + (\log (\phi_1))^2 + (\log (\phi_2))^2)^{\frac{1}{2}} \rangle
= Z_{1}^{\lambda_1} \otimes Z_{2}^{\lambda_2}
\]

By using the Aczel–Alsina operations, we generate a set of IHF average aggregation operators. □
Definition 21. \( Z_i = (x_{Z_i}, y_{Z_i}) \), \((i \in N)\) are a set of “IHFNs, the weight \( w = (w_1, w_2, \ldots, w_n)^T \) for the \( Z_i \), \((i \in N)\) with \( w_i > 0, w_i \in [0, 1] \) and \( \sum_{i=1}^{n} w_i = 1 \). Then, the \( IHF.A.WA_w \) operator is a function: \( IHF.A.WA_w: (Z)^n \rightarrow Z \) described as

\[
IHF.A.WA_w(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} (w_i Z_i) = w_1 Z_1 \oplus w_2 Z_2 \oplus \ldots, \oplus w_n Z_n
\]

Definition 21 can be used to obtain Theorem 2.

Theorem 2. For \( Z_i = (x_{Z_i}, y_{Z_i}) \), \((i \in N)\), the outcome of IHFNs using \( IHF.A.WA_w \) operator is again IHFN.

\[
IHF.A.WA_w(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} (w_i Z_i)
= (1 - e^{-(\sum_{i=1}^{n} w_i(- \log \phi_i)^{\frac{1}{2}})})^{\frac{1}{2}}, \quad e^{-(\sum_{i=1}^{n} w_i(- \log \phi_i)^{\frac{1}{2}})}
\]

Proof. Mathematical induction can demonstrate the above result in the subsequent fashion:

(I) For \( i = 2 \),

\[
w_1 Z_1 = w_1 \left(1 - e^{-(w_1(- \log \phi_1)^{\frac{1}{2}})} \right), \quad e^{-(w_1(- \log \phi_1)^{\frac{1}{2}})}
\]

\[
w_2 Z_2 = (1 - e^{-(w_2(- \log \phi_2)^{\frac{1}{2}})})^{\frac{1}{2}}, \quad e^{-(w_2(- \log \phi_2)^{\frac{1}{2}})}
\]

Definition 20 is directed as,

\[
IHF.A.WA_w(Z_1, Z_2) = w_1 Z_1 \oplus w_2 Z_2
= (1 - e^{-w_1(- \log \phi_1)^{\frac{1}{2}}})^{\frac{1}{2}}, \quad e^{-w_1(- \log \phi_1)^{\frac{1}{2}}}
\]

\[
= (1 - e^{-(w_1(- \log \phi_1)^{\frac{1}{2}}) + w_2(- \log \phi_2)^{\frac{1}{2}}})^{\frac{1}{2}}, \quad e^{-(w_1(- \log \phi_1)^{\frac{1}{2}} + w_2(- \log \phi_2)^{\frac{1}{2}})}
\]

Thus, Equation (5) is fulfilled for \( i = 2 \).

(II) Supposing Equation (5) is succeeded for \( i = k \), we can say

\[
IHF.A.WA_w(Z_1, Z_2, \ldots, Z_k) = \oplus_{i=1}^{k} (w_i Z_i)
= (1 - e^{-\sum_{i=1}^{k} w_i(- \log \phi_i)^{\frac{1}{2}}})^{\frac{1}{2}}, \quad e^{-\sum_{i=1}^{k} w_i(- \log \phi_i)^{\frac{1}{2}}}
\]

Considering \( i = k + 1 \), the following is observed.

\[
IHF.A.WA_w(Z_1, Z_2, \ldots, Z_k, Z_{k+1}) = \oplus_{i=1}^{k} (w_i Z_i)(w_{k+1} Z_{k+1})
= 1 - e^{-\sum_{i=1}^{k} w_i(- \log \phi_i)^{\frac{1}{2}}})^{\frac{1}{2}}, \quad e^{-\sum_{i=1}^{k} w_i(- \log \phi_i)^{\frac{1}{2}}}
\]

Then, Equation (6) shows the confirmation.

(I) and (II) confirm the result \( \forall i \).

The employment of the \( IHF.A.WA \) operator enabled us to effectively demonstrate the pertinent characteristics.

“Idempotency” For \( Z_i = (x_{Z_i}, y_{Z_i}) \), \((i \in N)\) are equal, that is, \( Z_i = Z \ \forall i \); then, \( IHF.A.WA_w(Z_1, Z_2, \ldots, Z_i) = Z \)
“Boundedness” For all \( Z_i = (x_{Z_i}, y_{Z_i}) \). Consider \( Z^- = \inf(Z_1, Z_2, \ldots, Z_n) \) and \( Z^+ = \sup(Z_1, Z_2, \ldots, Z_n) \). Then,

\[
Z^- \leq \text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) \leq Z^+
\]

“Monotonicity” Let \( Z_i \) and \( Z'_i \) are IHFNs. Let \( Z_i \leq Z'_i, \forall i \); then, \( \text{IHF.\ A.\ OWA}_u(Z_1, Z'_2, \ldots, Z_n) \leq \text{IHF.\ A.\ OWA}_u(Z_1, Z'_2, \ldots, Z'_n) \).

At present, \( \text{IHF.\ A.\ OWA}_u \) calculations are being generated by us. □

**Definition 22.** Suppose \( Z_i = (x_{Z_i}, y_{Z_i}) \) to be a set of IHFNs. Then, the \( \text{IHF.\ A.\ OWA}_u \) operator is a function: \( \text{IHF.\ A.\ OWA}_u: Z^n \rightarrow Z \), defined as

\[
\text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} (w_i Z_{\sigma(i)}) = (1 - e^{-\sum_{i=1}^{n} w_i(-\log(1-\rho_{\sigma(i)})))^\frac{1}{2}, e^{-(\sum_{i=1}^{n} w_i(-\log(\phi_{\rho(i)}))})^\frac{1}{2})
\]

Here \((\sigma(1), \sigma(2), \ldots, \sigma(n))\) are the permutations of \( \forall i \), enclosing \( Z_{\sigma(n-1)} \geq Z_{\sigma(n)}, \forall i \).

**Definition 22** provides the direction towards **Theorem 3**.

**Theorem 3.** The aggregated value of \( Z_i = (x_{Z_i}, y_{Z_i}) \) by \( \text{IHF.\ A.\ OWA}_u \) operator is also IHFN: \( \text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) = (1 - e^{-\sum_{i=1}^{n} w_i(-\log(1-\rho_{\sigma(i)})))^\frac{1}{2}, e^{-(\sum_{i=1}^{n} w_i(-\log(\phi_{\rho(i)}))})^\frac{1}{2}) \)

The related properties are effectively approved by applying the \( \text{IHF.\ A.\ OWA}_u \) operator.

“Idempotency” For \( Z_i = (x_{Z_i}, y_{Z_i}), \forall i \) are equivalent, that is, \( Z_i = Z_i, \forall i \); then, \( \text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_i) = Z_i \).

“Boundedness” If all \( Z_i = (x_{Z_i}, y_{Z_i}) \), be a set of IHFNs. Let \( Z^- = \min(Z_1, Z_2, \ldots, Z_n) \) and \( Z^+ = \max(Z_1, Z_2, \ldots, Z_n) \). Then,

\[
Z^- \leq \text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) \leq Z^+
\]

“Monotonicity” Let \( Z_i \leq Z'_i, \forall i \); thus,

\[
\text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) \leq \text{IHF.\ A.\ OWA}_u(Z'_1, Z'_2, \ldots, Z'_n)
\]

“Commutativity” The \( \text{IHF.\ A.\ OWA}_u(Z_1, Z_2, \ldots, Z_n) = \text{IHF.\ A.\ OWA}_u(Z'_1, Z'_2, \ldots, Z'_n) \) where \( Z'_i, \forall i \) is any permutation of \( Z_i, \forall i \).

Moreover, we develop hybrid aggregation operators, defined as below.

**Definition 23.** Assume that \( Z_i = (x_{Z_i}, y_{Z_i}) \) are the set of IHFNs. The allocated weight \( w = (w_1, w_2, \ldots, w_n)^T \) for \( Z_1 \) and \( \tilde{Z}_i = n w_i Z_i \). Then, \( \text{IHF.\ A.\ HA}_u \) operator is a mapping: \( \text{IHF.\ A.\ HA}_u: Z^n \rightarrow Z \) defined as

\[
\text{IHF.\ A.\ HA}_u(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} (w_i \tilde{Z}_{\sigma(i)}) = (1 - e^{-\sum_{i=1}^{n} w_i(-\log(1-\rho_{\sigma(i)})))^\frac{1}{2}, e^{-(\sum_{i=1}^{n} w_i(-\log(\phi_{\rho(i)}))})^\frac{1}{2})
\]

Here, \((\sigma(i))\) denotes the permutation \( \forall i \), limiting \( \tilde{Z}_{\sigma(n-1)} \geq Z_{\sigma(n)} \).

The concept presented in **Definition 23** provides us with the notion for the subsequent theorem.

**Theorem 4.** The calculation by \( \text{IHF.\ A.\ HA}_u \) operator for IHFNs is an IHFN,

\[
\text{IHF.\ A.\ HA}_u(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} (w_i \tilde{Z}_{\sigma(i)})
\]

\[
= (1 - e^{-\sum_{i=1}^{n} w_i(-\log(1-\rho_{\sigma(i)})))^\frac{1}{2}, e^{-(\sum_{i=1}^{n} w_i(-\log(\phi_{\rho(i)}))})^\frac{1}{2})
\]

**Proof.** The proof is ignored. □
**Theorem 5.** The \( \text{IHF.A} \circ \text{HA}_w \) operators are simplifications of the \( \text{IHF.A} \circ \text{WA}_w \) and \( \text{IHF.A} \circ \text{OWA}_w \) operators.

**Proof.** (1) Let \( w = \left( \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n} \right) \). Then,
\[
\begin{align*}
\text{IHF.A} \circ \text{HA}_w(Z_1, Z_2, \ldots, Z_n) &= w_1 \bar{Z}_{v(1)} \circ w_2 \bar{Z}_{v(2)} \circ \cdots \circ w_n \bar{Z}_{v(n)} \\
&= \frac{1}{n} \left( w_1 \bar{Z}_{v(1)} \circ Z_{v(2)} \circ \cdots \circ \bar{Z}_{v(n)} \right) \\
&= w_1 Z_{v(1)} \circ w_2 Z_{v(2)} \circ \cdots \circ w_n Z_{v(n)} \\
&= \text{IHF.A} \circ \text{WA}_w(Z_1, Z_2, \ldots, Z_n)
\end{align*}
\]

(2) Let \( w = \left( \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n} \right) \). Then,
\[
\begin{align*}
\text{IHF.A} \circ \text{HA}_w(Z_1, Z_2, \ldots, Z_n) &= w_1 \bar{Z}_{v(1)} \circ w_2 \bar{Z}_{v(2)} \circ \cdots \circ w_n \bar{Z}_{v(n)} \\
&= w_1 Z_{v(1)} \circ w_2 Z_{v(2)} \circ \cdots \circ w_n Z_{v(n)} \\
&= \text{IHF.A} \circ \text{OWA}_w(Z_1, Z_2, \ldots, Z_n)
\end{align*}
\]

which concludes the proof. \( \square \)

5. A Novel Model for MADM

In this part, we implement the established approach to the decision-making process using intuitionistic hesitant fuzzy (IHF) data. The approach is utilized to address multiple-attribute decision-making (MADM) challenges in assessing the potential of emerging technology companies with IHF information. Let \( R_i \ (i = 1, 2, \ldots, n) \) represent a distinct set of alternatives, and \( G_j \ (j = 1, 2, \ldots, m) \) denote the set of attributes. Assume \( \omega = (\omega_t) \ (t = 1, 2, \ldots, n) \) as a weight vector of attributes, where \( \omega_t \geq 0 \) and \( \sum_{t=1}^{n} \omega_t = 1 \). Consequently, the \( \text{IHF.A} \circ \text{WA}_w \) operator is applied to MADM problems to calculate the commercialization potential of emerging technologies in an IHF environment. Furthermore, Figure 1 illustrates the flow chart depicting the decision-making process.

**Step 1.** Evaluation of the IHF information system in the table.

\[
m = \begin{array}{c}
R \setminus R_1 \\
\vdots \\
R_m \\
\end{array}
\begin{bmatrix}
G_1 & G_2 & \cdots & G_n \\
Z_{11} & Z_{12} & \cdots & Z_{12} \\
Z_{21} & Z_{22} & \cdots & Z_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{m1} & Z_{m2} & \cdots & Z_{mn}
\end{bmatrix}
\]

**Step 2.** For participants \( R_i \), aggregate the IHF data of attributes \( G_j \) utilizing the \( \text{IHF.A} \circ \text{WA}_w \) operator as below:
\[
R_i = \text{IHF.A} \circ \text{WA}_w(Z_1, Z_2, \ldots, Z_n) = \oplus_{i=1}^{n} \left( w_i Z_{v(i)} \right)
\]

**Step 3.** Accumulate the scores of alternatives using Definition 3.
**Step 4.** Rank the alternative using the score results according to Definition 3.
6. An Algorithm of Three-Way Decision Based on Established Approach

In this part, we demonstrate the utilization of $IHFA_A$ operators in the three-way decision-making process with IHF information. We figure a five-step approach for choosing the three-way decision for different participants. Let $\mathcal{G}_i$ ($i = 1, 2, \ldots n$) represent the group of participants, and $G_j$ ($j = 1, 2, \ldots m$) denote the collection of conditional attributes and decision attribute of alternatives. Figure 2 provides a comprehensive illustration of the complete workflow of the three-way decision process. The classification of alternative’s suitable regions, namely POS, NEG, and BND, is determined using $IHFA_A$ operators, as described below.

**Figure 1.** Flow chart of MADM.

**Figure 2.** Flow chart of three-way decision process.
Step 1. Evaluation of the intuitionistic hesitant fuzzy information table,

\[
m = \begin{pmatrix}
1 & G_1 & G_2 & \cdots & G_n \\
\frac{1}{R} & Z_{11} & Z_{12} & \cdots & Z_{1n} \\
& \vdots & \vdots & \ddots & \vdots \\
& Z_{m1} & Z_{m2} & \cdots & Z_{mn}
\end{pmatrix}
\]

Step 2. For participants \(R_{ij}\), aggregate the IHF data of attributes \(G_j\) utilizing \(IHF.A\)WA\(\psi\) operator as below:

\[
R_i = IHF.A.WA(\{R_{1}, R_{2}, \ldots, R_{n}\}) = \sum_{i=1}^{n} \left( w_i R_{\psi(i)} \right)
\]

Step 3. Develop the interval equivalence classes based on Definition 16.
Step 4. Construct the approximation spaces using the set \(X\) and partition the information system according to Definition 17.
Step 5. Use the 3WD rules presented in Definition 18 to acquire the corresponding decisions.

7. Numerical Example

This section offers a comprehensive analysis of a case study involving decision-making models built using the proposed approach.

7.1. Evaluation of a Case Study for MADM Approach

Suppose Mr. Zaid is planning to make an investment and is evaluating ten globally recognized companies, denoted by \(R_i\) \((i = 1, 2, \ldots, 10)\), based on four attributes: “\(G_1\)” market growth potential (Growth), “\(G_2\)” financial stability (Stability), “\(G_3\)” customer satisfaction (Satisfaction), and “\(G_4\)” employee satisfaction (Employee). The primary objective is to identify the optimal company using IHF information that can generate maximum profits while minimizing the risk of loss. To construct the best investment decision and ensure low business risk, four experts, denoted as \(E_k\) \((k = 1, 2, 3, 4)\) are currently evaluating the risk associated with each company. The allotted weights provided by the experts are \(\omega = (0.4, 0.2, 0.1, 0.3)^T\).

Step 1. The IHF information is evaluated in Table 1.

<table>
<thead>
<tr>
<th>(R_j)</th>
<th>(G_1)</th>
<th>(G_2)</th>
<th>(G_3)</th>
<th>(G_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0.13, 0.31}, {0.12, 0.43}</td>
<td>{0.32, 0.13}, {0.22, 0.14}</td>
<td>{0.0, 0.13}, {0.19, 0.17}</td>
<td>{0.23, 0.14}, {0.13, 0.12}</td>
<td></td>
</tr>
<tr>
<td>{0.03, 0.12}, {0.09, 0.19}</td>
<td>{0.0, 0.14}, {0.12, 0.23}</td>
<td>{0.1, 0.14}, {0.23, 0.32}</td>
<td>{0.11, 0.21}, {0.01, 0.34}</td>
<td></td>
</tr>
<tr>
<td>{0.02, 0.32}, {0.1, 0.12}</td>
<td>{0.12, 0.29}, {0.22, 0.19}</td>
<td>{0.21, 0.52}, {0.18, 0.23}</td>
<td>{0.23, 0.16}, {0.07, 0.23}</td>
<td></td>
</tr>
<tr>
<td>{0.21, 0.13}, {0.12, 0.12}</td>
<td>{0.13, 0.14}, {0.15, 0.13}</td>
<td>{0.0, 0.12}, {0.15, 0.34}</td>
<td>{0.31, 0.23}, {0.29, 0.02}</td>
<td></td>
</tr>
<tr>
<td>{0.21, 0.22}, {0.19, 0.09}</td>
<td>{0.1, 0.14}, {0.19, 0.2}</td>
<td>{0.24, 0.21}, {0.23, 0.56}</td>
<td>{0.32, 0.15}, {0.12, 0.28}</td>
<td></td>
</tr>
<tr>
<td>{0.14, 0.03}, {0.17, 0.11}</td>
<td>{0.21, 0.03}, {0.11, 0.12}</td>
<td>{0.32, 0.07}, {0.72, 0.02}</td>
<td>{0.27, 0.12}, {0.12, 0.34}</td>
<td></td>
</tr>
<tr>
<td>{0.12, 0.05}, {0.09, 0.15}</td>
<td>{0.05, 0.13}, {0.13, 0.13}</td>
<td>{0.11, 0.14}, {0.65, 0.01}</td>
<td>{0.22, 0.06}, {0.22, 0.26}</td>
<td></td>
</tr>
<tr>
<td>{0.13, 0.21}, {0.13, 0.36}</td>
<td>{0.17, 0.46}, {0.0, 0.12}</td>
<td>{0.18, 0.19}, {0.08, 0.14}</td>
<td>{0.43, 0.12}, {0.12, 0.17}</td>
<td></td>
</tr>
<tr>
<td>{0.11, 0.22}, {0.04, 0.32}</td>
<td>{0.07, 0.09}, {0.17, 0.23}</td>
<td>{0.07, 0.14}, {0.36, 0.32}</td>
<td>{0.22, 0.27}, {0.11, 0.09}</td>
<td></td>
</tr>
<tr>
<td>{0.09, 0.24}, {0.09, 0.11}</td>
<td>{0.11, 0.05}, {0.22, 0.22}</td>
<td>{0.12, 0.29}, {0.19, 0.02}</td>
<td>{0.13, 0.08}, {0.12, 0.05}</td>
<td></td>
</tr>
</tbody>
</table>

Step 2. Consider that \(\mathfrak{B} = 1\), using the \(IHF.A\)WA\(\psi\) operator to calculate the general alternative results of the attributes of the participants \(R_{ij}(i = 1, 2, 3, \ldots, 10)\), such that

\[
IHF.A.WA(\{R_{1}, R_{2}, \ldots, R_{n}\}) = \sum_{i=1}^{n} \left( w_i R_{\psi(i)} \right)
\]

\[
= \left( 1 - e^{-(\sum_{i=1}^{n} w_i(-\log(1-\psi(i))))^{0.5}} \right)^{0.5} \cdot e^{-(\sum_{i=1}^{n} w_i(-\log(\phi(i))))^{0.5}}
\]
Table 2 shows the aggregated values for all participants by using the mentioned operators.

**Table 2. Aggregation of the information of alternatives using IHF.ÅWA.**

<table>
<thead>
<tr>
<th>Objects\Operators</th>
<th>IHF.ÅWA_{\omega}</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_1</td>
<td>(0.082465, 0.494573)</td>
</tr>
<tr>
<td>R_2</td>
<td>(0.043971, 0.476253)</td>
</tr>
<tr>
<td>R_3</td>
<td>(0.110119, 0.447884)</td>
</tr>
<tr>
<td>R_4</td>
<td>(0.068807, 0.459562)</td>
</tr>
<tr>
<td>R_5</td>
<td>(0.091355, 0.621606)</td>
</tr>
<tr>
<td>R_6</td>
<td>(0.062992, 0.489813)</td>
</tr>
<tr>
<td>R_7</td>
<td>(0.046929, 0.469006)</td>
</tr>
<tr>
<td>R_8</td>
<td>(0.106456, 0.412838)</td>
</tr>
<tr>
<td>R_9</td>
<td>(0.064632, 0.495332)</td>
</tr>
<tr>
<td>R_{10}</td>
<td>(0.066298, 0.430755)</td>
</tr>
</tbody>
</table>

**Step 3.** Aggregation the scores of the alternatives R_i(i = 1, 2, . . . , 10), as shown in Table 3.

**Table 3. Score values of the objects.**

<table>
<thead>
<tr>
<th>Objects</th>
<th>Score Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_1</td>
<td>−0.412108</td>
</tr>
<tr>
<td>R_2</td>
<td>−0.432282</td>
</tr>
<tr>
<td>R_3</td>
<td>−0.337765</td>
</tr>
<tr>
<td>R_4</td>
<td>−0.390755</td>
</tr>
<tr>
<td>R_5</td>
<td>−0.530251</td>
</tr>
<tr>
<td>R_6</td>
<td>−0.426821</td>
</tr>
<tr>
<td>R_7</td>
<td>0.000284</td>
</tr>
<tr>
<td>R_8</td>
<td>−0.306382</td>
</tr>
<tr>
<td>R_9</td>
<td>−0.4307</td>
</tr>
<tr>
<td>R_{10}</td>
<td>0.232225</td>
</tr>
</tbody>
</table>

**Step 4.** Rank the participants based on the score values of the alternatives R_i(i = 1, 2, . . . , 10).

Table 4 shows the ranking of all the objects, and it is observed that R_{10} is the most risky company and R_5 is less risky; therefore, the best company for Mr Zaid to invest in is R_{10} according to these attributes.

**Table 4. Ranking of alternatives.**

<table>
<thead>
<tr>
<th>Operator</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>IHF.ÅWA_{\omega}</td>
<td>R_{10} &gt; R_7 &gt; R_8 &gt; R_3 &gt; R_4 &gt; R_1 &gt; R_6 &gt; R_9 &gt; R_2 &gt; R_5</td>
</tr>
</tbody>
</table>

7.2. Evaluation of Case Study for Three-Way Decision Approach

In this part, we will explore the approach design in the Section for an interval-valued three-way decision for the selection of the best companies R_i(i = 1, 2, . . . , 10) to invest in using some decision attributes D with conditional attributes G_j.

**Step 1.** The intuitionistic hesitant fuzzy information is evaluated in Table 5.
Step 2. Consider that $\Xi = 1$, using the IHF$_\Xi$WA operator to compute the general alternative values of the attributes $G_j$ of the participants $R_i$, such that:

$$
\text{IHFWA}_{\Xi}(R_1, R_2, \ldots, R_n) = \bigoplus_{i=1}^{n} \left( \frac{1}{e^{-(\sum_{j=1}^{m} w_j (-\log(1-(\rho_{ij}))^2)^{1/2}} e^{-\left(\sum_{j=1}^{m} w_j (-\log(\phi_{ij}))^2\right)^{1/2} }}
\right)
$$

The aggregated values are displayed in Table 2.

Step 3. Aggregate the interval-valued equivalences classes to discretize the alternatives using the intervals defined in Definition 16. The interval-valued classes are shown as follows

$[R_1] = \{R_1, R_5\}$ ,
$[R_2] = \{R_2, R_7\}$ ,
$[R_3] = \{R_3, R_8\}$ ,
$[R_4] = \{R_4, R_6, R_9, R_{10}\}$

Step 4. The set of lower-approximation $R_*$ and upper-approximation $R^*$ classes based on the following set

$F = \{R_1, R_2, R_3, R_5, R_8\}$

are aggregated according to Definition 17

$R_* = \{R_1, R_3, R_5, R_8\}$

$R^* = \{R_1, R_2, R_3, R_5, R_7, R_8\}$

Step 5. Classify the elements of participants using the decision rules based on Equation (9).

$$
\text{POS}(F) = R_* = \{R_1, R_3, R_5, R_8\}
$$

$$
\text{NEG}(F) = U - R^* = \{R_4, R_6, R_9, R_{10}\}
$$

$$
\text{BND}(F) = R^* - R_* = \{R_2, R_7\}
$$

The decision has been made that Mr. Zaid is able to invest in the approved companies $\{R_1, R_3, R_5, R_8\}$, while the negative group of companies are not suitable for investment.

7.3. Effect of the Parameter $\Xi$ on the Information System

The parameter $\Xi$ holds significant importance in Aczel–Alsina aggregation operators as it influences the outcomes. By manipulating the value of $\Xi$, which is greater than 0, different results can be achieved. Specifically, $\Xi$ is set to 1, 2, 3, and 4 to explore the impact on decision regions, causing certain objects to shift positions. Notably, throughout this variation, $R_1$ and $R_5$ consistently remain in the positive region, demonstrating their reliability and suitability for investment. However, the positions of other objects exhibit variability. The implications of these alterations in the decision regions, along with their graphical representation, can be found in Table 6 and Figure 3, respectively.
### Table 6. Effect of parameter $\mathcal{I}$

<table>
<thead>
<tr>
<th>$\mathcal{I}$</th>
<th>Positive Regions</th>
<th>Negative Regions</th>
<th>Boundary Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{I} = 1$</td>
<td>${R_1, R_3, R_5, R_8}$</td>
<td>${R_4, R_6, R_9, R_{10}}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$\mathcal{I} = 2$</td>
<td>${R_1, R_5}$</td>
<td>${R_8}$</td>
<td>${R_2, R_3, R_4, R_6, R_7, R_8, R_9, R_{10}}$</td>
</tr>
<tr>
<td>$\mathcal{I} = 3$</td>
<td>${R_1, R_3, R_5}$</td>
<td>${R_8}$</td>
<td>${R_2, R_4, R_6, R_7, R_9, R_{10}}$</td>
</tr>
<tr>
<td>$\mathcal{I} = 4$</td>
<td>${R_1, R_3, R_5, R_8}$</td>
<td>${R_6, R_9, R_{10}}$</td>
<td>${R_2, R_4, R_7}$</td>
</tr>
</tbody>
</table>

#### Figure 3. Geometric representation of variations in regions.

7.4. **Benefits of the Approach**

The proposed approach offers several benefits, which are elaborated upon below.

1. **Generalization**: One of the key advantages of this approach is its greater level of generalization. It extends the theory of IFSs and provides a more inclusive framework. By reducing membership values and non-membership values to singletons, intuitionistic hesitant fuzzy sets can be converted into intuitionistic fuzzy sets.

2. **Aczel–Alsina aggregation operators**: The use of Aczel–Alsina aggregation operators is particularly advantageous for decision-making in fuzzy environments. These operators are simple yet effective, and they also consider the element of time. They have been designed specifically for novel data and are employed to aggregate information in a meaningful way.

3. **Improved three-way decision (3WD) approach**: Existing approaches in the literature, such as those proposed by Yao [28], are often considered traditional. In contrast, this model introduces new stages for 3WD, containing the plan of Aczel–Alsina aggregation operators and the utilization of interval-valued equivalence classes for approximation spaces. These enhancements make the approach more efficient than existing methods.

4. **Business investment decision-making**: Making optimal investment decisions is a critical and challenging task for investors, especially in a business context. In this
study, we address this problem by establishing an approach that incorporates multiple companies. The effect of the parameter $\mathcal{A}$ is demonstrated, showcasing the variation in the positive, negative, and boundary regions. This information aids in making well-informed investment decisions.

Overall, the proposed approach offers a more generalized framework, leverages suitable aggregation operators, introduces novel steps for 3WD, and provides valuable insights for investment decision-making.

8. Comparative Analysis

In this section, we will provide a concise synopsis of the comparison analysis conducted using Tables 1 and 7. We aim to assess the preferences of our proposed approach in comparison to existing methods. The information system described in Table 1 serves as the basis for this comparative analysis, which includes the approaches referenced in [15,18,45–50].

i. Tables 7 and 8 encompass the comparison analysis conducted between existing approaches and our proposed approaches.

ii. In contrast to the works of Mahmood et al. [15] and Wajid et al. [50], our proposed model exhibits a higher level of flexibility in delivering acceptance outcomes for both multiple-attribute decision-making (MADM) and three-way decision (3WD).

iii. Our observations further indicate that [18,45–47] demonstrate an effective ability to handling IF and HF information. However, it is important to note that there are specific scenarios where these models may not be suitable. This emphasizes the reliability and efficacy of our established idea for decision-makers.

iv. The data presented in Table 7 shed light on the contributions of Senapati et al. [45,47], who devised interval-valued IFAAW, interval-valued IFAAWG, and HFAAWA operators specifically for interval-valued intuitionistic fuzzy information and hesitant fuzzy data. Nonetheless, comparative studies have revealed that these approaches lack effectiveness when dealing with intuitionistic hesitant fuzzy data. Hence, our proposed approach provides a solution that addresses more intricate and ambiguous scenarios.

Table 7. Comparison analysis of alternatives by ranking.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Information</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xu, et al. [46]</td>
<td>IFSs</td>
<td>No</td>
</tr>
<tr>
<td>Xu, et al. [18]</td>
<td>IFSs</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [45]</td>
<td>Interval-IFSs</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [45]</td>
<td>Interval-IFSs</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [47]</td>
<td>HFSs</td>
<td>No</td>
</tr>
<tr>
<td>Seikh, et al. [48]</td>
<td>IFSs</td>
<td>No</td>
</tr>
<tr>
<td>Ahmmad, et al. [49]</td>
<td>IFRSs</td>
<td>No</td>
</tr>
<tr>
<td>Mahmood, et al. [15]</td>
<td>IHFSs</td>
<td>$\mathcal{R}<em>7 &gt; \mathcal{R}</em>{10} &gt; \mathcal{R}_6 &gt; \mathcal{R}_3 &gt; \mathcal{R}_4 &gt; \mathcal{R}_8 &gt; \mathcal{R}_9 &gt; \mathcal{R}_2 &gt; \mathcal{R}_5$</td>
</tr>
<tr>
<td>Wajid, et al. [50]</td>
<td>IHFSs</td>
<td>$\mathcal{R}_{10} &gt; \mathcal{R}_5 &gt; \mathcal{R}_8 &gt; \mathcal{R}_3 &gt; \mathcal{R}_4 &gt; \mathcal{R}_1 &gt; \mathcal{R}_6 &gt; \mathcal{R}_2 &gt; \mathcal{R}_9 &gt; \mathcal{R}_7$</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>IHFSs</td>
<td>$\mathcal{R}_{10} &gt; \mathcal{R}_7 &gt; \mathcal{R}_8 &gt; \mathcal{R}_3 &gt; \mathcal{R}_4 &gt; \mathcal{R}_1 &gt; \mathcal{R}_6 &gt; \mathcal{R}_9 &gt; \mathcal{R}_2 &gt; \mathcal{R}_5$</td>
</tr>
</tbody>
</table>
Table 8. Comparison analysis for 3WD-making.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Information</th>
<th>Approaches</th>
<th>Ranking</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xu, et al. [46]</td>
<td>IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Xu, et al. [18]</td>
<td>IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [45]</td>
<td>Interval-IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [45]</td>
<td>Interval-IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Senapati, et al. [47]</td>
<td>IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Seikh, et al. [48]</td>
<td>IFSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Ahmmad, et al. [49]</td>
<td>IFRSs</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Mahmood, et al. [15]</td>
<td>IHFSs</td>
<td>{R_1, R_3, R_5}</td>
<td>{R_2, R_7, R_{10}}</td>
<td>{R_4, R_6, R_8, R_9}</td>
</tr>
<tr>
<td>Wajid, et al. [50]</td>
<td>IHFSs</td>
<td>{R_1, R_3, R_5}</td>
<td>{R_2, R_7, R_{10}}</td>
<td>{R_4, R_6, R_8, R_9}</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>IHFSs</td>
<td>{R_1, R_3, R_5}</td>
<td>{R_2, R_7, R_{10}}</td>
<td>{R_4, R_6, R_8, R_9}</td>
</tr>
</tbody>
</table>

The Figure 4 Comparison analysis shows us a graphical representation of the results of given Table 7.

![Comparison with existing studies](image)

**Figure 4.** Comparative analysis.

9. Conclusions

This paper primarily focuses on the three-way decision model and multiple-attribute decision-making, which are both highly influential frameworks employed for decision-making based on object attributes. These models have garnered considerable attention and adoption in various domains, such as business, medicine, and technology, due to their effectiveness in real-life situations. However, decision-makers often face challenges arising from limited data and time constraints. To tackle these difficulties, we leveraged the potential of IHFSs, which encompass both MG and NMG sets. Consequently, we proposed IHF,\( A \land HA_{ah} \) operators specifically designed for multiple attribute decision making (MADM) and three-way decision (3WD) making, with the aim of providing a practical solution in such contexts.

In the article, we first reviewed the Aczel–Alsina \( T.H \) and \( T.CN \) in an IHF environment, explained some new operating rules for IHFNs, and examined at their characteristics.
Then, with an understanding of these new functional laws, some exclusive AOs, for instance, the $IHFA\_WA\_aa$ operator, $IHFA\_OW\_AA\_A$ operator, and $IHFA\_H\_A\_aa$ operator were constructed to validate to the specifications where the assigned opinions are IHFNs. Moreover, the three-way decision made using the rough set approach was also generalized; for this purpose, we established the concept of interval-valued equivalence classes. The three-way decision concept is designed based on AOs and intuitionistic hesitant fuzzy sets. Additionally, we looked at the 3WD-making issue using the Aczel-Alsina aggregating operators and IHF information. We managed the operators to create various approaches to determine the IHF 3WD troubles. We also proposed a novel model for MADM using the series of aggregation operators for IHFNs. Last, a useful example was presented to prove the determined method and to establish its feasibility and proficiency.

To validate and establish the authenticity, authenticity, and efficiency of our developed model, we conducted a thorough comparison with existing models. The models and techniques we devised have practical applications in diverse fields, such as networking analysis, risk assessment, and cognitive science, particularly in scenarios characterized by uncertainty. Moving forward, our future investigations will delve into the application of our novel techniques in the realm of multi-criteria development within the fuzzy environment. We will also explore the underlying concept of intuitionistic hesitant fuzzy connection information [51,52] in relation to our suggested methods. Additionally, our ongoing research involves the utilization of a temporal intuitionistic fuzzy system [53–55] as an avenue for further exploration.
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