Abstract: Due to the contactless operation of cookware on induction heating systems, the temperature of the cookware is measured remotely using thermal sensors placed on the center of the coil. Hence, the measurement error of these sensors increases if the cookware placement is not centered on the top of the coil. Therefore, this study presents a new data-driven anomaly detection method to detect overheated cookware using the thermal sensor of the case temperature of the inverter module. This method utilizes the long short-term memory (LSTM)-based autoencoder (AE) to learn from large training data of temperatures of cookware and the inverter. The learning of the LSTM-AE model is achieved by minimizing the residual error between the input and reconstructed input data. Then, the maximum residual error can be set to be a threshold value between the normal and abnormal operation. Finally, the learned LSTM-AE model is tested using new testing data that include both normal and abnormal cases. The testing results revealed that the LSTM-AE model can detect cookware overheating by using the inverter temperature only. In addition, the LSTM-AE model can detect the faults in the inverter side, such as poor air ventilation and a failed cooling fan. Furthermore, we utilized different deep learning algorithms, such as the recurrent neural network (RNN) and the fully connected layers, in the internal layers of the AE. The results demonstrated that the LSTM-AE could detect anomalies earlier than the other models.
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1. Introduction

Currently, induction heating (IH) technology is becoming a competitive thermal energy source to minimize the carbon footprint and offer efficient energy management for domestic, commercial, or industrial consumers [1,2]. The IH system has several merits [3]: (i) high efficiency compared to gas or other electric heating because the cookware itself converts the electrical power into heat [4]; (ii) zero carbon emissions with thermal energy production [5]; (iii) fast and controlled heating by controlling the amount of electrical power [6]; (iv) better user safety due to contactless cookware operation [7]; and (v) a compact size. On the other hand, the IH system is vulnerable to several challenges, such as (i) the area of the coil covered by the cookware [8], (ii) user misbehavior that can have a significant impact on gap variations between the cookware and coil [9], (iii) the selection of the proper power input concerning the size of the cookware or the amount of food being cooked, and (iv) the bad environment (humidity and temperature) that causes fast degradation and the failure of IH system components [10].
For the IH system research area, researchers have mainly focused on the development of resonant inverter topologies [11], control systems, the induction coil design [9], and the equivalent load estimation of the coil–cookware load [12]. In IH systems, there are three common resonant inverter topologies [11]: single-switch quasi-resonant [13], half-bridge, and full-bridge inverters. The control system performs several functions [8]: including output power control, soft-switching operations to reduce switching losses [14], security and protection, and cookware load recognition [12]. In [15], a model predictive control based on a deep neural network is applied for the resonant inverter of the IH system. In [16], unsupervised learning was applied to recognize the material and size of the cookware. In [17], a high-efficiency multi-output resonant inverter topology with zero voltage switching and front-end power factor correction is proposed for domestic IH systems [18]. In [19,20], double and multi-coil architectures were proposed for optimal magnetic coupling between the induction coil and cookware. For safety and protection in IH systems, control systems are still using a conventional method based on the preset threshold value (e.g., 1.2 × rated value) to detect anomalies. However, these conventional methods ignored the time series trajectory of anomalies that lead to system failure.

A recent literature survey indicates that advanced statistical- and learning-based methods have been applied for early anomaly detection (AD) in different operating systems. Statistical-based AD methods included the moving average [21], cumulative sum [22], and Hoeffding test methods [23]. Learning-based AD methods included clustering algorithms, such as K-means [24], K-nearest neighbor (KNN) [25], and support vector machines (SVM) [26]; supervised learning algorithms, such as artificial neural networks [27]; unsupervised learning algorithms, such as an autoencoder (AE) [28]; and a combination of these techniques (e.g., ANN-AEs [29]). Learning-based methods are data-driven models that can learn from large amounts of data collected under normal operating conditions. Recently, these AD methods have been widely applied across different engineering disciplines. Castellani et al. [30] hybridized K-means clustering, KNN, and AE for AD in a real-world electricity- and ventilation-equipped building. Li et al. [28] utilized temporal convolutional networks and AE to detect anomalies in bearings. Wu et al. [31] implemented the long short-term memory (LSTM) and Gaussian Bayes models for AD in the industrial IoT. Musleh et al. [32] utilized LSTM and AE for AD in the electrical power grid. Kumar et al. [33] utilized a transfer learning-based model to detect the faults of bearings. Despite the existence of numerous anomaly detection methods, as shown in Table 1, there is a research gap in the application of anomaly detection in IH systems.

Table 1. Literature survey of applied anomaly detection approaches.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>AD Application</th>
<th>AD Approach</th>
<th>Merits</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[34]</td>
<td>Rotating machines</td>
<td>convolutional AE</td>
<td>reduced overlapping area and noise robustness</td>
<td>time costly</td>
</tr>
<tr>
<td>[35]</td>
<td>AD in the IoT environment</td>
<td>LSTM-Markov</td>
<td>high accuracy compared with KNN</td>
<td>time-critical sensor events need to be explored</td>
</tr>
<tr>
<td>[36]</td>
<td>ECG anomaly detection</td>
<td>Transformer-based AE</td>
<td>lightweight in terms of the number of parameters and computation</td>
<td>vulnerable to several attacks</td>
</tr>
<tr>
<td>[37]</td>
<td>AD in electric vehicles</td>
<td>gated recurrent unit-based AE</td>
<td>locate the specific time of anomalies.</td>
<td>small amount of training data is used</td>
</tr>
<tr>
<td>[38]</td>
<td>AD in building energy consumption</td>
<td>CNN</td>
<td>No overfitting, reduction of false positive alarms, and better interpretation</td>
<td>Using edge devices to preserve privacy and improve security</td>
</tr>
<tr>
<td>[39]</td>
<td>AD in gas turbine</td>
<td>Optimized deep AE</td>
<td>reconstruction errors of normal samples are very small</td>
<td>using only two cluster centers in the sample selection mechanism.</td>
</tr>
<tr>
<td>[40]</td>
<td>AD in a software-defined network</td>
<td>LSTM-AE</td>
<td>high detection rate and accurate classification</td>
<td>overfitting and proper feature selection</td>
</tr>
</tbody>
</table>
IH systems are prone to different anomalies caused by poor environmental conditions, such as humidity and temperature, or by the misbehavior of users, which can cause safety risks and the rapid degradation of IH system components. Therefore, this paper proposes a new AD methodology to detect anomalies in the inverter and the cookware sides of the IH system. This methodology utilized the LSTM neural network and AE method to develop a learning model to predict the temperatures of the cookware and inverter module. Then, by comparing the error between the predicted and measured temperatures with the threshold value, the control system can detect the anomalies at early stages. To the best knowledge of the authors, this study is novel and has not been conducted previously.

In general, the main contributions of this paper can be summarized as follows (1) developing a data-driven model based on LSTM-AE to detect anomalies in the induction cooking system; (2) detecting cookware overheating using the measured case temperature of inverter module; (3) developing further data-driven models based on the recurrent neural network and fully connected layers; and (4) the findings revealed that the LSTM-AE is more efficient to detect the anomalies based on the pattern behavior. The rest of this paper is organized as follows: Section II describes the components of the three-phase IH system and the mathematical modeling of the temperatures of the IGBT and cookware. Section III introduces the LSTM-AE model and explains the structure of LSTM cells and autoencoder. Section IV presents the proposed anomaly detection methodology. Section V shows the results and discussion of applying the proposed LSTM-AE for anomaly detection in the IH system.

2. Three-Phase Induction Heating System

An induction heating (IH) system converts the low-frequency AC electrical source (50/60 Hz) into a high-frequency AC electrical output (20–100 kHz), as shown in Figure 1a. A three-phase electrical AC source is used for the IH system with high power ratings. A three-phase full-bridge diode rectifier converts the AC voltage to a DC voltage. A DC link capacitor is used to reduce the ripple of the rectifier’s DC output voltage. The half-bridge inverter module is then used to convert the DC voltage to a high-frequency AC voltage. This inverter module is made up of two insulated-gate bipolar transistors (IGBTs) and two antiparallel diodes. The high-frequency AC output is obtained by regulating the switching frequency of the IGBTs using pulse width modulation (PWM). Following that, the output high-frequency AC current, $i_o$, passes through the coil, $L_1$, producing a high-frequency alternating magnetic field that induces eddy currents, $\vec{l}$, that pass through the resistance of the bottom surface of the cookware, $R_s$, as shown in Figure 1b. The equivalent on-state model of IGBT is an on-state voltage, $v_{ce}$, and on-state resistance, $r_{on}$. Figure 1c shows the equivalent resistance, $R_{eq}$, and inductance, $L_{eq}$, of the magnetically coupled induction coil and cookware load [6].
2.1. Cookware Temperature

As shown in (1), the density of the eddy current increases as the skin depth of the bottom surface of the cookware decreases. The skin depth value is reduced by increasing the frequency of eddy currents, \( f \), and using ferromagnetic materials with high relative magnetic permeability, \( \mu_r \). Furthermore, as shown in (3), the surface cookware resistance, \( R_s \), is affected by the cookware’s resistivity, \( \rho \), and the skin depth, \( \delta \). Therefore, the lower the skin depth, the higher the resistance, and the higher the eddy currents [41], the more power losses, which means more heat is dissipated at the cookware or pan surface, \( Q_p \), as in (4). Given that the heat conversion occurs at the surface of the cookware itself, the efficiency of the IH system is very high [4].

\[
i_{e(s)} = i_{e(s)}e^{-\delta t}
\]

\[
\delta = \sqrt{\frac{1}{4\pi^2 10^7}} \sqrt{\frac{\rho}{f \mu_r}}
\]

\[
R_s = \frac{\rho}{\delta}
\]

\[
Q_p = i_{e(s)}^2(t)R_s = mC_p \frac{dT_p}{dt}
\]

where \( m \), \( T_r \), and \( C_r \) are the mass of cookware (kg), pan temperature (°C), and specific heat capacity (J/(kg·°C)), respectively. Figure 1c shows the equivalent resistance of the coil cookware that is calculated in [42], as in (5).

\[
R_{eq} = R_s + \frac{\omega^2 M^2 R_s}{R_s^2 + (L_1 + L_2)^2}
\]

where \( \omega \), \( R_1 \), \( L_1 \), \( L_2 \), and \( M \) are the angular frequency (rad/s), coil resistance (Ω), coil inductance (μH), cookware inductance (μH), and mutual inductance (μH). The power loss in \( R_s \) due to the eddy current is equivalent to the power loss in \( R_{eq} \) due to \( i_{e(s)} \) as in (6). Then, the change in pan temperature \( (T_r) \) is estimated as in (7) [43] which depends on different parameters, such as the frequency, the electrical and magnetic properties of the pan material, pan size, the output current \( (i_o) \), and \( R_{eq} \).

\[
i_{e(s)}^2(t)R_s \approx i_{e(s)}^2(t)R_{eq}
\]

\[
\Delta T_p = \frac{1}{mC_p i_o} \int i_{e(s)}^2(t)R_{eq} \, dt
\]
2.2. Inverter Module Temperature

The total power losses, $P_L$, of the half-bridge inverter module include the power losses of IGBTs, $P_Q$, and the power losses of diodes, $P_D$, as in (8). $P_Q$ is very high compared to $P_D$ due to switching losses. $P_Q$ depends on the collector–emitter voltage, $v_{CE}$, and the output current, $i_o$, as shown in (9). These losses increase the junction temperature of the IGBT, which changes the case temperature of the IGBT module, $T_q$, as shown in (10) [44].

$$P_L = P_Q + P_D \approx P_Q$$  \hspace{1cm} (8)

$$P_Q = \frac{1}{T} \int v_{CE}(t) i_o(t) D(t) dt$$  \hspace{1cm} (9)

$$\Delta T_q = \int_0^t P_Q \frac{\partial Z_{th}(t)}{\partial t} dt$$  \hspace{1cm} (10)

where $D$ and $Z_{th}$ are the duty cycle of the IGBTs and the thermal impedance between the junction of the IGBT and the heat sink, respectively.

From (6) and (9), it is obvious that $T_P$ and $T_q$ are controlled by the amount of output current, $i_o$. Therefore, the control system regulates the gate signals of IGBTs based on the feedback temperatures $T_P$ and $T_q$, as shown in Figure 1a.

However, we cannot find a fixed mathematical expression for both temperatures because there is no fixed cookware and no fixed liquid level inside it. Therefore, the learning algorithms are the best choice to predict these temperatures based on learned models using large training data for $T_P$ and $T_q$.

3. LSTM-AE Model

In this work, we collect large amounts of unlabeled time series data under indeterminate operating conditions, such as different power control variations, different users’ behaviors, turning on and off the cooling fans, etc. Therefore, the unsupervised autoencoder (AE) learning method is utilized. However, these AEs learn inaccurately with temporal-based time series data. Therefore, long short-term memory (LSTM) neural networks are used as stacked layers inside the autoencoder.

3.1. LSTM Cell Structure

LSTM is proposed in [45] to add the long-term memory state (cell state) capability to the short-term memory capability of RNN. Figure 2 depicts the structure of an LSTM cell, which includes input, output, and logic gates. Firstly, the LSTM cell starts with a forget gate which is responsible for forgetting or preserving the previous cell state data, $c_{t-1}$. The forget decision is made by passing the input data, $x_t$, and the previous hidden state, $h_{t-1}$, through a sigmoid activation function, whose output value, $f_t$, is between $[0,1]$, as shown in (11) and (12).

$$f_t = \sigma(W_{fx} x_t + W_f h_{t-1} + b_f)$$  \hspace{1cm} (11)

$$\sigma(x) = \frac{e^x}{e^x + 1}$$  \hspace{1cm} (12)

where $W$ and $b$ are the weight and bias of gates, respectively.

Secondly, the input gate generates a new memory state, $g_t$, by feeding $x_t$ and $h_{t-1}$ into the tanh activation function, as in (13) and (14). At the same time, the input gate will decide which parts of $g_t$ will be forgotten by generating an input state, $i_t$, as in (15). Then, the new memory cell state, $c_t$, is achieved as in (16).

$$g_t = \tanh(W_{gx} x_t + W_g h_{t-1} + b_g)$$  \hspace{1cm} (13)
\[
\tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} 
\]

(14)

\[
i_t = \sigma(W_{ix} x_t + W_{ih} h_{t-1} + b_i) 
\]

(15)

\[
g(t) + f(t) 
\]

(16)

Finally, the output gate produces the new hidden state, \( h_t \), based on the newly updated memory cell state and the output state, \( o_t \), as in (17) and (18).

\[
o_t = \sigma(W_{ox} x_t + W_{oh} h_{t-1} + b_o) 
\]

(17)

\[
h_t = \tanh(c_t) \odot o_t 
\]

(18)

---

**Figure 2.** The inner structure of the LSTM cell.

### 3.2. Autoencoder Structure

Autoencoders (AEs) are unsupervised learning methods that are employed for constructing a data-driven model based on unlabeled data. The AE model learns by reconstructing the input data and reducing the reconstruction loss between the input and output. Figure 3 shows the structure of AE, which includes the encoder, latent layer, and decoder layers, respectively. In this work, the encoder consists of two LSTM layers that include 128 and 64 units, respectively. The latent layer is the repeat vector function that repeats the output of the encoder to fit the input of the decoder. The decoder layer includes two LSTM layers that consist of 64 and 128 units, respectively. Finally, the output of the decoder will be converted to time series distribution using the input data. The LSTM-AE model learns from the training data by reducing the reconstruction loss (\( L \)) value between input data (\( x_t \)) and output data (\( \hat{x}_t \)). In this work, the reconstruction loss function is the mean absolute error (MAE), as in (19). In addition, the Adam optimizer is used to find the optimal weight (\( W^* \)) and bias (\( b^* \)) matrices for LSTM unit model learning.
4. Early Anomaly Detection Methodology

In this work, we describe the methodology of developing an early anomaly detection (AD) algorithm for the IH system. First, we train and tune the hyperparameters of the LSTM-AE model using training data. Second, we deploy and test the learned LSTM-AE model using testing data.

4.1. Training Methodology

Figure 4 shows the training methodology of the proposed LSTM-AE model. Firstly, we need to collect large training data that consist of two features $x_t = [T_p, T_q]$. The training data are collected during the normal operation of the IH system under different users’ behavior and different sizes and materials of cookware. After that, the training data are normalized using the maximum–minimum scaler, as in Equation (20). Then, the LSTM-AE model will learn by reducing the residual error between the input data ($x_t$) and the reconstructed output data ($\hat{x}_t$). Then, the threshold value is chosen to be the maximum residual error. Finally, the learned LSTM-AE model will be deployed to detect anomalies by reconstructing the input data and comparing the residual error with the threshold value to detect the anomaly, as shown in Figure 5.

$$\mathcal{L} = \frac{1}{N_{\text{Training data}}} \sum_{i \in \text{Training data}} |x_t - \hat{x}_t|$$ \hspace{1cm} (19)

$$x_{\text{norm}} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$ \hspace{1cm} (20)

$$\mathcal{R} = |x_t - \hat{x}_t|$$ \hspace{1cm} (21)
4.2. Deployment Methodology

In the section, the learned LSTM-AE model can be deployed to monitor the time series measurement of temperatures of the inverter and pot. Figure 5 shows the deployment process of the learned LSTM-AE model for anomaly detection. First, the measured data will be normalized and prepared for the input of LSTM-AE. After that, the learned LSTM-AE model will reconstruct the input data and output the time series residual errors between the reconstructed and input data. Finally, these residual errors will be compared with the threshold value ($\tau$). If the residual error is bigger than the threshold value then the alarm signal of anomaly detection will be produced, otherwise, the system is normal.

5. Experimental Results and Discussions

To apply the data-driven AD method to the IH application, we need to collect a large amount of training data. Firstly, we need to make a laboratory setup including a three-phase IH system, thermocouple sensors, and data acquisition devices. In this work, we utilize a 15-kW three-phase IH system, as shown in Figure 6. The equivalent circuit of the electrical power board of the IH system is shown in Figure 1. This IH system converts the 50/60 Hz and 380 V AC input into a 500 V DC output using a three-phase diode bridge rectifier. After that, the DC link capacitor ($C_{\text{DC}} = 30 \mu\text{F}$) will reduce the ripple of the DC voltage. Then, the half-bridge resonant inverter module will convert the DC voltage into a high-frequency AC voltage. This inverter module (TPM200GB120KHN) consists of two IGBTs and two antiparallel diodes, as shown in Figure 1. The output of this inverter is connected to the induction coil and mid-point resonant capacitor ($C_r = 1.4 \mu\text{F}$). The equivalent resistance and inductance of the induction coil of the IH system at no load are 0.3 $\Omega$ and 85 $\mu\text{H}$, respectively. The snubber capacitor ($C_{\text{sn}} = 30 \text{nF}$) is connected in parallel with the IGBT to limit the rising rate of the switching voltage. There are eight power levels (6.4-15 kW) for this IH system and the user can select any level using the selection switch on the interface board. The high switching frequency of IGBTs varies from 50 kHz at the lowest power level to 20 kHz at the highest power level. Thermocouples are used to measure the temperatures of the pot and inverter module; then, these measurements are recorded using a data acquisition system (DAQ) as shown in Figure 6.
5.1. Data Collection

As shown in Equations (7) and (10), the temperatures of the pot and inverter \( T_P \) and \( T_q \) both depend on the value of the output current. Therefore, we assume that we can detect the anomalies on the pot side by monitoring the inverter temperature. So, we install thermocouple sensors at the bottom surfaces of the pots and inverter modules. Then, we measure \( T_P \) and \( T_q \) under different normal and abnormal operating conditions.

5.1.1. Training Data Collection

To develop a robust data-driven model, it should be trained with training data that include two features, \( T_P \) and \( T_q \) under most of the possible operating conditions of the IH system. Therefore, in this work, we collect the training data under different normal operating conditions, such as (1) different sizes and materials of pots; (2) the selection of different power levels \( (P_{L1}, P_{L2}, \ldots, P_{L8}) \) using a selection switch; (3) the different water levels inside the cookware \( (100\%, 60\%, \text{ and } 30\%) \); and (4) the different behaviors and abruptions of users. We collect these data separately then we combine all the data to create large time series data with a total time duration of around 80,000 s, as shown in Figure 7a,b, where we can notice heating and cooling for all conditions. It is noticeable that the rising rate of temperatures within time intervals \( 4.3 \times 10^4 \)s and \( 6.7 \times 10^4 \)s increases with the increase in selected power level \( (P_{L1}, P_{L2}, \ldots, P_{L8}) \). For inverter temperature, we notice the existence of zigzag patterns due to the on–off operation of the cooling fan, where the set-point temperature of the fan working is \( 50 \) °C. For different cookware sizes, we notice the temperature rises between time intervals \( 0 \times 10^4 \)s and \( 1 \times 10^4 \)s. For different water levels, we notice the temperature rises between the time intervals \( 2 \times 10^4 \)s and \( 3 \times 10^4 \)s. For different behaviors of users, we can notice the temperature rise between time intervals \( 3 \times 10^4 \)s and \( 4 \times 10^4 \)s.
5.1.2. Testing Data Collection

To verify the effectiveness of the learned LSTM-AE model in anomaly detection, we collect new testing data that include different anomalies on both sides of the inverter and pot, as shown in Figure 8a,b. These anomalies are in the early stages of possible different time series trajectories to failure or user hazards.

On the pot side, overheating can occur due to the usage of small cookware with inappropriate power levels or due to the small amount of water with a high power level. The overheated cookware can cause hazards to the users and, at the same time, can cause the maloperation of the IH system itself. Figure 8a shows the collected data on pot temperature which include the normal temperatures and abnormal overheating that exceeded 400 °C.

On the inverter module, the overheating of system components, such as the inverter module, will cause fast degradation and maybe permanent failure. Therefore, cooling fans are used to maintain the temperature as low as possible. However, poor air ventilation due to the inappropriate placement or faulted fan will lead to the system overheating. Therefore, early detection of these anomalies will prevent system failure. In this work, we collect data on inverter temperature under normal cooling and abnormal cooling conditions, as shown in Figure 8b. It is noticeable that with a bad cooling system, the inverter temperature will keep rising compared to the normal cooling system. Finally, all collected data at different operating conditions are merged into a single time series data with a total time of approximately 43,000 s.
5.2. Training Results

This work uses the deep learning algorithm of the open-source library in Python, Keras, which is the interface of the TensorFlow platform. The training experiments are executed on Windows 10 64 bits on a core i7-9750H, 16 GB RAM Laptop.

After that, the collected training data \( x_t = [T_P, T_q] \) under different normal operating conditions are used to train the LSTM-AE model. Firstly, we normalize \( T_P \) and \( T_q \) by the values of 100 °C and 50 °C, respectively. After that, these data are prepared for training the LSTM-AE model using the minimum–maximum scaler, as in (20).

Then, these time series data are converted to a three-dimensional array (80,000, 2, 1) to fit the input of the LSTM network. Then, the weight and base parameters of the LSTM layers are updated using the Adam optimizer by minimizing the loss function, mean absolute error (MAE). The convergence curves of the loss function during training and validation show the existence of overfitting, as shown in Figure 9a. Therefore, to reduce the overfitting and underfitting, we applied the random search tuner in Keras to tune the hyperparameters of the LSTM-AE model, as shown in Table 2. Figure 9b shows the improvement of the convergence curves of training and validating the loss function. Both training and validation losses converge to the minimum value very fast, approximately around 20 epochs. This indicates that the proposed LSTM-AE model is well-learned. Figure 8 shows the comparison between the input and output training data.

Table 2. Optimal tuned hyper-parameters of the LSTM-AE model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>4</td>
<td>No. of all LSTM layers</td>
</tr>
<tr>
<td>Units</td>
<td>[64, 64, 128, 128]</td>
<td>No. of LSTM units in the layers</td>
</tr>
<tr>
<td>Activation</td>
<td>[tanh, tanh, tanh, sigmoid]</td>
<td>the activation functions in each layer</td>
</tr>
<tr>
<td>Latent layer</td>
<td>repeat vector</td>
<td>to prepare the input for the decoder</td>
</tr>
<tr>
<td>Dropout</td>
<td>False</td>
<td>to avoid missing data</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>gradient descent method</td>
</tr>
<tr>
<td>Loss function</td>
<td>MAE</td>
<td>mean absolute error</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0095</td>
<td>the rate between [0, 0.1]</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
<td>No. of samples to work on</td>
</tr>
<tr>
<td>Epochs No.</td>
<td>100</td>
<td>No. of iterations.</td>
</tr>
<tr>
<td>Validation split</td>
<td>0.2</td>
<td>Validation data split from training data</td>
</tr>
</tbody>
</table>
5.3. Predicting Training Data

To verify the effectiveness of the learned LSTM-AE model to reconstruct the input data, we apply the learned LSTM-AE to predict the training data using the predict function in Keras. Figure 10a shows the comparison between the predicted (red line) and measured (black line) pot temperatures ($T_p$) which are normalized by 100 °C. Figure 10b compares the predicted (red line) and measured (black line) inverter temperatures ($T_q$) which are normalized by 50 °C. It is obvious that the LSTM-AE model is able to trace the time series variations of heating and cooling operating conditions of pot and inverter temperatures curves.

![Figure 9](image1.png)  
Figure 9. Convergence of training and validation loss values of LSTM-AE for (a) manual tuning and (b) optimized tuning.

![Figure 10a](image2.png)  
(a) Predicted and measured normal temperatures for (a) the pot and (b) the inverter.
5.4. Threshold Selection

Although the learned LSTM-AE model is trained and validated using large amounts of normal data, there is a residual error between the predicted and measured data. This residual error is the absolute error, as in (21). Figure 11 shows the histogram of residual errors for pot and inverter module temperatures. The maximum residual error is selected to be the threshold value for anomaly detection in the IH system. Figure 11a shows that the most counted number of residual errors of $T_p$ is less than 0.06 and the threshold value is set to 0.08512. Figure 11b shows that the most frequently counted number of residual errors of $T_q$ is less than 0.04 and the threshold value is 0.0919.

![Histogram of Residual Errors](image1)

**Figure 11.** Residual error counts and threshold value selection for (a) the pot side; and (b) the inverter side.

5.5. Testing The Learned LSTM-AE Model

In this section, the learned LSTM-AE model is applied to predict the testing data that is explained above in Section 5.1.2 and calculate the residual error between the predicted and measured data. Then, the residual errors are compared with the threshold values in Section 5.3. Figure 12a compares the threshold value with the time series residual error between the predicted and measured pot temperatures, $T_p$. If the residual error is bigger than the threshold value, e.g., overheating, the proposed AD algorithm will detect and alarm the existence of anomalous cases, as shown in Figure 12b. Furthermore, to verify the effectiveness of the learned LSTM-AE model, the predicted and measured temperatures are compared as in Figure 12b.
Furthermore, on the inverter side, the learned LSTM-AE model is applied to detect the anomalies. The testing data in Section 5.1.2 are used to verify the robustness of the learned LSTM-AE model. Figure 13a compares the threshold value with the time series residual error between the predicted and measured inverter temperature. If the residual error is bigger than the threshold value, the proposed AD model will consider it as an anomaly and send alarms. Figure 13b labels the anomalies (red stars) on the times-series trajectories of predicted and measured inverter temperatures, $T_p$.

In addition to the anomalies in the inverter side, the proposed AD model can detect the anomalies in the pot side based on the inverter temperature, as shown in Figure 13b. Although the inverter temperature is still small during the pot overheating, the anomaly is detected because of the abnormal trajectory behavior of the inverter temperature.
5.6. Comparison with Other Models

In this work, the temperatures in the IH system vary with time, the behavior of users, the type of cookware, and input power. The collected temperatures have spatial and temporal correlations. Therefore, we selected the LSTM neural network because it has a long memory cell besides its short memory cell, which enables it to trace the abrupt variations of the time-series trajectory of the measured temperatures. To verify the efficacy of the LSTM-AE model, we compared it with other learned AE models based on the recurrent neural network (RNN) and the dense neural network (DNN). Figure 14a,b depicts the convergence of training and validation loss functions of the RNN-AE and dense-AE models. Figure 15a,b shows the anomaly detection on the inverter side using the RNN-AE and the dense-AE models. Unlike the LSTM-AE model, these models are not able to detect anomalies in the pot side based on the inverter temperature.
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Figure 14. Convergence of losses functions using (a) RNN-AE and (b) dense-AE.

![Figure 15](image2.png)

Figure 15. Anomalies in the inverter side using (a) the RNN-AE and (b) the dense-AE.
Figure 16 presents a clear comparison between the LSTM-AE model and other models, namely the RNN-AE and dense-AE models. We selected a sample of anomalies in the inverter side between the time intervals 26,900 s and 27,200 s. It is obvious that the LSTM-AE model detected the anomalies earlier than the other models: approximately 20 s earlier than the RNN-AE model and 50 s earlier than the dense-AE model.

Figure 16. Early anomaly detection comparison between three models (red stars mean anomalies).

6. Conclusions

This article introduced a data-driven model for detecting anomalies in induction heating systems using an autoencoder (AE) based on long short-term memory (LSTM) neural networks. The proposed model, called LSTM-AE, was trained on normal data of the collected temperatures of the inverter module and several pots. These data were obtained by monitoring the temperatures under various normal operating conditions, such as different pot materials and sizes, user behaviors, power levels, and water levels. Then, the learned LSTM-AE model should be able to detect anomalies by comparing a threshold value with the residual error between the predicted and measured data.

To test the effectiveness of the LSTM-AE model, we collected new testing data containing anomalies and normal operations on the pot and inverter sides. Then, we applied the LSTM-AE model to detect anomalies in the testing data. The obtained results showed that the LSTM-AE model is able to detect anomalies earlier than other models, such as RNN-AE and dense-AE models.

Furthermore, the results proved that the LSTM-AE model is able to detect pot over-heating using the measured inverter temperature; however, other methods could not. This is because LSTM is able to trace time series trajectories of inverter temperatures better than other deep learning algorithms.
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