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Abstract: The time-dependent Maxwell nanofluid flow with thermophoretic particle deposition is examined in this study by considering the solid–liquid interfacial layer and nanoparticle diameter. The governing partial differential equations are reduced to ordinary differential equations using suitable similarity transformations. Later, these reduced equations are solved using Runge–Kutta–Fehlberg’s fourth and fifth-order method via a shooting approach. An artificial neural network serves as a surrogate model, making quick and precise predictions about the behaviour of nanofluid flow for various input parameters. The impact of dimensionless parameters on flow, heat, and mass transport is determined via graphs. The results reveal that the velocity profile drops with an upsurge in unsteadiness parameter values and Deborah number values. The rise in space and temperature-dependent heat source/sink parameters value increases the temperature. The concentration profile decreases as the thermophoretic parameter upsurges. Finally, the method’s correctness and stability are confirmed by the fact that the maximum number of values is near the zero-line error. The zero error is attained near the values $2.68 \times 10^{-6}$, $2.14 \times 10^{-9}$, and $8.5 \times 10^{-7}$ for the velocity, thermal, and concentration profiles, respectively.
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1. Introduction

The Deborah number describes the viscoelasticity of a fluid. This number is crucial when dealing with viscoelastic liquids, which are viscous and elastic. The basic viscoelastic Maxwell fluid model describes such fluids. It assumes that deformation causes time-dependent viscous flow and instantaneous elastic deformation. When stressed or deformed, a fluid exhibits an initial elastic reaction followed by a delayed viscous flow. The Deborah number highlights liquid viscoelasticity in this sequence, notably in Maxwell liquid (ML) models. This value clarifies liquid viscoelasticity, which helps us to understand how a material’s elasticity and viscosity affect its response to external pressures and deformations.
Shahid [1] used a numerical approach to study the flow of ML via a permeable stretching surface (SS). This study revealed that the concentration profile increases as the Deborah number rises. The flow of an ML via a permeable SS was explored by Megahed [2]. The cited study showed that the rise in the Deborah number decreases the velocity profile. Gowda et al. [3] scrutinized the flow of an ML past a stretchable disk. They found that the velocity of the fluid increased as the Deborah number decreased. The flow of an ML past an SS with non-Fourier heat flux was explored by Bhatti et al. [4]. Their investigation shows that the temperature profile diminishes with an upsurge in the magnitude of the non-Fourier Deborah number. The flow of a Maxwell fluid past an inclined surface was scrutinized by Abbas et al. [5]. This study clarified that the thermal and concentration profiles show an increasing trend against the Deborah number.

The upper-convected flow of a fluid is helpful for studying viscoelastic polymer melts and solutions, liquid crystals, and biological fluids. This type of flow is used in liquid crystal research. These materials are studied in many scientific and technical fields because of their intricate and intriguing responses to different flow conditions. Non-Newtonian liquids exhibit a viscoelastic upper-convected flow behaviour. These liquids lack a Newtonian structure, distinguishing them from “Newtonian fluids”. For Newtonian fluids, such as water and air, there is a linear relationship between shear rate and shear stress, whereas for non-Newtonian liquids, such as those discussed above, there is no such relationship. Instead, their behaviour depends on their distortion rate, which makes their flow patterns more complicated. Khan et al. [6] analysed the flow of a nanofluid via an SS. They utilized the upper-convected ML model to develop a velocity equation and investigated the elasticity properties of the model. Fetecau et al. [7] explained the flow of an ML between parallel plates. Using the Laplace transform approach, they studied the upper-convected MLs oscillation with exponential viscosity dependency. The flow of an ML on a vertical surface with variable properties was delineated by Fayz-Al-Asad et al. [8]. They mainly concentrated on the movement of an upper-convected ML combined with a chemical reaction, thermal conductivity, and temperature-dependent viscosity over a stratified surface. The flow of an ML over a permeable surface was observed by Waqas et al. [9]. They mainly focused on the characteristics of a two-dimensional upper-convected ML flow passing through a permeable sheet. The flow of an ML over a flat surface was analysed by Muhammad et al. [10] using a spectral relaxation scheme. They studied the mass and heat transport motion of an upper-convection ML in a thermally radiated flat surface.

Thermophoresis is a transport force that occurs due to a temperature gradient. Particles experience a thermophoretic force that moves them from areas of higher temperature to lower-temperature regions when there is a temperature gradient present in a liquid medium. The process by which particles that are suspended in a liquid are deposited onto a solid surface due to thermophoresis is referred to as thermophoretic particle deposition (TPD). This phenomenon is especially significant in a variety of applications, such as aerosol research, the deposition of nanoparticles, and studies on surface coatings. Thermophoresis has practical significance in domains such as nanotechnology, where it may be exploited to deposit nanoparticles onto specified surfaces, thereby assisting in the manufacture of functional coatings or the controlled administration of medicines. The significance of TPD with respect to a nanofluid flow induced via a moving disk was elaborated by Gowda et al. [11]. Their study found that mass transport declines as the values of the thermophoretic parameter rise. The influence of TPD on the flow of a Maxwell fluid via a spinning disk was analysed by Shehzad et al. [12]. Their study demonstrated that the values of the thermophoresis parameter upsurge, thereby lowering the fluid concentration. Kumar et al. [13] probed a Maxwell fluid flow via a stretchy surface influenced by the effect of TPD. Their research demonstrated that the concentration of fluid is reduced as the thermophoretic parameter increases. The flow of a fluid on a stretchable surface with the impact of TPD was studied by Bashir et al. [14]. Their investigation clearly showed that the mass transport decreased as the thermophoretic parameter upsurged. The flow of Casson fluid past a moving needle influenced by TPD was scrutinized by Kumar et al. [15].
According to their study, concentration profiles improve as thermophoresis parameter values decrease.

The fluid flow with graphene nanoparticle suspensions is concerned with investigating how these small graphene nanoparticles interact with the fluid that surrounds and reacts to external effects or flow circumstances. To maximize the performance of graphene-based nanofluids in various applications, it is essential to obtain a better understanding of this behaviour. The fluid’s viscosity, thermal conductivity and flow behaviour may all be drastically altered due to these characteristics. The excellent thermal conductivity of graphene may boost the heat-transfer capacities of the liquid, which might make it beneficial in heat exchangers, cooling applications, and thermal management systems. Investigating fluid flow using graphene nanoparticle suspensions reveals fascinating new avenues for developing innovative technical applications. Researchers and engineers are looking at different methods to build enhanced nanofluids that can potentially change a variety of sectors and forms of technology by using the extraordinary qualities of graphene. Recently, Ahmad et al. [16] examined the flow of ML via an SS with graphene nanoparticles suspension. Their study clearly showed that the upsurge in volume fraction reduces the fluid flow. The flow of Maxwell fluid suspended with graphene nanoparticles via an expandable surface was swotted by Chandrasekaran et al. [17]. The research depicts that adding graphene nanoparticles to fluid improves fluid flow velocity. Bhattacharyya et al. [18] explored the flow of an ML over an SS with suspension of graphene nanoparticles. They inspected the flow properties of an electrically conducting hybrid nanofluid comprising graphene nanoparticles through a linear SS with velocity slip condition. The flow of graphene Maxwell nanofluid past an SS was probed by Hussain et al. [19]. Here, they analyzed the flow of radiative ML containing graphene nanoparticles with thermal slip conditions. Algehyne et al. [20] investigated the flow of Maxwell nanofluid past a stretchy surface with joule heating. They concluded that an upsurge in the solid volume fraction enhances the temperature of the fluid.

Sodium alginate is useful and adaptable, and may be used in various contexts and purposes. Because of its ability to gel, thicken, and remain biocompatible, it is sought after for use as a component in multiple goods and procedures. Because of its exceptional qualities and adaptability, this substance, which is the sodium salt of alginic acid, is set for use in a wide variety of commercial applications. The flow of sodium–alginate-based nanofluid past a flat surface was elucidated by Jamshed et al. [21]. They concluded that the rise in solid volume fraction diminishes the velocity profile. The flow of a nanofluid past a vertical surface with sodium alginate as a base fluid was evaluated by Tassaddiq et al. [22]. They analyzed the heat transport resulting from free convection in non-Newtonian nanofluids containing sodium alginate as a base fluid over an infinite vertical plate that was studied using the Atangana–Baleanu fractional derivative. Shaukat et al. [23] inspected the flow of sodium–alginate-based nanofluid via a porous medium. Their study demonstrated that the upsurge in volume fraction enhances the fluid flow velocity. The flow of a hybrid nanofluid via an inclined plate with sodium alginate as a base fluid was studied by Raza et al. [24]. According to their results, the solid volume fraction improves the thermal profile of nanofluid. Sodium–alginate-based nanofluid flow over a curvy surface was delineated by Dawar et al. [25]. They concluded that the values of solid volume fraction increase with an upsurge in the Nusselt number.

Most research has concentrated on nanofluids, although some has looked at the behaviour of nanofluids when using different models. There is little available information on the impact of thermophoretic particle deposition, Deborah number, nanoparticle diameter and HSS on the upper convected flow of Maxwell nanofluid, including graphene nanoparticles suspended in sodium alginate as a base fluid. To fill this research gap, the current study explores the time-dependent upper-convected Maxwell nanofluid flow with thermophoretic particle deposition by considering the solid–liquid interfacial layer and nanoparticle diameter. The addition of the thermophoretic particle deposition and the solid–liquid interfacial layer bring an additional layer of complexity to the investigation.
The features of the flow and the amount of particle deposition are both heavily influenced by these elements to a significant degree. By considering these factors, the work provides a more detailed understanding of nanofluid flow phenomena. This paves the way for an examination of the consequences of nanofluid flow phenomena for a wide range of applications in nanomanufacturing.

2. Mathematical Formulation

The present study pertains to the investigation of the two-dimensional unsteady flow of an incompressible Maxwell nanofluid with sodium alginate as a base fluid and graphene as suspended nanoparticles. The stretching rate $U_w(x, t) = \frac{ax}{(1 - \alpha t)}$ is noted to exhibit a gradual increase over time, resulting in enhanced effectiveness. The sheet is maintained at a consistent temperature of $T_w$, while the temperature of the ambient fluid is denoted as $T_\infty$. The phenomenon of thermophoresis is considered to enhance the comprehension of the changes in mass deposition on the surface. The surface concentration is maintained at a uniform rate and denoted by $C_\infty$, which is assumed to be at a value of zero, signifying a clean surface, whereas $C_w$ represents the concentration at the free stream. The governing equations for the current boundary layer flow problem are as follows (see refs. [26–29]):

$$\frac{\partial u}{\partial t} + u\frac{\partial u}{\partial x} + v\frac{\partial u}{\partial y} = v_n f \left( \frac{\partial^2 u}{\partial y^2} \right) - \lambda_0 (1 - \alpha t) \left( u^2 \frac{\partial^2 u}{\partial x^2} + v^2 \frac{\partial^2 u}{\partial y^2} + 2uv \frac{\partial^2 u}{\partial x \partial y} \right)$$  \hspace{1cm} (1)

$$\frac{\partial T}{\partial t} + u\frac{\partial T}{\partial x} + v\frac{\partial T}{\partial y} = \frac{k_{nf}}{(\rho C_p)_{nf}} \frac{\partial}{\partial y} \left( \frac{\partial T}{\partial y} \right) + \frac{1}{(\rho C_p)_{nf}} q''$$  \hspace{1cm} (2)

$$\frac{\partial C}{\partial t} + u\frac{\partial C}{\partial x} + v\frac{\partial C}{\partial y} = D \left( \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} \right) - \frac{\partial}{\partial y} (V_T C)$$  \hspace{1cm} (3)

The boundary constraints are defined as:

$$u = U_w(x, t) = \frac{ax}{(1 - \alpha t)}, \quad v = V_w = -\sqrt{\nu U_w} f_0, \quad T = T_w, \quad C = C_w = 0 \text{ at } y = 0,$$
$$u \to 0, \quad T \to T_\infty, \quad C \to C_\infty \text{ as } y \to \infty$$  \hspace{1cm} (5)

According to Alizadeh-Pahlavan and Sadeghy [26], the inclusion of an unsteady term for the shear stress is not necessary in the case of Maxwell fluid. The coefficient of $\lambda_0 (1 - \alpha t)$ does not exhibit any unsteady term. The equation $V_w = -\sqrt{\nu U_w} f_0$ denotes the surface mass transfer, where $V_w > 0$ signifies injection and $V_w < 0$ indicates suction.

The mathematical modelling of the non-uniform heat sink/source is given as follows (see Hayat et al. [29])

$$q'' = \frac{k_f U_w(x, t)}{\nu f} \left( T_w - T_\infty \right) \left[ A^* f' + \frac{(T - T_\infty)}{(T_w - T_\infty)} B^* \right]$$  \hspace{1cm} (6)

It should be noted that the scenario where $A^*, B^* > 0$ indicates the presence of internal heat generation, while the scenario where $A^*, B^* < 0$ indicates the presence of internal heat absorption.

Furthermore, the graphene nanoparticles that accommodate aqueous solutions are assumed to be the primary impetus behind the overall endeavour. The decision was made to utilize thermophysical nanofluid models, as outlined in reference [30–33]. The thermal fundamental thermo-physical associations are as follows:

$$\mu_{nf} = \mu_f \left( \frac{1}{(1 - \phi)^{2\gamma}} \right),$$  \hspace{1cm} (7)
\[ \rho_{nf} = (1 - \phi)\rho_f + \phi \rho_s, \] (8)

\[ (\rho C_p)_{nf} = (1 - \phi) (C_p\rho)_f + \phi (C_p\rho)_s. \] (9)

In this study, the classical thermal conductivity correlations proposed by Maxwell, Hamilton and Crosser [34] were not utilized due to their inadequacy in describing the significantly enhanced thermal conductivity observed in nanofluids. The principal factor contributing to this inherent vulnerability arises after disregarding the nanoparticle diameter or molecular solid–fluid interfacial layer in the thermal conductivity correlations made by conventional models. The nanoparticle’s diameter and the interfacial layer between the solid and liquid phases are crucial factors contributing to the observed enhancements in thermal conductivity. Modified thermal conductivity correlations have been reported by Murshed et al. [35] and Leong [36], and are presented as follows:

\[ k_{nf} = k_f \left( 1 - \gamma_2^3 + 2\gamma_1^3 \right) \phi \beta_1 \left( k_s - k_f \beta_1 \right) + \gamma_1^3 \left( \beta_1 - 1 \right) \phi \gamma_2^3 + 1 \left( k_s + 2k_f \beta_1 \right) \left( k_s - k_f \beta_1 \right) \gamma_2^3 - \left( k_s - k_f \beta_1 \right) \phi \left( \gamma_2^3 - 1 + \gamma_1^3 \right), \] (10)

with \((\gamma_1, \gamma_2, h) = \left( \frac{1}{2} \frac{h}{a} + 1, 1 + \frac{1}{2} \sigma \sqrt{2\pi} \right)\), where \(\sigma_l = [0.2 \text{ nm} - 0.8 \text{ nm}]\) and \(d = 10\). Also, for \(\sigma_l = 0.4 \text{ nm}\), we have \(h \approx 1 \text{ nm}\) based on refs. [37,38].

The mathematical analysis of the problem can be made more straightforward by introducing the following dimensionless functions and similarity variables (see refs. [26–29]):

\[ \psi = \left( \frac{a v_f}{(1 - \alpha)} \right)^{1/2} x f(\eta), \quad \theta(\eta) = \frac{T - T_\infty}{T_w - T_\infty}; \]

\[ \chi(\eta) = \frac{C}{v_f}, \quad \eta = y \sqrt{\frac{a}{v_f (1 - \alpha)}}, \quad u = \frac{\partial \psi}{\partial \eta}, \quad v = \frac{\partial \chi}{\partial \eta}. \]

Thermophoretic velocity is defined by [39]

\[ V_T = k^* v_f \frac{\nabla T}{T_r} = -k^* v_f \frac{1}{T_r} \frac{\partial T}{\partial y}. \] (11)

By utilizing the aforementioned relationships, the governing equations are ultimately simplified to

\[ \frac{\nu_{nf}}{v_f} f'' - \beta \left( f^2 f''' - 2f f' f'' \right) - \gamma \left( f' + \frac{\eta}{2} f'' \right) - (f')^2 + f f'' = 0 \] (12)

\[ \left( \frac{\rho c_p}{k_f} \right)_f k_{nf} \theta'' - \gamma \Pr \left( \frac{\eta}{2} \theta' \right) + \Pr (f \theta') + \left( \frac{\rho c_p}{k_f} \right)_n f \left( A^* f' + B^* \theta \right) = 0 \] (13)

\[ \frac{1}{Sc} \chi'' - \gamma \frac{\eta}{2} \chi' + f \chi' - \tau (\theta'' \chi + \theta' \chi') = 0 \] (14)

along with the reduced boundary condition:

\[ f'(0) = 1, f(0) = f_0, \theta(0) = 1, \chi(0) = 0 \]

\[ f'(\infty) \rightarrow 0, \theta(\infty) \rightarrow 0, \chi(\infty) \rightarrow 1 \] (15)

For surface injection \(f_0 < 0\), but for surface suction \(f_0 > 0\).

where \(\beta = \lambda_0 a, \gamma = \frac{\alpha}{a}, \Pr = \left( \frac{\mu c_p}{k_f} \right)_f, Sc = \frac{v_f}{D}, \tau = \frac{-k^*(T_w - T_\infty)}{T_r}. \)

The quantities of physical interest are
Rate of heat transfer:
\[ Nu = -\frac{k_{nf}}{k_f} \theta'(0) \] (16)

Rate of mass transfer:
\[ Sh = -\chi'(0) \] (17)

3. Numerical Method

Partial differential equations are utilized to simulate the fundamental flow patterns. The partial differential equations (PDEs) are converted into ordinary differential equations (ODEs) by using appropriate similarity factors. Due to the highly nonlinear nature of the simplified ODEs, the task of obtaining a numerical solution poses significant challenges. To investigate the flow model, Equations (12)–(14), along with the corresponding boundary conditions Equation (15), are written as

\[ f = y(1), f' = y(2), f'' = y(3), \theta = y(4), \theta' = y(5), \chi = y(6), \chi' = y(7). \] (18)

\[ f''' = -\left(\frac{1}{j} \left( \frac{\nu_{nf}}{\nu_f} - \beta y(1)^2 \right) \right) \left( 2\beta y(1)y(2)y(3) - \gamma \left( y(2) + \frac{\eta}{2} y(3) \right) - (y(2))^2 + y(1)y(3) \right) \] (19)

\[ \theta'' = -\left(\frac{1}{\left( \frac{pc_p}{\rho c_p} \right)_{nf} \frac{k_{nf}}{k_f}} \right) \left( -\gamma Pr \left( \frac{\eta}{2} y(5) \right) + Pr(y(1)y(5)) + \frac{\left( pc_p \right)_{nf}}{\left( pc_p \right)_{yf}} (A^* y(2) + B^* y(4)) \right) \] (20)

\[ \chi'' = -Sc \left( \frac{\eta}{2} y(7) + y(1)y(7) - \left( \frac{\eta}{2} y(5) \right) + Pr(y(1)y(5)) + \frac{\left( pc_p \right)_{nf}}{\left( pc_p \right)_{yf}} (A^* y(2) + B^* y(4)) \right) \] (21)

The boundary conditions become

\[ ya(1) = f_0, ya(2) = 1, ya(4) = 1, ya(6) = 0; \]
\[ yb(2) = 0, yb(4) = 0, yb(6) = 1; \] (22)

Moreover, the shooting method is employed to iteratively estimate the unknown initial circumstances until the desired boundary conditions are satisfied. The RKF-45 method was utilized to include the obtained result. The methodology employed in this study utilizes the fourth and fifth-order Runge-Kutta approaches. The algorithm’s error for adaptive step-sizing can be obtained by subtracting these two values. The determination of convergence is heavily reliant on accurately estimated initial conditions of the shooting technique. To arrive at an approximation of the solution, the problem’s domain was restricted to \([0; \eta_\infty]\). Here, the \(\eta_\infty\) is considered as \(\leq 6\).

4. Results and Discussion

This section discusses the detailed numerical computation performed for various values of the parameters such as Deborah number \(\beta\), unsteadiness parameter \(\gamma\), temperature-dependent heat source/sink parameter \(B^*\), space-dependent heat source/sink parameter \(A^*\), Schmidt number \(Sc\), thermophoretic constant \(\tau\), and diameter of the nanoparticles \(d\) that determine the flow characteristics to analyse the behaviour of velocity, temperature, and concentration fields for Maxwell fluid. The findings are provided in the form of graphs. Table 1 presents the thermophysical characteristics of NaAlg and nanoparticles, specifically graphene.

<table>
<thead>
<tr>
<th>Physical Features</th>
<th>k (W/mk)</th>
<th>(\rho) (kg/m³)</th>
<th>(c_p) (/kg K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaAlg</td>
<td>0.6376</td>
<td>989</td>
<td>4175</td>
</tr>
<tr>
<td>Graphene</td>
<td>2500</td>
<td>2250</td>
<td>2100</td>
</tr>
</tbody>
</table>

Figure 1 shows the consequence of the Deborah number on the velocity profile. An increase in Deborah number diminishes the velocity profile. Physically, the Deborah number is the product of relaxation time and observation time. As relaxation time increases owing to a rise in Deborah number, a greater Deborah number resists fluid motion and lowers the velocity profile. The upshot of
the use of Deborah number in heat transport is portrayed in Figure 2. The thermal profile increases with an increase in the value of Deborah number. As a result, the thickness of the boundary layer declines with higher Deborah number values, leading to a rise in temperature. Using a coolant with a low Deborah number can increase the cooling of the heated surface. Figure 3 displays the upshot of the unsteadiness parameter on the velocity profile. The velocity profile drops with an upsurge in values of the unsteadiness parameter. It can be observed that the velocity along the sheet initially falls as the unsteadiness parameter grows, which suggests a corresponding decline in the momentum boundary layer thickness near the wall.

Figure 1. Effect of Deborah number on velocity profile.

Figure 2. Effect of Deborah number on thermal profile.
The impact of the unsteadiness parameter on the thermal profile is shown in Figure 4. As the values of the unsteadiness parameter increases, the thermal profile decreases, as shown in the figure. This indicates that the rate of cooling is substantially faster for larger values of the unsteadiness parameter, but cooling may take longer for lower values of the unsteadiness parameter. As a result, thermal profile decreases. The effects of non-uniform heat source/sink characteristics on temperature profile are shown in Figures 5 and 6. Upon observing both figures, heat source \((A^+ > 0, B^+ > 0)\) contributes more energy to the thermal boundary layer, raising the fluid’s temperature. The heat sink \((A^+ < 0, B^+ < 0)\) absorbs the heat energy from the thermal boundary layer, lowering the fluid’s temperature.
Figure 5. Effect of space-dependent internal heat generation/absorption parameter on thermal profile.

Figure 6. Effect of temperature-dependent internal heat generation/absorption parameter on thermal profile.

Figure 7 demonstrates the upshot of Schmidt number on the concentration profile. The concentration gradient increases when the Schmidt number is enhanced. The strong viscous diffusion of advanced $Sc$ values also enhances molecular movements. A Schmidt number is a non-dimensional number that mathematically describes how mass and momentum diffusivities result in a liquid flow. The highest nanoparticle concentration matches the lowest Schmidt number. Additionally, it displays the boundary layer thickness for the hydrodynamic and nanoparticle species. Consequently, the gradient of concentration upsurges. The consequence of the thermophoretic parameter for the concentration profile is illustrated in Figure 8. The decrease in values of the thermophoretic constant
leads to a rise in the concentration profile. Thermophoresis has in a suction-like effect between the particles, leading to a cool surface, which causes the mass transfer to decline. Figure 9 illustrates the impact of the nanoparticles’ diameter on the thermal profile. Although the effect may be constrained, the comprehensive portrayal instills confidence in the declining trajectory. Nanoparticles exhibiting smaller diameters show enhanced Brownian motion and elevated thermal conductivity compared to their larger counterparts. Hence, it can be observed that nanoparticles with smaller diameters demonstrate relatively lower temperature measurements.

Figure 7. Effect of Schmidt number on concentration profile.

Figure 8. Effect of thermophoretic parameter on concentration profile.
5. Artificial Neural Network Modelling

Artificial Neural Networks (ANNs) offer a highly practical computational model and are frequently used methods for modelling and forecasting the behaviour of highly nonlinear systems. ANNs aim to identify novel patterns by displaying a complicated connection between inputs and outputs. Artificial neural networks are used for various activities, including image identification, medical diagnosis, machine translation and speech recognition. ANNs, modelled after biological nervous systems, consist of a network of interconnected artificial neurons, making them well-suited to replicating the functionality of powerful computer resources.

The present work aimed to provide the models for velocity, thermal and concentration profiles with varying $\eta$ by employing an artificial neural network with the Levenberg–Marquardt scheme (ANN-LMS). The quantity of input and output parameters, the number of layers and connections between neurons, and their design all affect how effectively they work. One input, fifteen hidden neurons and one output are present in the projected velocity, temperature and concentration models. Figure 10 displays the trained ANN-LMS models’ input, hidden, and output layers. In particular, the features of neural network training, including input, hidden, output layers and the number of neurons for the developed ANN-LMS models of velocity, thermal and concentration profiles are presented in the form of model diagrams, as seen in Figures 10a, 10b and 10c, respectively. The weights ($w$) and biases ($b$) required for predicting the neural network results are also indicated in these figures. The numerical value 1 in the input and output layers mentioned in the figures signify that one set of input and output data is given in both input and output layers for the ANN-LMS model training with 15 hidden neurons in the hidden layer. The dimensionless quantity $\eta$ is transmitted as input to the ANN-LMS’s input layer, and the corresponding data of velocity, thermal and concentration profile procured by solving the dimensionless equations using RKF-45 are provided to the ANN-LMS’s output layer as target sets. The response data of velocity, thermal and concentration profiles are randomly divided, in which 1401, 1501 and 1601 data elements are considered for the training of the corresponding velocity, thermal and concentration profiles models, respectively. For the provided data samples, 70% of the data are used by the proposed ANN-LMS models during the training phase, followed by 15% during the testing and validation phases. Several statistical analyses can measure a model’s effectiveness using the designed ANN-LMS predictions. To systematically establish the performance of ANN-LMS models, performance metrics including mean square error (MSE)
and regression coefficient, have been considered to evaluate their performance. The mathematical notations for ANN-LMS performance metrics are as follows:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\xi_{\text{Num}}(i) - \xi_{\text{ANN}}(i))^2
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (\xi_{\text{Num}}(i) - \xi_{\text{ANN}}(i))^2}{\sum_{i=1}^{n} (\xi_{\text{Num}}(i))^2}
\]

where \(i\) represents the number of data sets, \(\xi_{\text{Num}}\) is the response values of the fluid profiles achieved by employing the numerical technique and \(\xi_{\text{ANN}}\) is the predicted values of the ANN-LMS models.

The validation performance of ANN-LMS models for velocity, thermal and concentration profile is developed in Figures 11a, 12a and 13a, respectively. The best validation performance of 3.0249 \(\times 10^{-10}\) is reached at epoch 657, together with the lowest MSE for the velocity profile, as shown in Figure 11a. Upon observing Figure 12a, the trained temperature profile model exhibits the lowest MSE magnitude of 9.4355 \(\times 10^{-15}\) at epoch 315. Further, Figure 13a illustrates the best validation performance for the proposed model of concentration profile with the lowest MSE value of 1.5013 \(\times 10^{-10}\) attained at epoch 573.
Figure 10. ANN design for (a) velocity profile model (b) temperature profile model (c) concentration profile model.

Figure 11. Cont.
Figure 11. (a) Performance of ANN-LMS, (b) training plot, (c) error distribution plot, (d) regression plot, (e) fitness plot for velocity profiles.
Figure 12. Cont.
Figure 12. Cont.
Figure 12. (a) Performance of ANN-LMS, (b) training plot, (c) error distribution plot, (d) regression plot, (e) fitness plot for temperature profiles.

Figure 13. Cont.
Figure 13. Cont.
Figure 13. (a) Performance of ANN-LMS, (b) training plot, (c) error distribution plot, (d) regression plot, (e) fitness plot for concentration profiles.
Figures 11b, 12b and 13b represent the Gradient, Mu and validation check of the ANN-LMS concerning the velocity, thermal and concentration profile models, respectively. The Gradient is simply a vector that points the network in the right direction with a certain magnitude to reach the desired results as rapidly as possible, whereas Mu is a factor that controls a specific approach. Mu’s value directly represents the convergence of the solution. Upon observing Figure 11b, for the velocity profile, the gradient value $9.9475 \times 10^{-8}$ is attained at epoch 657 and the corresponding Mu value of $1 \times 10^{-8}$ is achieved. Figures 12b and 13b denote the gradient value $9.9974 \times 10^{-8}$ with Mu value $1 \times 10^{-13}$ at epoch 315 and gradient value $9.9117 \times 10^{-8}$ with Mu value $1 \times 10^{-8}$ at epoch 573 for the temperature profile and concentration profile, respectively.

The error histograms of the constructed ANN-LMS models for velocity, thermal and concentration profiles are shown in Figures 11c, 12c and 13c, respectively. The error histogram shows the distribution of errors away from the zero line. Each bar in the graph represents the number of dataset values that fall into a certain bin. The method’s correctness and stability are confirmed by the fact that the maximum number of values is near the zero-line error. The zero error is attained near the values $2.68 \times 10^{-6}$, $2.14 \times 10^{-6}$ and $8.5 \times 10^{-7}$ for $f'(\eta)$, $\theta(\eta)$ and $\chi(\eta)$, respectively.

The regression plot for the training data of the velocity, temperature and concentration profiles is shown in Figures 11d, 12d and 13d, respectively. Regression is a statistical tool used to assess the precision of a trained model by comparing the predicted data points to the regression line. The suggested model’s prediction closely matches the actual values, as indicated by the R value being extremely near to 1. A regression result of 1 indicates a strong correlation between the desired and projected values. Thus, the trained value is achieved at the minimum error for $f'(\eta)$, $\theta(\eta)$ and $\chi(\eta)$. Figures 11e, 12e and 13e explain the fit curve of the ANN-LMS for velocity, temperature and concentration profiles, respectively. These figures show the fitness data based on the difference between the target and network outputs or the difference between the predicted value and target value. The error is discovered to be extremely near to zero, demonstrating the method’s accuracy and suitability. Further, Tables 2–4 denote the achieved results of ANN-LMS models for the velocity, temperature and concentration profiles at different epochs.

### Table 2. Results of ANN-LMS for velocity profile model.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Gradient</th>
<th>Performance</th>
<th>Mu</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Training Validation Testing</td>
</tr>
<tr>
<td>809</td>
<td>$9.97 \times 10^{-8}$</td>
<td>$3.6 \times 10^{-10}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$3.6011 \times 10^{-10}$</td>
</tr>
<tr>
<td>677</td>
<td>$9.96 \times 10^{-8}$</td>
<td>$3.55 \times 10^{-10}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$3.5934 \times 10^{-10}$</td>
</tr>
<tr>
<td>615</td>
<td>$1 \times 10^{-7}$</td>
<td>$5.22 \times 10^{-11}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$5.2201 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

### Table 3. Results of ANN-LMS for temperature profile model.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Gradient</th>
<th>Performance</th>
<th>Mu</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Training Validation Testing</td>
</tr>
<tr>
<td>435</td>
<td>$9.9 \times 10^{-8}$</td>
<td>$6.17 \times 10^{-14}$</td>
<td>$1 \times 10^{-12}$</td>
<td>$6.1673 \times 10^{-14}$</td>
</tr>
<tr>
<td>231</td>
<td>$1 \times 10^{-7}$</td>
<td>$9.83 \times 10^{-15}$</td>
<td>$1 \times 10^{-13}$</td>
<td>$9.8355 \times 10^{-15}$</td>
</tr>
<tr>
<td>179</td>
<td>$9.9 \times 10^{-8}$</td>
<td>$1.91 \times 10^{-14}$</td>
<td>$1 \times 10^{-13}$</td>
<td>$1.9103 \times 10^{-14}$</td>
</tr>
</tbody>
</table>

### Table 4. Results of ANN-LMS for concentration profile model.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Gradient</th>
<th>Performance</th>
<th>Mu</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Training Validation Testing</td>
</tr>
<tr>
<td>660</td>
<td>$9.98 \times 10^{-8}$</td>
<td>$1.63 \times 10^{-10}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$1.6293 \times 10^{-10}$</td>
</tr>
<tr>
<td>589</td>
<td>$9.94 \times 10^{-8}$</td>
<td>$1.4 \times 10^{-10}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$1.3993 \times 10^{-10}$</td>
</tr>
<tr>
<td>575</td>
<td>$9.99 \times 10^{-8}$</td>
<td>$1.76 \times 10^{-10}$</td>
<td>$1 \times 10^{-8}$</td>
<td>$1.7559 \times 10^{-10}$</td>
</tr>
</tbody>
</table>
6. Conclusions

The current study explores the time-dependent Maxwell nanofluid flow with thermophoretic particle deposition by considering the solid–liquid interfacial layer and nanoparticle diameter. The non-linear governing equations are converted into ordinary differential equations using suitable similarity variables. These reduced equations are solved using the Runge–Kutta Fehlberg-45 method with the shooting technique. Visual aids such as graphs and tables effectively convey the quantitative results. The results reveal that the velocity profile drops with an upsurge in unsteadiness parameter and Deborah number values. The increase in the values of space and temperature-dependent heat source/sink parameters increases the temperature. The concentration profile declines as the thermophoretic parameter upsurges. Finally, the method’s correctness and stability are confirmed because the maximum number of values is near the zero-line error. The zero error is attained near the values $2.68 \times 10^{-6}$, $2.14 \times 10^{-9}$ and $8.5 \times 10^{-7}$ for velocity, thermal and concentration profiles, respectively.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_w$</td>
<td>Sheet velocity</td>
</tr>
<tr>
<td>$T_\infty$</td>
<td>Ambient temperature</td>
</tr>
<tr>
<td>$k^*$</td>
<td>Thermophoretic coefficient</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>Relaxation time</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Unsteadiness parameter</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>$\rho C_p$</td>
<td>Heat capacitance</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Deborah number</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$d$</td>
<td>Nanoparticle diameter</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Thermophoretic parameter</td>
</tr>
<tr>
<td>$a$</td>
<td>Constant</td>
</tr>
<tr>
<td>$f$</td>
<td>fluid</td>
</tr>
<tr>
<td>$nf$</td>
<td>nanofluid</td>
</tr>
<tr>
<td>$s$</td>
<td>solid nanoparticle</td>
</tr>
</tbody>
</table>

Subscript

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>fluid</td>
</tr>
<tr>
<td>$nf$</td>
<td>nanofluid</td>
</tr>
<tr>
<td>$s$</td>
<td>solid nanoparticle</td>
</tr>
</tbody>
</table>

Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>Maxwell liquid</td>
</tr>
<tr>
<td>TPD</td>
<td>Thermophoretic particle deposition</td>
</tr>
<tr>
<td>ODE’s</td>
<td>Ordinary differential equations</td>
</tr>
<tr>
<td>LMS</td>
<td>Levenberg–Marquardt scheme</td>
</tr>
<tr>
<td>SS</td>
<td>Stretching surface</td>
</tr>
<tr>
<td>PDE’s</td>
<td>Partial differential equations</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean square error</td>
</tr>
</tbody>
</table>
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