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Abstract: This paper regards the outer synchronization of multi-layer dynamical networks with additive couplings via aperiodically intermittent pinning control, in which different layers of each multi-layer network have different topological structures. First, a state-feedback intermittent pinning controller is designed in the drive and response configuration, and sufficient conditions to achieve the outer synchronization are derived based on the Lyapunov stability theory and matrix inequalities. Second, outer synchronization problem of multi-layer networks is discussed by setting an adaptive intermittent pinning controller; an appropriate Lyapunov function is selected to prove the criteria of synchronization between the drive multi-layer network and the response multi-layer network. Finally, three simulation examples are given to show the effectiveness of our control schemes.
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1. Introduction

In the real world, there are various types of complex networks, such as the Internet, WWW (World Wide Web), transportation networks, neural networks, social networks, and so on. In the past 20 years, complex networks have been extensively studied regarding structural characteristics and dynamic behavior. Then, synchronization can describe the collective dynamics of the states of each node in complex networks, and has received high attention due to its many potential applications in automatic control [1,2], biological systems [1,3], secure communication [4], etc. In the last two decades, many important advances have been made in the research of the synchronization of complex networks; see the review literature [1,5,6]. However, previous research of the synchronization of complex networks mainly focused on single-layer networks (traditional complex networks). In the real environment, some complex networks have more than one layer, whose structures are more complicated. For example, in transportation networks, there may be roads, railways, and aviation among cities. In order to simulate such complex systems more accurately, the concept of multi-layer complex networks was proposed, and multi-layer complex networks have become a new research direction for the development of complex networks. Multi-layer complex networks take different kinds of interactions for multiple sub-networks into considerations. The synchronization of multi-layer networks has different types, and is usually divided into intra-layer synchronization [7–10], inter-layer synchronization [7,8], complete synchronization [7,8,11], etc. In addition, there is also outer synchronization, which refers to synchronization between different complex networks. The outer synchronization researches in complex networks can be found in the literature [12–14]. For the outer
synchronization of the single-layer networks, Wang et al. [12] studied the synchronization between two delay-coupled complex dynamical networks with a noise perturbation using an adaptive controller. Hymavathi et al. [13] introduced an outer synchronization scheme for fractional-order neural networks with time delays, and derived several criteria achieving synchronization between the drive and response systems based on fractional inequalities and Lyapunov-type functions. Zhuang et al. [14] used drive-response methods to study the synchronization of multi-layer dynamical networks with additive delay couplings and stochastic perturbations, and obtained sufficient conditions for synchronization between the drive and response networks using pinning controllers. In the existing work of outer synchronization in complex networks, one usually designs some suitable control protocols to drive the synchronization of networks. To reduce control costs, some feasible control methods have been proposed, such as intermittent control [15–22], impulsive control [23,24], event-triggered control [25–27], pinning control [14,28–33], and so on.

Intermittent control is a common discontinuous control method, which has the advantages of a low cost, easy implementation, and strong flexibility. As early as 2000, the intermittent control method was applied to control dynamical systems. Subsequently, the control method was introduced to the synchronization of complex networks, for instance, periodically intermittent control [16–19]. A periodically (non-periodically) intermittent control has a wider range of applications. In [20], a synchronization scheme of complex networks with time-varying delays was investigated via the aperiodically intermittent control method, and an exponential synchronization criterion is obtained when the control ratio of the control width to the total time width is equal in any time interval. Li et al. [21] proposed an aperiodically intermittent control method, with which they studied the cluster synchronization problem of two-layer networks with time-varying delays, and deduced some criteria for cluster synchronization using a theoretical analysis. In [22], based on the aperiodically intermittent control method, the synchronization of multi-layer neural networks with coupled time-varying delays was studied, and the sufficient conditions for achieving global asymptotic synchronization were proved by using generalized Halanay inequalities.

For some complex networks with a large number of nodes, it is of important significance to control a fractional of nodes in networks to achieve synchronization. Wang and Chen [28] first applied the pinning control method to study the synchronization of scale-free networks. The pinning control method is more practical, and its control cost is lower, so the method has been a common control technique in complex networks. By using the pinning method, many achievements have been obtained in the synchronization of the single-layer networks [28–30]. Additionally, the pinning control has been used to study the synchronization problem of multi-layer dynamical networks [14,31,33].

In the paper, we will use an aperiodically intermittent control method to study outer synchronization for two multi-layer dynamic networks with additive couplings. It is observed that the synchronization problem of multi-layer networks with additive couplings has been studied in [14,34,35]. Reference [34] discussed the synchronization of multi-layer multi-agent systems with an additive coupling and Markovian switching coupling, and derived a synchronization region under two cases for multiple Laplacian matrices of networks. In 2020, Zhuang et al. [35] reported the synchronization of stochastic delayed multi-layer networks with additive couplings, and gave several sufficient conditions to guarantee the synchronization of stochastic delayed coupled multi-layer networks. Motivated by the above, this paper will use pinning and intermittent control methods to discuss outer synchronization for two multi-layer dynamic networks with additive couplings, and also obtain sufficient conditions under linear feedback control and adaptive control, respectively. Finally, three simulation examples are given to show the effectiveness of linear feedback and adaptive control methods. Compared with previous work, the main differences and contributions can be summarized: (1) In [34,35], the synchronization of multi-layer networks with additive coupling is studied with the pinning feedback control. Differently, we adopt the aperiodically intermittent pinning control, which shows better
economy; (2) without utilizing the pining control in [21,22] for the synchronization of a multi-layer dynamic network, we combine the pining control and aperiodically intermittent control, and the additive coupling is considered in our model. (3) Research on the outer synchronization of two multi-layer networks with additive couplings was studied in the previous literature [14]; we study the outer synchronization of multi-layer networks by using intermittent pinning control.

This paper is organized as follows. In Section 2, notations, models of multi-layer networks with additive couplings, a hypothesis, and some lemmas are introduced. In Section 3, the main content on outer synchronization is presented. In Section 4, numerical simulations are given to further verify the correctness of the main results. The conclusions are given in Section 5.

2. Model Description and Preliminaries

In the paper, the following notations are adopted. \( \mathcal{N} \) is the set of natural numbers, \( \mathbb{R}^n \) denotes \( n \)-dimensional real column vectors, and \( I^n \) denotes the identity matrix with order \( n \). The superscript \( T \) represents the transpose operation to a corresponding matrix (or vector). For two symmetric matrices \( P \) and \( Q \), \( P < 0 \) \((P \geq 0)\) means that the matrix \( P \) is a negative (non-negative) definite matrix and \( P \leq Q \) \((P \geq Q)\) means that the matrix \( P - Q \) \((P - Q)\) is a negative (positive) semi-definite matrix.

We consider an outer synchronization model for two multi-layer dynamic networks with additive couplings, and assume that node-to-node has achieved inner-layer synchronization in a multi-layer complex network. To achieve the synchronization of two multi-layer dynamic networks, add intermittent pinning controllers in the response systems. Without a loss of generality, let us assume that intermittent controllers only pin the first \( l \) nodes.

The drive-response multi-layer dynamical networks are as follows:

\[
\dot{x}_i(t) = f(x_i(t)) + \sum_{k=1}^{M} c_k \sum_{j=1}^{N} a_{ij}^{(k)} D(x_j(t) - x_i(t)) \tag{1}
\]

\[
y_j(t) = \begin{cases} 
    f(y_j(t)) + \sum_{k=1}^{M} c_k \sum_{j=1}^{N} a_{ij}^{(k)} D(y_j(t) - y_i(t)) + u_i(t), & i = 1, 2, \ldots, l \\
    f(y_j(t)) + \sum_{k=1}^{M} c_k \sum_{j=1}^{N} a_{ij}^{(k)} D(y_j(t) - y_i(t)), & i = l + 1, \ldots, N 
\end{cases} \tag{2}
\]

where \( N \in \mathcal{N} \) is the number of nodes of each layer, \( x_i(t) = [x_{i1}(t), x_{i2}(t), \ldots, x_{in}(t)]^T \) and \( y_i(t) = [y_{i1}(t), y_{i2}(t), \ldots, y_{in}(t)]^T \in \mathbb{R}^n \) are the state vectors of the \( i \)-th node of drive-response multi-layer networks, \( f(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \) is a smooth nonlinear vector field, and \( M \in \mathcal{N} \) is the number of layers. \( c_k > 0 \) is the strength of coupling contributed with the \( k \)-th layer, and \( A^{(k)} = (a_{ij}^{(k)})_{N \times N} \) is the outer coupling matrix (irreducible); if there is a coupling link from node \( i \) to node \( j \) \((i \neq j)\), then \( a_{ij}^{(k)} > 0 \), otherwise, \( a_{ij}^{(k)} = 0 \), which satisfies the diffusion property \( \sum_{j=1}^{N} a_{ij}^{(k)} = \sum_{j=1}^{N} a_{ji}^{(k)} = 0, i = 1, 2, \ldots, N, k = 1, 2, \ldots, M; D = \text{diag}(d_1, d_2, \ldots, d_n) \) is an inner coupling matrix in each layer \((d_i > 0, i = 1, 2, \ldots, n)\), and \( u_i(t) \) is a state-feedback controller with constant control gains or an adaptive controller in the \( i \)-th node.

Aperiodically intermittent control divides the entire control time into a series of unequal time slots, the \( j \)-th time slot is \( T_j = [t_j, t_{j+1}] \). Note that \([t_j, t_j + h_j]\) and \([t_j + h_j, t_{j+1}]\) are the control time and non-control time regarding the \( j \)-th time slot, respectively; then, \( h_j \) is control width, and \( T_j = t_{j+1} - (t_j + h_j) \) is non-control width in the \( j \)-th time slot, \( j \in \mathcal{N} \).

With the properties of the diffusive matrix, Equations (1) and (2) can be rewritten as

\[
\dot{x}_i(t) = f(x_i(t)) + \sum_{k=1}^{M} c_k \sum_{j=1}^{N} a_{ij}^{(k)} Dx_j(t), i = 1, 2, \ldots, N \tag{3}
\]
Lemma 1 ([36]). If \( A \) where \( \Omega \)

Lemma 4 ([38]). Suppose that \( G \) is a coupling matrix in an undirected network, and that it is irreducible and satisfies the diffusive condition. \( G[l,l] \) is the sub-matrix of \( G \) obtained by removing its first \( l-1 \) row–column pairs.

Next, a definition of outer synchronization for two multi-layer complex networks, a hypothesis, and some lemmas are presented for later use.

**Definition 1.** The multi-layer complex networks (1) and (2) achieve outer synchronization if \( \lim_{t \to \infty} e_i(t) = 0 \) for \( i = 1, 2, \ldots, N \).

**Hypothesis 1.** There exists a \( \rho > 0 \) for \( x, y \in \mathbb{R}^n \) and a matrix \( \Omega \in \mathbb{R}^{n \times n} \), such that \( f(\cdot) \) satisfies

\[
(x - y) ^T (f(x) - f(y)) \leq \rho (x - y) ^T \Omega (x - y)
\]

where \( \Omega = \text{diag}(\omega_1, \omega_2, \ldots, \omega_n) \), \( \omega_1 \) is a positive constant, and \( i = 1, 2, \ldots, n \).

**Lemma 1 ([36]).** If \( A_{m \times m} \geq 0, B_{m \times m} \geq 0, C_{n \times n} \geq 0, D_{n \times n} \geq 0, \) and \( A \geq B, C \geq D \), then the following matrix inequality holds:

\[
A \otimes C \geq B \otimes D
\]

where \( \otimes \) is the Kronecker product.

**Lemma 2 ([37]).** Let the eigenvalues of matrix \( A \) be \( \lambda_1, \lambda_2, \ldots, \lambda_n \) and the eigenvalues of matrix \( B \) be \( \mu_1, \mu_2, \ldots, \mu_m \); then, eigenvalues of matrix \( A \otimes B \) are \( \lambda_i \mu_j, i = 1, 2, \ldots, n, \) and \( j = 1, 2, \ldots, m \).

**Lemma 3.** For the symmetric matrix \( X = \left[ \begin{array}{ccc} X_{11} & X_{12} \\ X_{12}^T & X_{22} \end{array} \right] \in \mathbb{R}^{(n+m) \times (n+m)} \), and \( X_{11} \in \mathbb{R}^{n \times n} \), \( X_{12} \in \mathbb{R}^{n \times m} \), \( X_{22} \in \mathbb{R}^{m \times m} \), \( X < 0 \) is equivalent to one of the following conditions:

(1) \( X_{11} < 0, X_{22} - X_{12}^T X_{11}^{-1} X_{12} < 0 \);

(2) \( X_{22} < 0, X_{11} - X_{12} X_{22}^{-1} X_{12}^T < 0 \).

**Lemma 4 ([38]).** Suppose that \( G \) is a coupling matrix in an undirected network, and that it is irreducible and satisfies the diffusive condition. \( G[l,l] \) is the sub-matrix of \( G \) obtained by removing its first \( l-1 \) row–column pairs.

\[
G[l,l] = \begin{pmatrix}
G[l,1] & \cdots & G[l,N] \\
G[l+1,1] & \cdots & G[l+1,N] \\
\vdots & \ddots & \vdots \\
G[N,l] & \cdots & G[N,N]
\end{pmatrix},
\]

then \( 0 = \lambda_{\max}(G[1,1]) > \lambda_{\max}(G[2,2]) \geq \ldots \geq \lambda_{\max}(G[N,N]) \).
3. Main Results

3.1. Synchronization with State-Feedback Intermittent Pinning Controller

Based on the above discussion, the state-feedback intermittent pinning controller is described with

\[
u_i(t) = \begin{cases} \gamma_i D e_i(t), & 1 \leq i \leq l, t \in [t_j, t_j + h_j) \\
0, & l < i \leq N, \text{ or } t \in [t_j + h_j, t_{j+1}) \end{cases}
\]

(7)

where \( \gamma_i > 0 \) is an undetermined constant, and \( D, l, \) and \( h_j \) are the above definition, \( i, j \in \mathcal{N}. \)

Equation (6) can be rewritten as the following compact form:

\[
\begin{cases}
\dot{e}(t) = F(y(t) - x(t)) + [(\sum_{k=1}^{M} (c_k A^{(k)}) - \Gamma) \otimes D] e(t), t \in [t_j, t_j + h_j) \\
\end{cases}
\]

(8)

where \( e(t) = (e_1^T(t), e_2^T(t), \ldots, e_N^T(t))^T, F(y(t) - x(t)) = [(f(y_1(t)) - f(x_1(t)))^T, (f(y_2(t)) - f(x_2(t)))^T, \ldots, (f(y_N(t)) - f(x_N(t)))^T]^T, \) and \( \Gamma = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_n, 0, \ldots, 0). \)

Next, one will obtain a theorem achieving synchronization for Equations (1) and (2) under the state-feedback intermittent pinning controller (7).

**Theorem 1.** Suppose that \( f(.) \) satisfies Hypothesis 1. The multi-layer complex networks (1) and (2) can be synchronized under the state-feedback intermittent pinning controller (7), if there exists the positive constant \( a > 0 \) and \( \rho > 0 \), such that control width \( h_k \) and non-control width \( \overline{h}_k \) satisfy

\[
\lim_{j \to \infty} (-a \left( \sum_{k=0}^{j} h_k \right) + b \left( \sum_{k=0}^{j} \overline{h}_k \right)) = -\infty,
\]

where \( a = 2\lambda \ast d, \) and \( -\lambda \) is a maximum eigenvalue of the matrix \( (\overline{p} I_N + \overline{A} - \Gamma), \overline{p} = \frac{\rho \overline{\omega}}{2}, \overline{\omega} = \max_{1 \leq i \leq N} \{ \omega_i \}, d = \min_{1 \leq i \leq N} \{ d_i \}, \overline{A} = \sum_{k=1}^{M} (c_k A^{(k)}), b = 2 \rho \overline{\omega}, \) and \( \rho, \Gamma, \) which are defined as above.

**Proof.** Choose the following Lyapunov function:

\[
V(t) = \frac{1}{2} e^T(t) e(t)
\]

(1) When \( t \in [t_j, t_j + h_j), \)

\[
\dot{V}(t) = e^T(t) e(t) = e^T(t) [F(y(t) - x(t)) + \sum_{k=1}^{M} (c_k A^{(k)}) - \Gamma) \otimes D] e(t)
\]

\[
= e^T(t) F(y(t) - x(t)) + e^T(t) [(\overline{A} - \Gamma) \otimes D] e(t)
\]

\[
\leq \rho e^T(t) (I_N \otimes \Omega) e(t) + e^T(t) [(\overline{A} - \Gamma) \otimes D] e(t)
\]

\[
= \rho e^T(t) (I_N \otimes \Omega) e(t) + e^T(t) [(\overline{A} - \Gamma) \otimes D] e(t)
\]

According to Lemma 1, one has \( \Omega \leq \frac{1}{2} \Omega D \leq \frac{\rho}{2} D. \) It follows that

\[
\dot{V}(t) \leq e^T(t) [(\overline{p} I_N + \overline{A} - \Gamma) \otimes D] e(t)
\]

Let \( \overline{A} = \sum_{i,j=1}^{N} \pi_{ij} \), \( \pi_{ij} \geq 0, i \neq j, \) and \( \sum_{i=1}^{N} \pi_{ij} = \sum_{j=1}^{N} \pi_{ji} = 0, 0, i, j = 1, 2, \ldots, N. \) Moreover, \( \overline{A} \) is a negative semi-definite matrix, and its maximum eigenvalue is 0.

From Lemma 2, \((\overline{p} I_N + \overline{A} - \Gamma) \otimes D\) is a negative-definite matrix if and only if \( \overline{p} I_N + \overline{A} - \Gamma \) is a negative-definite matrix.

Let \( \overline{p} I_N + \overline{A} - \Gamma = \begin{pmatrix} B_{11} & B_{12} \\ B_{12} & B_{22} \end{pmatrix}, \) where \( B_{11} = \overline{p} I_l + \overline{A}_l - \overline{I}_i, \overline{A}_l \) is a principal sub-matrix of order \( l \) for \( \overline{A}, \overline{I}_l = \text{diag}(\gamma_{1l}, \gamma_{2l}, \ldots, \gamma_{ll}), B_{22} = \overline{p} I_{N-l} + \overline{A}[l + 1, l + 1]. \) Apparently, appropriate values of \( \gamma_{il} \) can be selected to make a negative-definite matrix. According
Remark 1. In Theorem 1, if we choose \( h_m = \min \{ h_i \} \) and \( \bar{h}_M = \max \{ \bar{h}_i \} \), then \( -ah_m + b\bar{h}_M < 0 \), and multi-layer complex networks (1) and (2) can achieve outer synchronization. As a special case, when each time slot is equal to a constant, that is, \( h_0 = h_1 = \ldots = h \) and \( \bar{h}_0 = \bar{h}_1 = \ldots = \bar{h} \), as long as \( -ah + b\bar{h} < 0 \), Theorem 1 is still true. Then, synchronization scheme of intermittent pinning control becomes one of periodically intermittent pinning control.
3.2. Synchronization with Adaptive Intermittent Pinning Controller

Adaptive control has the advantage of a low control cost. In this subsection, we design an intermittent pinning controller with adaptive control gains, and explore the synchronization of two multi-layer complex networks with additive couplings.

For the error Equation (6), design an adaptive controller as follows:

\[
    u_i(t) = \begin{cases} 
        -\Gamma_i(t)De_i(t), & 1 \leq i \leq l, t \in [t_j, t_j + h_j) \\
        0, & 0 < i \leq N, \text{ or } t \in [t_j + h_j, t_{j+1})
    \end{cases} 
\]  

where \( \Gamma_i(t) = \text{diag}(\gamma_{i1}(t), \gamma_{i2}(t), \ldots, \gamma_{im}(t)) \) and \( \gamma_{ik}(t) \) are adaptive control gains, and \( \dot{\gamma}_{ik}(t) = \varepsilon \dot{\gamma}_{ik}(t), \varepsilon_i > 0 \) is a positive constant, \( \varepsilon_i(t) = y_{ik}(t) - x_{ik}(t), 1 \leq i \leq l, 1 \leq k \leq n \).

Equation (5) can be rewritten:

\[
    \begin{align*}
        \dot{e}(t) &= F(y(t) - x(t)) + \left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes \Gamma(t)(I_N \otimes D) \right) e(t), t \in [t_j, t_j + h_j) \\
        \dot{e}(t) &= F(y(t) - x(t)) + \left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t), t \in [t_j + h_j, t_{j+1})
    \end{align*}
\]  

where \( \Gamma(t) = \text{diag}(\Gamma_1(t), \Gamma_2(t), \ldots, \Gamma_l(t), 0 \ldots 0)_{(N \times n) \times (N \times n)} \).

**Theorem 2.** Under Hypothesis 1, the multi-layer complex networks (1) and (2) can be synchronized with the adaptive controller (9), if there exists positive constant \( l > 0, \bar{\pi} > 0, \bar{b} > 0, \) and control width \( h_k \), non-control width \( \bar{h}_k \) satisfy \( \lim_{j \to \infty} (-\bar{\pi} \left( \sum_{k=0}^{j} h_k \right) + \bar{b} \left( \sum_{k=0}^{j} \bar{h}_k \right)) = -\infty, \) where \( \bar{\pi} = 2\bar{\lambda} + d \).

**Proof.** Let \( P_i(t) = (\gamma_{i1}(t) - \varepsilon_1, \gamma_{i2}(t) - \varepsilon_2, \ldots, \gamma_{im}(t) - \varepsilon_m)^T, \varepsilon_i > 0 \).

The Lyapunov function is introduced as follows:

\[
    V(t) = \frac{1}{2} e^T(t)e(t) + \frac{1}{2} \sum_{i=1}^{l} \frac{1}{P_i(t)}(t)DP_i(t)
\]

When \( t \in [t_j, t_j + h_j) \),

\[
    \dot{V}(t) = e^T(t)e(t) + \frac{1}{2} \sum_{i=1}^{l} \frac{1}{P_i(t)}(t)DP_i(t)
\]

\[
    = e^T(t)[F(y(t) - x(t)) + \left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes \Gamma(t)(I_N \otimes D) \right) e(t)] + \frac{1}{2} \sum_{i=1}^{l} \frac{1}{P_i(t)}(t)DP_i(t)
\]

\[
    \leq pe^T(t)(I_N \otimes \Omega)e(t) + e^T(t)\left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t) - e^T(t)\left[ \Gamma(t)(I_N \otimes D) \right] e(t)
\]

\[
    + \frac{1}{2} \sum_{i=1}^{l} P_i(t)(t)\left( e^{i1}(t), e^{i2}(t), \ldots, e^{im}(t) \right)^T
\]

\[
    \leq pe^T(t)(I_N \otimes \Omega)e(t) + e^T(t)\left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t) - e^T(t)\left[ \Gamma(t)(I_N \otimes D) \right] e(t)
\]

\[
    + \frac{1}{2} \sum_{i=1}^{l} (\gamma_{i1}(t), \gamma_{i2}(t), \ldots, \gamma_{im}(t))D(c^{i1}(t), c^{i2}(t), \ldots, c^{im}(t))^T
\]

\[
    \leq pe^T(t)(I_N \otimes \Omega)e(t) + e^T(t)\left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t) - e^T(t)\left[ \Gamma(t)(I_N \otimes D) \right] e(t)
\]

\[
    + \frac{1}{2} \sum_{i=1}^{l} (\gamma_{i1}(t), \gamma_{i2}(t), \ldots, \gamma_{im}(t))D(c^{i1}(t), c^{i2}(t), \ldots, c^{im}(t))^T
\]

\[
    = pe^T(t)(I_N \otimes \Omega)e(t) + e^T(t)\left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t) - e^T(t)\left[ \Gamma(t)(I_N \otimes D) \right] e(t)
\]

\[
    + \frac{1}{2} \sum_{i=1}^{l} (\gamma_{i1}(t), \gamma_{i2}(t), \ldots, \gamma_{im}(t))D(c^{i1}(t), c^{i2}(t), \ldots, c^{im}(t))^T
\]

\[
    = pe^T(t)(I_N \otimes \Omega)e(t) + e^T(t)\left( \sum_{k=1}^{M} (c_k A^{(k)}) \otimes D \right) e(t) - e^T(t)\left[ \Gamma(t)(I_N \otimes D) \right] e(t)
\]

\[
    + \frac{1}{2} \sum_{i=1}^{l} (\gamma_{i1}(t), \gamma_{i2}(t), \ldots, \gamma_{im}(t))D(c^{i1}(t), c^{i2}(t), \ldots, c^{im}(t))^T
\]
\[
- \sum_{i=1}^{l} (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) D(e_i^2(t), e_i^3(t), \ldots, e_i^{n_i}(t))^T \\
\leq pe^{-T} (t)(I_N \otimes \Omega)e(t) + e^T(t)(\sum_{k=1}^{M} (c_kA^{(k)} \otimes D)e(t) - e^T(t) [\Gamma(t)(I_N \otimes D)]e(t) \\
+ \sum_{i=1}^{l} e_i^T(t) \Gamma_i(t) \Delta e_i(t) - \sum_{i=1}^{l} e_i^T(t) \sigma_i(t) \text{diag}(e_1, e_2, \ldots, e_n) D e_i(t) \\
\leq pe^{-T}(t)(I_N \otimes \Omega)e(t) + e^T(t)(\sum_{k=1}^{M} (c_kA^{(k)} \otimes D)e(t) - e^T(t) [\Gamma(t)(I_N \otimes D)]e(t) \\
+ \sum_{i=1}^{l} e_i^T(t) \Gamma_i(t) \Delta e_i(t) - \sum_{i=1}^{l} e_i^T(t) \text{DE} e_i(t) \\
\leq pe^{-T}(t)(I_N \otimes \Omega)e(t) + e^T(t)(\sum_{k=1}^{M} (c_kA^{(k)} \otimes D)e(t) - e^T(t) [\Gamma(t)(I_N \otimes D)]e(t) \\
+ e^T(t) [\Gamma(t)(I_N \otimes D)]e(t) - e^T(t)(I_N \otimes DE)e(t) \\
\leq pe^{-T}(t)(I_N \otimes \Omega)e(t) + (\sum_{k=1}^{M} (c_kA^{(k)} \otimes D)(I_N \otimes DE))e(t) \\
\leq pe^{-T}(t)(\bar{\rho} I_N + \sum_{k=1}^{M} (c_kA^{(k)} - \xi I_{N_l}) \otimes D)e(t)
\]

That is,
\[
\dot{V}(t) \leq pe^{-T}(t)(\bar{\rho} I_N + \sum_{k=1}^{M} (c_kA^{(k)} - \xi I_{N_l}) \otimes D)e(t)
\]

where \(E = \text{diag}(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n), \varepsilon = \min_{1 \leq i \leq n} \{ \varepsilon_i \} .

Based on the above discussion, choose the appropriate \(l \geq 1 \) and \( \varepsilon_i \), so that
\( \bar{\rho} I_N + \sum_{k=1}^{M} (c_kA^{(k)} - \xi I_{N_l}) < 0 \). Therefore, when \( t \in [t_j, t_j + h_j] \), one can obtain
\( \dot{V}(t) \leq -\bar{\rho} \dot{V}(t) \). Similarly, when \( t \in [t_j + h_j, t_{j+1}] \), \( V(t) \leq bV(t) \).

All in all, it can be represented as follows:

\[
\dot{V}(t) \leq \begin{cases} 
-\bar{\rho} \dot{V}(t), t \in [t_j, t_j + h_j] \\
\dot{V}(t), t \in [t_j + h_j, t_{j+1}] 
\end{cases}
\tag{12}
\]

The discussion below is similar to Theorem 1. \(\square\)

4. Simulation Examples

In order to illustrate the theoretical results, three numerical examples are introduced in this section.

4.1. Simulation Example with State-Feedback Intermittent Pinning Controller

In this section, we give two simulation examples with a state-feedback intermittent pinning controller to verify the effectiveness of Theorem 1. Consider that each layer of two-layer complex networks has 100 nodes. The first layer is constructed by using a Watts–Strogatz small-world network with the initial degree \( m = 4 \) and the rewiring probability \( p = 0.3 \). The second layer is constructed as a Barabási–Albert scale-free network with initial nodes \( m_0 = 5 \). And for each layer, we use the random pinning strategy to generate its coupling matrix of networks.

4.1.1. Simulation Example 1

Consider the following dynamical system:

\[
\begin{align*}
\dot{x}_{13}(t) &= \frac{1}{q} \sin(x_{13}(t)) \\
\dot{x}_{12}(t) &= \cos\left(\frac{1}{q} x_{12}(t)\right), \quad i = 1, 2, \ldots, 100
\end{align*}
\tag{13}
\]

where \( q \) is a non-zero real number. With a simple calculation, it can be obtained that \( e_i^T(t) (f(y_i(t)) - f(x_i(t))) \leq \frac{1}{q} e_i^T(t) e_i(t) \). That is, \( f(\cdot) \) satisfies the condition of Hypothesis 1,
where \( \rho = \frac{1}{q}, \Omega = I_2 \). By choosing \( q = 5, D = I_2, c_1 = c_2 = 0.2, l = 25, \gamma_1 = 5, \overline{\omega} = 1, \) and \( \overline{\rho} = 1 \), one has \( \overline{\rho} = 0.2 \); a maximum eigenvalue for \( (pl_N + \sum_{k=1}^{2} (c_k A^{(k)}) - \Gamma) \)
is \( -0.312 \); \( a = 0.624 \) and \( b = 0.4 \). For \( k \in \mathcal{N} \), when \( -ah_k + b\overline{n}_k < 0(h_k \geq 1.56\overline{n}_k) \), i.e.,
\[
\frac{h_k}{a} \geq 39.1\%, \lim_{j \to \infty} (\sum_{k=0}^{j} h_k) + b(\sum_{k=0}^{j} \overline{n}_k) = -\infty \text{ holds. Set } T_1 = [0,0.2), T_2 = [0.2,0.6), T_3 = [0.6,1.6), T_4 = [1.6,2.4), \ldots, \text{ and } \frac{h_k}{a} = 40\%; \text{ then, its corresponding control widths are } h_1 = 0.08, h_2 = 0.16, h_3 = 0.4, h_4 = 0.32, \ldots \text{ These parameters satisfy the conditions of Theorem 1.} \text{ For the drive system (1) and the response system (2), we choose initial values}
\[
e_1(t) = 0.01 + 0.1 \times i \times (-1)^j, e_2(t) = 0.02 + 0.1 \times i \times (-1)^j, y_1(t) = 0.01 + 0.2 \times i \times (-1)^j, \text{ and } y_2(t) = 0.02 + 0.2 \times i \times (-1)^j, \text{ respectively. Under the controller (7), the system of differential equations is solved with the step size 0.001 by using the four-order Runge_Kutta method. Figure 1a,b shows evolution trends of synchronization error components of 100 nodes, where the blue curves represent error components of the pinned nodes. To show the effect of intermittent and pinning control, evolutions of the state-feedback intermittent pinning controller are shown in Figure 2a,b and Figure 3a,b, also displaying evolutions of error components of the pinned nodes (25 nodes).}

![Figure 1](image1.png)

**Figure 1.** Evolution trends of synchronization errors of two-layer network with 100 nodes, where the blue curves represent error components of the pinned nodes (25 nodes). (a) Error components \( e_1(t) \). (b) Error components \( e_2(t), i = 1, 2, \ldots, 25 \).

![Figure 2](image2.png)

**Figure 2.** Evolution trends of the intermittent pinning controller. (a) Controller components \( u_1(t) \). (b) Controller components \( u_2(t), i = 1, 2, \ldots, 25 \).
In this example, two two-layer complex networks still use network structures and parameters of simulation example 1 above.

4.1.2. Simulation Example 2

In fact, the condition of the nonlinear functions satisfying Hypothesis 1 is weaker. Moreover, some chaotic systems also satisfy the above conditions, which include Lorenz system [39], Chua’s circuit [40], Lü system [41], hyperchaotic Sprott S system [42,43], and so on. Next, choose a hyperchaotic system to verify the adaptability of the control scheme. In this example, two two-layer complex networks still use network structures and parameters of simulation example 1 above.

The 4D hyperchaotic Sprott S system is as follows:

\[
\begin{align*}
\dot{x}_{11}(t) &= -x_{11}(t) - 4x_{12}(t) \\
\dot{x}_{12}(t) &= x_{11}(t) + x_{3}^2(t) + a_1 x_{4}(t) \\
\dot{x}_{13}(t) &= 1 + x_{11}(t) \\
\dot{x}_{14}(t) &= -a_2 x_{12}(t)
\end{align*}
\]

from reference [42], with \(a_1 = 0.01, a_2 = 0.1, \) and \(|x_{11}(t)| < 5, |x_{12}(t)| < 2.5, |x_{13}(t)| < 2, \) the 4D Sprott S system exhibits a hyperchaotic attractor.

\[
e_i(t) = \left( e_{i1}(t), e_{i2}(t), e_{i3}(t), e_{i4}(t) \right)^T, e_{ij}(t) = y_{ij}(t) - \dot{x}_{ij}(t), i,j = 1,2,3,4, a_1, a_2, a_3, \text{and } a_4 \text{ are undetermined positive constants. Let } a_1 = \frac{1}{7}, a_2 = 1, a_3 = 1, \text{and } a_4 = 20, \text{then}
\]

where \(e_{i1}(t) = [e_{i1}(t), e_{i2}(t), e_{i3}(t), e_{i4}(t)]^T, e_{ij}(t) = y_{ij}(t) - \dot{x}_{ij}(t), i = 1,2,3,4; \) \(\dot{x}_{ij}(t) = -a e_{i1}(t) - 4e_{i2}(t) e_{i1}(t) + e_{i3}(t) e_{i1}(t) + e_{i4}(t) e_{i1}(t) + a_1 e_{i4}(t) e_{i1}(t) + a_2 e_{i2}(t) e_{i1}(t) - a_2 e_{i2}(t) e_{i1}(t) \)

\[
\leq -e_{i1}^2(t) + 3|e_{i1}(t)| |e_{i2}(t)| + |e_{i3}(t)||e_{i1}(t)| + 4|e_{i2}(t)||e_{i3}(t)| + |a_1 - a_2 e_{i2}(t)||e_{i1}(t)|
\]

\[
\leq \left( \frac{3}{a_1^2} + \frac{1}{a_2^2} - 1 \right) e_{i1}^2(t) + \left( \frac{3a_1^2}{2} + \frac{1}{a_2^2} + \frac{|a_1 - a_2|}{a_4^2} \right) e_{i2}^2(t) + \left( \frac{4}{a_1^2} + 2a_3 \right) e_{i3}^2(t) + \left( \frac{|a_1 - a_2|}{a_4^2} \right) e_{i4}^2(t)
\]

For the drive system (1) and the response system (2), initial values are chosen as \(x_{11}(0) = 0.13 - 0.1 \times i \times (-1)^i, x_{12}(0) = 0.15 - 0.1 \times i \times (-1)^i, x_{13}(0) = 0.15 - 0.1 \times i \times (-1)^i, x_{14}(0) = 0.13 - 0.1 \times i \times (-1)^i, y_{i1}(0) = 0.02 + 0.01 \times i \times (-1)^i, y_{i2}(0) = 0.05 + 0.01 \times i \times (-1)^i, \) \(i = 1,2,3,4, \text{and } \) \(j = 1,2,3,4. \)
\((-1)^i, y_{33}(0) = 0.05 + 0.01 \times i \times (-1)^i, \) and \(y_{44}(0) = 0.05 + 0.01 \times i \times (-1)^i,\) respectively. Under the controller (7), differential equations are solved with the step size 0.001 by using the four-order Runge-Kutta method. Figure 4a–d shows evolution trends of error components of 100 nodes of the drive system and the response system, where synchronization errors tend to zeros. Figure 5a–d shows the effect of intermittent and pinning control of four controllers. Evolutions of error components of the pinned nodes (35 nodes) were drawn in Figure 6a–d.

Figure 4. Evolution trends of synchronization errors of two-layer network with 100 nodes, where the blue curves represent error components of the pinned nodes (35 nodes). (a) Error components \(e_{11}(t).\) (b) Error components \(e_{21}(t).\) (c) Error components \(e_{22}(t).\) (d) Error components \(e_{4i}(t), \) \(i = 1, 2, \ldots, 100.\)

Figure 5. Evolution trends of the intermittent pinning controller. (a) Controller components \(u_{11}(t).\) (b) Controller components \(u_{21}(t).\) (c) Controller components \(u_{22}(t).\) (d) Controller components \(u_{4i}(t), \) \(i = 1, 2, \ldots, 35.\)
4.2. Simulation Example with Adaptive Intermittent Pinning Controller

In this numerical example, in order to compare the simulation effect with linear feedback control, the same network structures, dynamic system, and related parameters are chosen as the above simulation example 1. The first and second layers of networks are, respectively, a small-world network and scale-free network with 100 nodes. The parameters generating networks are the same as the above, and random pinning control strategy is used. The node nonlinear dynamic system is the same as the above example 1, clearly satisfying Hypothesis 1. Let $\Omega = I_2, D = I_2, c_1 = c_2 = 0.2, l = 25, \varepsilon_i = 5, 1 \leq i \leq 25, \bar{\omega} = 1$, and $\bar{d} = 1$, which yields $\bar{\rho} = \rho = 0.2; \text{a maximum eigenvalue for } (\overline{\rho}I_N + \sum_{k=1}^{30} (c_kA^{(k)}) - \varepsilon_{N1})$ is 0.312, and $\bar{\sigma} = 0.624, \bar{b} = 0.4$. When $\frac{h_2}{\bar{b}} \geq 39.1\%$, $\lim_{j \to \infty}(-\bar{\rho}(\sum_{k=0}^{j} h_k) + \bar{b}(\sum_{k=0}^{j} \bar{h}_k)) = -\infty$ holds. Similarly, intermittent time slots are chosen as $T_1 = [0, 0.2), T_2 = [0.2, 0.6), T_3 = [0.6, 1.6), T_4 = [1.6, 2.4], \ldots$; then, corresponding control widths are $h_1 = 0.08, h_2 = 0.16, h_3 = 0.4, h_4 = 0.32, \ldots$ Initial values of drive-response systems are respectively chosen as $x_1(0) = 0.02 + 0.1 \times i \times (-1)^j, x_2(0) = 0.01 + 0.1 \times i \times (-1)^j, y_1(0) = 0.01 + 0.2 \times i \times (-1)^j, \text{and } y_2(0) = 0.02 + 0.2 \times i \times (-1)^j$. Under the adaptive controller in Equation (10), evolution trends of synchronization errors are shown in Figure 7. Figure 8 shows evolution trends of the adaptive intermittent pinning controller. Lastly, evolution trends of adaptive control gain components were drawn in Figure 9.
Figure 7. Evolution trends of synchronization errors of two-layer network with 100 nodes, where the blue curves represent error components of the pinned nodes (25 nodes). (a) Error components $\epsilon_{11}(t)$. (b) Error components $\epsilon_{21}(t)$, $i = 1, 2, \ldots, 100$.

Figure 8. Evolution trends of the adaptive intermittent pinning controller. (a) Controller components $u_{11}(t)$. (b) Controller components $u_{21}(t)$, $i = 1, 2, \ldots, 25$.

Figure 9. Evolution trends of the adaptive control gains. (a) Control gain components $\gamma_{11}(t)$. (b) Control gain components $\gamma_{21}(t)$, $i = 1, 2, \ldots, 25$.

From the simulation examples mentioned above, it can be seen that synchronization speed with an adaptive intermittent pinning controller is faster than that with a state-feedback intermittent pinning controller, and its pinning control effort is weaker.

5. Conclusions

In this paper, by using pinning and aperiodically intermittent controllers, we study the outer synchronization problem of two multi-layer dynamical networks with additive couplings, and the outer synchronization models of networks do not involve system delay and transmission delay. The sufficient conditions are obtained to ensure the synchronization of multi-layer networks under the state-feedback intermittent pinning controller and the adaptive intermittent pinning controller, respectively. Finally, from simulation examples, it can be observed that two multi-layer networks with two different control methods and different dynamical systems can achieve outer synchronization. In particular, three simulation examples show the intermittent and pinning control effect of control schemes.
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