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1. Introduction

One of the key tools for many fields of applied mathematics is the integral equation. Many branches of science and engineering naturally contain integral equations [1]. Functional equations, such as partial differential equations, integral and integro-differential equations, stochastic equations, and others are frequently produced when real-world issues are mathematically modeled. Integro-differential equations are the common component of mathematical descriptions of physical events; they may be found in fluid dynamics, biological models, and chemical kinetics. Integro-differential equations arise in many numerous physical processes, including the formation of glass-forming process [2], nano-hydrodynamics [3], drop wise condensation [4], wind ripple in the desert [5] and biological model [6].

Many researchers are now focusing their research on the investigation of fuzzy integral equations and fuzzy differential equations. Zadeh [7,8] was the first to present the idea of fuzzy sets. By Kaleva and Seikkala [9,10], fuzzy integral equations were first developed. Many scholars have recently concentrated their attention on this area and written numerous studies that are available in the literature [11]. Fuzzy integral equations have been solved using a variety of analytical techniques, including the Adomian decomposition approach [12,13], homotopy analysis method [14], homotopy perturbation method [15], Laplace transform method [16] and Sumudu decomposition method [17]. Numerous numerical methods are available to solve fuzzy integral problems (see [18–20]).

In this work, we consider the following system of integro-differential equations as [6]...
\[
\begin{align*}
p'(z) &= p(z) \left[ a_1 - \lambda_1 q(z) - \int_{z-Z_0}^{z} h_1(z - \tau) q(\tau) d\tau \right] + l_1(z), \quad 0 \leq z \leq T, \quad a_1, \lambda_1 > 0, \\
q'(z) &= q(z) \left[ -a_2 + \lambda_2 p(z) + \int_{z-Z_0}^{z} h_2(z - \tau) p(\tau) d\tau \right] + l_2(z), \quad 0 \leq z \leq T, \quad a_2, \lambda_2 > 0,
\end{align*}
\]

with initial conditions

\[p(0) = a_1, \quad q(0) = a_2,\]

where \(l_1(z), \ l_2(z), \ h_1(z), \ h_2(z)\) are given functions, \(p(z), \ q(z)\) are unknown functions and \(Z_0 \in \mathbb{R}\).

Here, the numbers of two distinct species at time \(z\) are \(p(z)\) and \(q(z)\), where the first species grows and the second shrinks. In the event that they exist together, assuming that the second species would consume the first, there will be a rise in the second species’ rate, or \(\frac{dq}{dz}\), which depends on both the first species’ historical values and its current populations, or \(p(z)\). The coefficients of increase and decrease for the first and second species, respectively, are \(a_1\) and \(-a_2\). The values of the parameters \(\lambda_1, \ \lambda_2\) and the kernels \(h_1(z), \ h_2(z)\) are dependent on the species.

In our work, we have considered this model in fuzzy sense, i.e., if \(p(z), \ q(z), \ l_1(z)\) and \(l_2(z)\) are fuzzy functions, these functions can be expressed in parametric form as \(p(z, \beta), q(z, \beta), l_1(z, \beta), l_2(z, \beta)\) and \(h_1(z, \beta), h_2(z, \beta)\), respectively.

The classical higher order Taylor series approach, which needs symbolic computation of the required derivatives of the data function and is computationally costly for higher order, is different from the differential transform method. The approximate solution is assessed using the finite Taylor series via the differential transformation technique. However, the differential transform technique does not compute the derivative directly; rather, the relative derivatives are generated through an iterative process. Allahviranloo et al. [21] have suggested fuzzy differential transform method (FDTM) in order to solve first order fuzzy differential equations under generalized differentiability. The fuzzy integro-differential equations, higher order fuzzy differential equations, fuzzy boundary value problems, etc. may all be simply added to the scope of this technique. In this article, the above said biological model has been solved by fuzzy differential transform method. The FDTM has been applied by many authors to solve integral equations and integro-differential equations [22–24].

This paper has been organized as follows: in Section 2, some fundamental terminologies and outcomes that will be utilized later are brought. For the purpose of solving a fuzzy system of integral equations, a fuzzy differential transform method is presented in Section 3. In Section 4, we study the main result. The proposed approach is used to resolve three illustrative cases in Section 5. Section 6 draws conclusions.

## 2. Preliminaries

The most fundamental fuzzy calculus notations are introduced in this section. To begin, a fuzzy number is defined.

**Definition 1** ([19]). An ordered pair of functions \((\overline{v}(\beta), \underline{v}(\beta))\); \(0 \leq \beta \leq 1\) that match the following conditions can be used to describe a fuzzy number \(v\).

1. \(\overline{v}(\beta)\) is a left continuous monotonic bounded increasing function.
2. \(\underline{v}(\beta)\) is a is a left continuous monotonic bounded decreasing function.
3. \(\overline{v}(\beta) \leq \underline{v}(\beta), \quad 0 \leq \beta \leq 1\).

For arbitrary \(v = (\overline{v}, \underline{v}), \ w = (\overline{w}, \underline{w})\) and \(k > 0\), we define addition \((v + w)\) and scalar multiplication by \(k\) as

\[
\begin{align*}
a. \quad (v + w)(\beta) &= \overline{v}(\beta) + \overline{w}(\beta) \\
b. \quad (v + w)(\beta) &= \underline{v}(\beta) + \underline{w}(\beta) \\
c. \quad (kv)(\beta) &= k\overline{v}(\beta), \quad (kv)(\beta) = k\underline{v}(\beta)
\end{align*}
\]


Mathematics 2023, 11, 3840

Since each $y \in \mathbb{R}$ can be regarded as a fuzzy number $\tilde{y}$ defined by

$$\tilde{y}(t) = \begin{cases} 1 & \text{if } t = y \\ 0 & \text{if } t \neq y \end{cases}$$

Let $E$ be the set of all upper semicontinuous normal convex fuzzy numbers with bounded $\beta$-level intervals, the Hausdorff distance between fuzzy numbers given by $D : E \times E \to \mathbb{R}_+ \cup \{0\}$ such that

$$D(u, w) = \sup_{0 \leq \beta \leq 1} \left\{ \max\{\|\bar{u}(\beta) - \bar{w}(\beta)|, |u(\beta) - w(\beta)\|\} \right\}.$$ 

It is easy to see that $D$ is a metric in $E$ and has the following properties [11].

- $D(u \oplus v, w) = D(u, w)$; $\forall u, w \in E.$
- $D(k \odot u, k \odot w) = |k|D(u, w)$; $\forall k \in \mathbb{R}$, $\forall u, w \in E.$
- $D(u \oplus v, w \oplus e) \leq D(u, w) + D(v, e)$; $\forall u, w, v, e \in E.$
- $(E, D)$ is a complete metric space.

**Definition 2.** Let $f : \mathbb{R} \to E$ be a fuzzy valued function. If for arbitrary fixed $t_0 \in \mathbb{R}$ and $\varepsilon > 0$, there exists a $\delta > 0$ such that $|t - t_0| < \delta \Rightarrow D(f(t), f(t_0)) < \varepsilon$; $f$ is said to be continuous. It is well-known that the $H$-derivative (differentiability in the sense of Hukuhara) for fuzzy mappings was initially introduced by Puri and Ralescu [25] which is based on the $H$-difference of sets, as follows:

**Definition 3.** Let $x, y \in E$. If there exists $z \in E$ such that $x = y + z$, then $z$ is called the $H$-difference of $x$ and $y$, and it is denoted by $x \odot y$.

In this paper we consider the following definition which was introduced by Chalco–Cano and Román-Flores [26].

**Definition 4.** Let $f : (a, b) \to E$ and $x_0 \in (a, b)$. We say that $f$ is differential at $x_0$. If there exists an element $f'(x_0) \in E$, such that for all $h \neq 0$; $\exists f(x_0 + h) \odot f(x_0)$ and $\exists f(x_0) \odot f(x_0 - h)$ the limits (in the metric $D$) $\lim_{h \to 0} \frac{f(x_0 + h) \odot f(x_0) - f(x_0) \odot f(x_0 - h)}{h} = f'(x_0)$.

In this paper, we consider the nonlinear system of fuzzy integro-differential equation given in Equation (1), where $p(z; \beta), q(z; \beta), l_1(z; \beta), l_2(z; \beta)$ are fuzzy valued functions, and the signs of $h_1(z)$ and $h_2(z)$ do not change in $[0, 1]$. Let

$$p(z; \beta) = (p(z; \beta), \tilde{p}(z; \beta))$$

$$q(z; \beta) = (q(z; \beta), \tilde{q}(z; \beta))$$

$$l_1(z; \beta) = (l_1(z; \beta), \tilde{l_1}(z; \beta))$$

$$l_2(z; \beta) = (l_2(z; \beta), \tilde{l_2}(z; \beta))$$

Equation (1) can be transformed into two systems as

$$\begin{align*}
   p'(z; \beta) &= p(z; \beta) \left[ a_1 - \lambda_1 q(z; \beta) - \int_{z-\tau}^{\tau} h_1(z-\tau) \tilde{q}(\tau; \beta) d\tau \right] + l_1(z; \beta), 0 \leq z \leq T, a_1, \lambda_1 > 0, \\
   q'(z; \beta) &= q(z; \beta) \left[ -a_2 + \lambda_2 p(z; \beta) + \int_{z-\tau}^{\tau} h_2(z-\tau) \tilde{p}(\tau; \beta) d\tau \right] + l_2(z; \beta), 0 \leq z \leq T, a_2, \lambda_2 > 0 \\
\end{align*}$$

$$\begin{align*}
   p'(z; \beta) &= p(z; \beta) \left[ a_1 - \lambda_1 q(z; \beta) - \int_{z-\tau}^{\tau} h_1(z-\tau) \tilde{q}(\tau; \beta) d\tau \right] + \tilde{l_1}(z; \beta), 0 \leq z \leq T, a_1, \lambda_1 > 0, \\
   q'(z; \beta) &= q(z; \beta) \left[ -a_2 + \lambda_2 p(z; \beta) + \int_{z-\tau}^{\tau} h_2(z-\tau) \tilde{p}(\tau; \beta) d\tau \right] + \tilde{l_2}(z; \beta), 0 \leq z \leq T, a_2, \lambda_2 > 0
\end{align*}$$
3. Fuzzy Differential Transform Method

Let us consider \( p(z) = (p(z; \beta), \bar{p}(z; \beta)) \) is differentiable of order \( k \) over time \( z \), then

\[
\begin{align*}
P_k(z; \beta) &= \frac{d^k p(z; \beta)}{dz^k} \bigg|_{z=z_i}, & P_k(z; \beta) &= \frac{d^k \bar{p}(z; \beta)}{dz^k} \bigg|_{z=z_i}, & \forall k \in K = 0, 1, 2, \ldots
\end{align*}
\]

\( P_k(z; \beta) \) and \( \bar{P}_k(z; \beta) \) are called lower and upper spectrum of \( p(z) \) at \( z = z_i \), respectively. So if \( p(z) \) be differentiable, then \( p(z) \) can be represented as

\[
\begin{align*}
p(z; \beta) &= \sum_{k=0}^{\infty} \frac{(z-z_i)^k}{k!} P_k(z; \beta), & 0 \leq \beta \leq 1, \\
\bar{p}(z; \beta) &= \sum_{k=0}^{\infty} \frac{(z-z_i)^k}{k!} \bar{P}_k(z; \beta), & 0 \leq \beta \leq 1.
\end{align*}
\]

The mentioned equations are known as the inverse transformation of \( P(k; \beta) \) and \( \bar{P}(k; \beta) \), respectively. The more conceptual definitions and theorems related to fuzzy differential transform are available in [11].

Theorem 1 [11]. Let’s assume that \( s(z; \beta) \) and \( t(z; \beta) \) are fuzzy-valued functions and \( S(u; \beta) \) and \( T(u; \beta) \) respectively, represent their fuzzy differential transformations. Then

(a) If \( m(z; \beta) = s(z; \beta) + t(z; \beta) \), then \( M(u; \beta) = S(u; \beta) + T(u; \beta), u \in U \),

(b) If \( m(z; \beta) = s(z; \beta) - t(z; \beta) \), then \( M(u; \beta) = U(u; \beta) - T(u; \beta), u \in U \).

(c) If \( m(z; \beta) = s(z; \beta) \circ t(z; \beta) \), then \( M(u; \beta) = U(u; \beta) \circ T(u; \beta), u \in U \).

Provided the Hukuhara difference exists.

Theorem 2 [11]. Consider the fuzzy-valued functions \( l \in \mathbb{E} \) and \( h(x; \beta) = \int_{0}^{x} l(t; \beta)dt, \) then \( H(u; \beta) = \frac{G(a - 1; \beta)}{u}, \) where \( H(u; \beta) \) and \( G(u; \beta) \) are the differential transformations of \( h \) and \( l \), respectively.

Theorem 3 [11]. Let us consider \( h(x; \beta) = \int_{0}^{x} \int_{0}^{x_2} \cdots \int_{0}^{x_n} l(t; \beta)dt \cdot dx_1 \cdot dx_2 \cdots dx_{n-1}, \) then \( H(u; \beta) = \frac{G(u - n; \beta)}{u^n} \) where \( H(u; \beta) \) and \( G(u; \beta) \) are the fuzzy differential transformations of fuzzy-valued functions \( h \) and \( l \), respectively.

Theorem 4 [11]. Assume that \( S(u; \beta) \) and \( T(u; \beta) \) are fuzzy differential transformations of \( s(z; \beta) \) and \( t(z; \beta) \) respectively. Under (i)—differentiability of \( f \), if \( f(z; \beta) = \int_{0}^{x} l(x; \beta)ds(x; \beta)dx \) then

(a) \( F(u; \beta) = \sum_{n=0}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n}, \) \( 0 \leq \beta \leq 1. \)

(b) \( F(u; \beta) = \sum_{n=0}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n}, \) \( 0 \leq \beta \leq 1. \)

And under (ii)—differentiability of \( f \) we have

(c) \( F(u; \beta) = \sum_{n=0,\text{even}}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n} + \sum_{n=0,\text{odd}}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n} F(0; \beta) = 0; \) \( 0 \leq \beta \leq 1. \)

(d) \( F(u; \beta) = \sum_{n=0,\text{even}}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n} + \sum_{n=0,\text{odd}}^{u-1} T(n) \cdot \frac{S(u-n-1; \beta)}{n} F(0; \beta) = 0; \) \( 0 \leq \beta \leq 1. \)

Theorem 5 [11]. Suppose that \( S(u; \beta) \) and \( T(u; \beta) \) are the fuzzy differential transformations of the functions \( s(z; \beta) \) and \( t(z; \beta) \) (is a positive real valued function), respectively. If \( f(x; \beta) = s(z; \beta)t(z; \beta) \), then \( F(n; \beta) = \sum_{n=0}^{u} S(1; \beta)T(u-1; \beta) \)

4. Main Results

We demonstrate a few theorems in this section that allow the FDTM to be extended to the systems (1) and (2).
Theorem 6. If \( S(u; \beta) \) is the fuzzy differential transform of \( s(z; \beta) \) at \( z_0 = \gamma \), then the fuzzy differential transform of \( s(z; \beta) \) at \( z_0 = 0 \) is defined as \( S(u; \beta) = \sum_{v=0}^{\infty} S(v; \beta) m(v) (\gamma)^{v-u} \) and \( S(u; \beta) = \sum_{v=0}^{\infty} S(u; \beta)(\gamma)^{v-u} \).

Proof. Since

\[
S(z; \beta) = \sum_{u=0}^{\infty} S(u; \beta)(z - \gamma)^u
\]

\[
= \sum_{u=0}^{\infty} S(u; \beta) \left[ \sum_{v=0}^{u} \binom{u}{v} z^v (-\gamma)^{u-v} \right]
\]

\[
= \sum_{u=0}^{\infty} \left[ \sum_{v=0}^{u} S(v; \beta) m(v) (-\gamma)^{v-u} \right] z^v
\]

From the above, we get \( S(u; \beta) = \sum_{v=0}^{\infty} S(v; \beta)(\gamma)^{v-u} \) and

\[
\mathcal{S}(z; \beta) = \sum_{u=0}^{\infty} \mathcal{S}(u; \beta)(z - \gamma)^u
\]

\[
= \sum_{u=0}^{\infty} \mathcal{S}(u; \beta) \left[ \sum_{v=0}^{u} \binom{u}{v} z^v (-\gamma)^{u-v} \right]
\]

\[
= \sum_{u=0}^{\infty} \left[ \sum_{v=0}^{u} \mathcal{S}(v; \beta) m(v) (-\gamma)^{v-u} \right] z^v
\]

From the above, we get \( S(u; \beta) = \sum_{v=0}^{\infty} S(v; \beta)(\gamma)^{v-u} \).

Theorem 7. If \( S(u; \beta) \) is the fuzzy differential transform of \( s(z; \beta) \) at \( z_0 = \gamma \), then the fuzzy differential transform of \( s(z; \beta) \) at \( z_0 = 0 \) is \( S(u; \beta) = \sum_{v=0}^{\infty} S(v; \beta)(\gamma)^{v-u} \) and \( \mathcal{S}(u; \beta) = \sum_{v=0}^{\infty} \mathcal{S}(v; \beta)(\gamma)^{v-u} \).

Proof. We have

\[
S(z; \beta) = \sum_{v=0}^{\infty} S(v; \beta) z^v
\]

\[
= \sum_{v=0}^{\infty} S(v; \beta)(z - \gamma)^v + \gamma^v
\]

\[
= \sum_{v=0}^{\infty} S(v; \beta) \sum_{u=0}^{v} \binom{v}{u} (z - \gamma)^u (\gamma)^{v-u}
\]

\[
= \sum_{v=0}^{\infty} \left[ \sum_{u=0}^{v} S(u; \beta) m(u) (\gamma)^{v-u} \right] z^v
\]

Similarly,

\[
\mathcal{S}(z; \beta) = \sum_{v=0}^{\infty} \mathcal{S}(v; \beta) z^v
\]

\[
= \sum_{v=0}^{\infty} \mathcal{S}(v; \beta)(z - \gamma)^v + \gamma^v
\]

\[
= \sum_{v=0}^{\infty} \mathcal{S}(v; \beta) \sum_{u=0}^{v} \binom{v}{u} (z - \gamma)^u (\gamma)^{v-u}
\]

\[
= \sum_{v=0}^{\infty} \left[ \sum_{u=0}^{v} \mathcal{S}(u; \beta) m(u) (\gamma)^{v-u} \right] z^v
\]
Theorem 8. If \( m(z; \beta) = \int_0^z h(z - v)\mu(v; \beta)dv \), then for the fuzzy differential transform of \( m(z; \beta) \) in \( z_0 = 0 \), we have \( M(0; \beta) = 0 \) and \( M(u; \beta) = \sum_{l=0}^{u-1} \frac{H(0)}{l!} H(0) N_{\beta}(u - l - 1; \beta) \), \( u = 1, 2, \ldots \) and if \( m(z; \beta) = \int_0^z h(z - v)\mu(v; \beta)dv \), then for the fuzzy differential transform of \( m(z; \beta) \) in \( z_0 = 0 \), we have \( \overline{M}(0; \beta) = 0 \) and \( \overline{M}(u; \beta) = \sum_{l=0}^{u-1} \frac{H(l-1)}{l!} H(l) N_{\beta}(u - l - 1; \beta) \), \( u = 1, 2, \ldots \).

Proof. For \( 0 \leq \beta \leq 1 \), we have \( M(0; \beta) = 0 \implies M(l; \beta) = 0 \) and \( \overline{M}(0; \beta) = 0 \implies \overline{M}(l; \beta) = 0 \).

Again, we have \( m^v(z; \beta) = \int_0^z h^v(z - v)\mu(v, \beta)dv + \sum_{p=0}^{v-1} h^p(0) v^{p-1}(z; \beta) \) and \( \overline{m}^v(z; \beta) = \int_0^z h^v(z - v)\overline{\mu}(v, \beta)dv + \sum_{p=0}^{v-1} h^p(0) v^{p-1}(z; \beta) \).

Now consider
\[
\overline{M}(v; \beta) = \frac{1}{v!} \overline{m}^v(0; \beta)
\]
\[
= \frac{1}{v!} \sum_{p=0}^{v-1} h^p(0) v^{p-1}(0; \beta)
\]
\[
= \frac{1}{v!} \sum_{p=0}^{v-1} [p! H(p)] [(v - p - 1) \cdot N(v - p - 1; \beta)] \quad \text{at } z = 0
\]
\[
= \sum_{p=0}^{v-1} \frac{p! (v - p - 1)}{v!} H(p) N(v - p - 1; \beta)
\]

and
\[
M(v; \beta) = \frac{1}{v!} m^v(0; \beta)
\]
\[
= \frac{1}{v!} \sum_{p=0}^{v-1} h^p(0) v^{p-1}(0; \beta)
\]
\[
= \frac{1}{v!} \sum_{p=0}^{v-1} [p! H(p)] [(v - p - 1) \cdot N(v - p - 1; \beta)] \quad \text{at } z = 0
\]
\[
= \sum_{p=0}^{v-1} \frac{p! (v - p - 1)}{v!} H(p) N(v - p - 1; \beta).
\]

\( \Box \)

Theorem 9. If \( m(z; \beta) = \int_0^z h(z - v)\mu(v; \beta)dv \), then the fuzzy differential transform of \( m(z; \beta) \) in \( z_0 = 0 \) is of the form
\[
M(0; \beta) = \sum_{j=i=0}^{\infty} \frac{H(0)}{H(1-j-1)!} H(i-j-1)! N_{\beta}(i-j-1; \beta) Z_0^{j-i} (-Z_0)^i
\]
and
\[
M(u; \beta) = \sum_{j=i=0}^{\infty} \frac{H(0)}{H(1-j-1)!} H(i-j-1)! N_{\beta}(i-j-1; \beta) Z_0^{j-i} (-Z_0)^i.
\]

If \( m(z; \beta) = \int_0^z h(z - v)\mu(v; \beta)dv \), then the fuzzy differential transform of \( m(z; \beta) \) in \( z_0 = 0 \) is of the form
\[
\overline{M}(0; \beta) = \sum_{j=i=0}^{\infty} \frac{H(0)}{H(1-j-1)!} H(i-j-1)! N_{\beta}(i-j-1; \beta) Z_0^{j-i} (-Z_0)^i.
\]
and
\[
\overline{M}(u; \beta) = \sum_{j=0}^{\infty} \sum_{i=0}^{u} \frac{H_0(i)N_0(i-j-1)Z_0^{i-j-1}}{i!(i-j)!(i-1)!} u^i v^j, \\
\]
where \(H_0)\) and \((N_0, N_0)\) are the fuzzy differential transforms of functions \(h(z)\) and \((n(z; \beta), \pi(z; \beta)\) in \(z_0 = 0\), respectively.

**Proof.**

\[
M(v; \beta) = \frac{1}{v!} m^v(z_0; \beta) \text{ at } z = z_0 \\
= \frac{1}{v!} \sum_{p=0}^{v-1} h^p(z_0) m^{p-1}(0; \beta) \\
= \frac{1}{v!} \sum_{p=0}^{v-1} [p! H(p)] [(v - p - 1)! \cdot N(v - p - 1; \beta)] \text{ at } z = z_0
\]

By putting the value of \(H(p)\) at \(z = z_0\)

\[
M(v; \beta) = \frac{1}{v!} \sum_{p=0}^{v-1} p! [(v - p - 1)!] \left[ \sum_{q=p}^{\infty} H(q) \left( \frac{q}{p} \right) Z_0^{q-p} \right] \cdot N(v - p - 1; \beta),
\]

We have

\[
M(v; \beta) = \sum_{j=0}^{\infty} \frac{H(j)}{j!} (v - Z_0)^{-v} \\
= \sum_{j=0}^{\infty} \sum_{i=0}^{\infty} \frac{H_0(i)}{i!} \left( \frac{j}{i} \right) \left( \frac{i}{v} \right) \left( \frac{Z_0^{j-i}}{Z_0^{j-i}} \right) \cdot \sum_{p=0}^{\infty} H(p) [(v - p - 1)! \cdot N(v - p - 1; \beta)] \text{ at } z = z_0
\]

Again

\[
\overline{M}(v; \beta) = \frac{1}{v!} \overline{m}^v(z_0; \beta) \text{ at } z = z_0 \\
= \frac{1}{v!} \sum_{p=0}^{v-1} h^p(z_0) m^{p-1}(0; \beta) \\
= \frac{1}{v!} \sum_{p=0}^{v-1} [p! H(p)] [(v - p - 1)! \cdot N(v - p - 1; \beta)] \text{ at } z = z_0
\]

By putting the value of \(H(p)\) at \(z = z_0\)

\[
\overline{M}(v; \beta) = \frac{1}{v!} \sum_{p=0}^{v-1} p! [(v - p - 1)!] \left[ \sum_{q=p}^{\infty} H(q) \left( \frac{q}{p} \right) Z_0^{q-p} \right] \cdot N(v - p - 1; \beta),
\]
We have
$$\bar{M}(v; \beta) = \sum_{j=v}^{\infty} H(j) \binom{j}{u} (-Z_0)^{j-u}$$

$$= \sum_{j=0}^{\infty} \sum_{i=0}^{j-1} \sum_{u=0}^{\infty} \binom{j-i-1}{u} \frac{(i-j)!}{i!} \binom{i}{u} H_0(l) N_0(i-j-1; \beta) Z_0^{i-j-1} (-Z_0)^{j-u}$$

$$= \sum_{j=0}^{\infty} \sum_{i=0}^{j-1} \sum_{u=0}^{\infty} \binom{j-i-1}{u} \frac{(i-j)!}{i!} H_0(l) N_0(i-j-1; \beta) Z_0^{i-j-1} (-Z_0)^{j-u}$$

Now we consider the following system of fuzzy integro-differential equations as

$$\left\{ \begin{array}{l}
p'(z; \beta) = p(z; \beta) \left[ a_1 - \lambda_1 q(z; \beta) - \int_{-Z_0}^{z} h_1(z-\tau) q(\tau; \beta) d\tau \right] + l_1(z; \beta), 0 \leq z \leq l, a_1, \lambda_1 > 0, \\
q'(z; \beta) = q(z; \beta) \left[ -a_2 + \lambda_2 p(z; \beta) + \int_{-Z_0}^{z} h_2(z-\tau) p(\tau; \beta) d\tau \right] + l_2(z; \beta), 0 \leq z \leq l, a_2, \lambda_2 > 0,
\end{array} \right.$$}

and

$$\left\{ \begin{array}{l}
p'(z; \beta) = p(z; \beta) \left[ a_1 - \lambda_1 q(z; \beta) - \int_{-Z_0}^{z} h_1(z-\tau) q(\tau; \beta) d\tau \right] + f_1(z; \beta), 0 \leq z \leq l, a_1, \lambda_1 > 0, \\
q'(z; \beta) = q(z; \beta) \left[ -a_2 + \lambda_2 p(z; \beta) + \int_{-Z_0}^{z} h_2(z-\tau) p(\tau; \beta) d\tau \right] + f_2(z; \beta), 0 \leq z \leq l, a_2, \lambda_2 > 0,
\end{array} \right.$$}

with initial conditions
$$p(0; \beta) = \alpha_1, \quad q(0; \beta) = \beta_1, \quad p(0; \beta) = \alpha_2, \quad q(0; \beta) = \beta_2,$$

where $l_1, l_2, f_1, f_2, h_1, h_2$ are given functions and $p(z; \beta), q(z; \beta)$ are unknown functions.

For simplicity, we set
$$m_1(z; \beta) = \int_{0}^{z} h_1(z-\tau) q(\tau; \beta) d\tau \quad \text{and} \quad m_2(z; \beta) = \int_{0}^{z} h_1(z-\tau) q(\tau; \beta) d\tau,$$

$$m_3(z; \beta) = \int_{0}^{z} h_2(z-\tau) p(\tau; \beta) d\tau \quad \text{and} \quad m_4(z; \beta) = \int_{0}^{z} h_2(z-\tau) p(\tau; \beta) d\tau.$$

So, we get
$$\int_{-Z_0}^{z} h_1(z-\tau) q(\tau; \beta) = m_1(z; \beta) - m_2(z; \beta)$$

and
$$\int_{-Z_0}^{z} h_2(z-\tau) p(\tau; \beta) = m_3(z; \beta) - m_4(z; \beta).$$

Therefore, the systems (4) and (5) can be written as

$$\left\{ \begin{array}{l}
p'(z; \beta) = p(z; \beta) a_1 - \lambda_1 q(z; \beta) \bar{p}(z; \beta) - p(z; \beta) m_1(z; \beta) + \bar{p}(z; \beta) m_2(z; \beta) + \bar{l}_1(z; \beta), \\
q'(z; \beta) = -a_2 \bar{q}(z; \beta) + \lambda_2 q(z; \beta) \bar{p}(z; \beta) - q(z; \beta) m_3(z; \beta) - \bar{q}(z; \beta) m_4(z; \beta) + \bar{l}_2(z; \beta),
\end{array} \right.$$}

$$0 \leq z \leq l, \quad a_1, \lambda_1 > 0, \quad a_2, \lambda_2 > 0.$$
Using Theorems 6–9, the fuzzy differential transform of the systems (6) and (7) can be reduced as

\[
(u + 1) \mathcal{P}(u + 1; \beta) = \left[ a_1 \mathcal{P}(u; \beta) - \lambda_1 \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) - \sum_{k=0}^{u} M_1(k; \beta) \mathcal{P}(u - k; \beta) + \sum_{k=0}^{u} M_2(k; \beta) \mathcal{P}(u - k; \beta) \right] + L_1(u; \beta)
\]

\[
(u + 1) \mathcal{Q}(u + 1; \beta) = \left[ -a_2 \mathcal{Q}(u; \beta) + \lambda_2 \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) + \sum_{k=0}^{u} M_3(k; \beta) \mathcal{Q}(u - k; \beta) - \sum_{k=0}^{u} M_4(k; \beta) \mathcal{Q}(u - k; \beta) \right] + L_2(u; \beta)
\]

and

\[
(u + 1) \overline{\mathcal{P}}(u + 1; \beta) = \left[ a_1 \overline{\mathcal{P}}(u; \beta) - \lambda_1 \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) - \sum_{k=0}^{u} M_1(k; \beta) \overline{\mathcal{P}}(u - k; \beta) + \sum_{k=0}^{u} M_2(k; \beta) \overline{\mathcal{P}}(u - k; \beta) \right] + \overline{L}_1(u; \beta)
\]

\[
(u + 1) \overline{\mathcal{Q}}(u + 1; \beta) = \left[ -a_2 \overline{\mathcal{Q}}(u; \beta) + \lambda_2 \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) + \sum_{k=0}^{u} M_3(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) - \sum_{k=0}^{u} M_4(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) \right] + \overline{L}_2(u; \beta)
\]

where, \( \mathcal{P}, \mathcal{Q}, \overline{\mathcal{P}} \) and \( \overline{\mathcal{Q}} \) denote the fuzzy differential transforms of the functions \( p, q, \overline{p} \) and \( \overline{q} \), respectively. Similarly, \( \mathcal{P}, \mathcal{Q}, \overline{\mathcal{P}} \) and \( \overline{\mathcal{Q}} \) denote the fuzzy differential transforms of the functions \( \overline{p}, \overline{q}, \overline{\overline{p}} \) and \( \overline{\overline{q}} \), respectively.

By substituting \( M_1(k; \beta) \) and \( M_3(k; \beta) \) using Theorem 8 and \( M_2(k; \beta) \) and \( M_4(k; \beta) \) using Theorem 9, we obtain

\[
(u + 1) \mathcal{P}(u + 1; \beta) = \left[ a_1 \mathcal{P}(u; \beta) - \lambda_1 \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) + \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) \right] + L_1(u; \beta)
\]

\[
(u + 1) \mathcal{Q}(u + 1; \beta) = \left[ -a_2 \mathcal{Q}(u; \beta) + \lambda_2 \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) + \sum_{k=0}^{u} \mathcal{P}(k; \beta) \mathcal{Q}(u - k; \beta) \right] + L_2(u; \beta)
\]

\[
(u + 1) \overline{\mathcal{P}}(u + 1; \beta) = \left[ a_1 \overline{\mathcal{P}}(u; \beta) - \lambda_1 \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) + \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) \right] + \overline{L}_1(u; \beta)
\]

\[
(u + 1) \overline{\mathcal{Q}}(u + 1; \beta) = \left[ -a_2 \overline{\mathcal{Q}}(u; \beta) + \lambda_2 \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) + \sum_{k=0}^{u} \overline{\mathcal{P}}(k; \beta) \overline{\mathcal{Q}}(n - k; \beta) \right] + \overline{L}_2(u; \beta)
\]

for \( u = 0, 1, \ldots, N - 1 \) with the initial conditions \( \mathcal{P}(0; \beta) = a_1, \overline{\mathcal{P}}(0; \beta) = a_2, \mathcal{Q}(0; \beta) = \beta_1, \overline{\mathcal{Q}}(0; \beta) = \beta_2 \). If we set \( N \) instead of \( \infty \), a nonlinear algebraic system of equations is obtained and by solving this system, the unknowns \( \mathcal{P}(1; \beta), \mathcal{P}(2; \beta), \ldots, \mathcal{P}(N; \beta), \overline{\mathcal{P}}(1; \beta), \overline{\mathcal{P}}(2; \beta), \ldots, \overline{\mathcal{P}}(N; \beta) \) and \( \mathcal{Q}(1; \beta), \mathcal{Q}(2; \beta), \ldots, \mathcal{Q}(N; \beta), \overline{\mathcal{Q}}(1; \beta), \overline{\mathcal{Q}}(2; \beta), \ldots, \overline{\mathcal{Q}}(N; \beta) \) are obtained. Finally, we get the approximate solution of (4) and (5) as

\[
\mathcal{P}(z; \beta) = \sum_{u=0}^{N} \mathcal{P}(u; \beta) z^u, \quad \mathcal{Q}(z; \beta) = \sum_{u=0}^{N} \mathcal{Q}(u; \beta) z^u, \quad \overline{\mathcal{P}}(z; \beta) = \sum_{u=0}^{N} \overline{\mathcal{P}}(u; \beta) z^u \quad \text{and} \quad \overline{\mathcal{Q}}(z; \beta) = \sum_{u=0}^{N} \overline{\mathcal{Q}}(u; \beta) z^u.
\]
5. Numerical Examples

In order to show the usefulness of the suggested technique, we solve the systems of fuzzy integro-differential equations using FDTM in this section. Three examples have been provided to illustrate this.

Example 1. Consider the systems of fuzzy integro-differential Equations (4) and (5) with
\( h_1(z) = 1, \ h_2(z) = z - 1, \ a_1 = 1, \ a_2 = 2, \lambda_1 = \frac{1}{5}, \lambda_2 = 1, Z_0 = \frac{1}{2}. \)

For \( 0 \leq z \leq 1, \) we consider

\[
I_1(z; \beta) = \left[ \frac{5z^2}{6} (3 - \beta) - \frac{13z^2}{4} - \frac{z}{6} (\beta + 15) + \frac{5 \beta}{12} (\beta + 2) + 3 \right]
\]

\[
I_2(z; \beta) = \left[ \frac{z^2}{8} (-15z + 5 \beta + 29) + \frac{z}{16} (5 \beta + 4) - \frac{\beta}{16} (\beta + 14) - 1 \right].
\]

\[
\bar{I}_1(z; \beta) = \left[ 3 - \frac{5 \beta}{6} + \frac{5 \beta^2}{12} - \frac{\beta z}{6} - \frac{13z^2}{4} + \frac{5 \beta z^2}{6} + \frac{5z^3}{2} \right]
\]

\[
\bar{I}_2(z; \beta) = \left[ -1 + \frac{7 \beta}{8} + \frac{5 \beta^2}{16} + \frac{z}{4} - \frac{5 \beta z}{16} + \frac{29z^2}{8} - \frac{8 \beta z^2}{8} - \frac{15z^3}{8} \right].
\]

The initial conditions are \((p(0; \beta), \bar{p}(0; \beta)) = (-\beta, \beta), \) \((q(0; \beta), \bar{q}(0; \beta)) = (-\frac{\beta}{2}, \frac{\beta}{2}).\nThe exact solutions of this problem are \((p(z; \beta), \bar{p}(z; \beta)) = (3z - \beta, 3z + \beta)\) and \((q(z; \beta), \bar{q}(z; \beta)) = (z^2 - z - \frac{\beta}{2}, z^2 - z + \frac{\beta}{2}).\) The approximate solution for \( n = 5 \) is calculated as

\[
p(z; \beta) = -\beta + 3z + 7.72773 \times 10^{-17} z^2 + 1.50963 \times 10^{-16} z^3 + 1.24335 \times 10^{-16} z^4 + 5.66106 \times 10^{-17} z^5
\]

\[
\bar{p}(z; \beta) = \beta + 3z + 2.11261 \times 10^{-16} z^2 + 2.23298 \times 10^{-16} z^3 + 3.11061 \times 10^{-16} z^4 - 1.3958 \times 10^{-16} z^5
\]

\[
q(z; \beta) = -\frac{\beta}{2} - z + z^2 - 5.24703 \times 10^{-17} z^3 - 3.80191 \times 10^{-17} z^4 - 1.86908 \times 10^{-17} z^5
\]

\[
\bar{q}(z; \beta) = \frac{\beta}{2} - z + z^2 + 2.22795 \times 10^{-16} z^3 - 1.53013 \times 10^{-16} z^4 + 1.39766 \times 10^{-16} z^5
\]

Example 2. Consider the systems of fuzzy integro-differential Equations (4) and (5) with
\( h_1(z) = 2z - 3, \ h_2(z) = z, \ a_1 = 2, \ a_2 = 2, \lambda_1 = 1, \lambda_2 = 1, Z_0 = \frac{1}{3}. \)

For \( 0 \leq z \leq 1, \) we consider

\[
I_1(z; \beta) = \left[ \frac{19 \beta}{45} + \frac{13}{15} \frac{1}{e^z - 1} - \frac{6 \beta}{5} e^z - 6 \frac{\beta}{9} + 2z - \frac{19}{9} z^2 - \frac{13}{3} z^2 e^z - 6 e^{-z} z^2 + 6 e^{-z} z^2 - \frac{5 z^2}{2} \right]
\]

\[
\bar{I}_1(z; \beta) = \left[ -\frac{17 \beta}{45} - \frac{13}{15} \frac{1}{e^{-z} - 1} + \frac{6 \beta}{5} e^{-z} + 6 \frac{\beta}{9} + 2z + \frac{17}{9} z^2 - \frac{13}{3} z^2 e^{-z} + 6 e^{z} z^2 - 6 e^{-z} z^2 - \frac{5 z^2}{2} \right]
\]

\[
I_2(z; \beta) = \left[ -\frac{647}{34} + \frac{332 e^{-z}}{324} + \frac{2893 \beta}{1620} + \frac{19 \beta^2 (-\beta z + 1)}{90} + \frac{2z (e^{-z} - 1) + 19 z^2 (e^{-z} + 1 - \beta)}{18} \right]
\]

\[
\bar{I}_2(z; \beta) = \left[ -\frac{647}{34} + \frac{332 e^{-z}}{324} - \frac{357 \beta}{1620} - \frac{19 \beta^2 (e^z - 1)}{90} + \frac{2z (1 - \beta) + 19 z^2 (e^z + 1 - \beta)}{18} \right]
\]

with initial conditions \((p(0; \beta), \bar{p}(0; \beta)) = (-\frac{\beta}{2}, \frac{\beta}{2}), \) \((q(0; \beta), \bar{q}(0; \beta)) = (\beta, 2 - \beta).\) The exact solutions of this problem are \((p(z; \beta), \bar{p}(z; \beta)) = (z^2 - \frac{\beta}{2}, z^2 + \frac{\beta}{2})\) and \((q(z; \beta), \bar{q}(z; \beta)) = (e^{-z} + \beta - 1, e^{-z} - \beta + 1).\) The approximate solutions obtained by present method have been compared with the exact solutions and shown in the Tables 1 and 2. Figures 1 and 2 show the absolute errors obtained for \( \beta = 0.2. \) Again the obtained results have been compared with the same by Adomian decomposition method (ADM) (similar approach as given in [13]) and is shown in Table 3.
Table 1. FDTM solution of \((p(z;\beta), \overline{p}(z;\beta))\) of Example 2 for \(N = 5\).

<table>
<thead>
<tr>
<th>(z)</th>
<th>(\beta = 0.2)</th>
<th>(\beta = 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Appx})</td>
<td>(\text{Exact})</td>
<td>(\text{Appx})</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.03</td>
<td>-0.03</td>
</tr>
<tr>
<td>0.2</td>
<td>-6.76 \times 10^{-9}</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0499998</td>
<td>0.05</td>
</tr>
<tr>
<td>0.4</td>
<td>0.119999</td>
<td>0.12</td>
</tr>
<tr>
<td>0.5</td>
<td>0.209996</td>
<td>0.21</td>
</tr>
<tr>
<td>0.6</td>
<td>0.319989</td>
<td>0.32</td>
</tr>
<tr>
<td>0.7</td>
<td>0.449977</td>
<td>0.45</td>
</tr>
<tr>
<td>0.8</td>
<td>0.599954</td>
<td>0.60</td>
</tr>
<tr>
<td>0.9</td>
<td>0.769915</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 2. FDTM solution of \((q(z;\beta), \overline{q}(z;\beta))\) of Example 2 for \(N = 5\).

<table>
<thead>
<tr>
<th>(z)</th>
<th>(\beta = 0.2)</th>
<th>(\beta = 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Appx})</td>
<td>(\text{Exact})</td>
<td>(\text{Appx})</td>
</tr>
<tr>
<td>0.1</td>
<td>0.104837</td>
<td>0.104837</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0187307</td>
<td>0.0187308</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.0591828</td>
<td>-0.0591818</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.129685</td>
<td>-0.12968</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.19349</td>
<td>-0.193469</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.251248</td>
<td>-0.251188</td>
</tr>
<tr>
<td>0.7</td>
<td>-0.303563</td>
<td>-0.303415</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.350998</td>
<td>-0.350671</td>
</tr>
<tr>
<td>0.9</td>
<td>-0.394085</td>
<td>-0.39343</td>
</tr>
</tbody>
</table>

Figure 1. Absolute error of \((p(z;\beta), \overline{p}(z;\beta))\) of Example 2 for \(\beta = 0.2\) and \(N = 5, 6, 7\).
Example 3. Let us consider the systems of fuzzy integro-differential Equations (4) and (5) with $h_1(z) = 1$, $h_2(z) = e^{-z}$, $a_1 = \frac{1}{2}$, $a_2 = \frac{1}{2}$, $\lambda_1 = 2$, $\lambda_2 = 1$, $Z_0 = \frac{5}{10}$.

For $0 \leq z \leq 1$, we consider

\[
\begin{align*}
I_1(z; \beta) & = -\frac{\beta}{3} + \frac{23\beta^2}{5} \cos \left(\frac{3}{10} - z\right) + \frac{1}{4} (\beta + \cos z) \cos \left(\frac{3}{10} - z\right) + \left(\frac{87\beta}{20} - \frac{1}{3}\right) \cos z - \frac{\cos^2 z}{4} + \left(\frac{\beta}{2} - 1\right) \sin z \\
& \quad + \frac{1}{2} \cos z \sin z \\
\Gamma_1(z; \beta) & = \frac{\beta}{3} + \frac{23\beta^2}{5} - \frac{\cos z}{3} - \frac{23\beta \cos z}{5} + \frac{\beta}{2} \sin \frac{3}{20} \sin \left(\frac{3}{20} - z\right) - \frac{1}{2} \cos z \sin \left(\frac{3}{20} - z\right) \\
& \quad - \sin z - \frac{\beta}{2} \sin z + \frac{1}{2} \cos z \sin z \\
I_2(z; \beta) & = \frac{1}{8e^{\frac{3}{10}}} \left(\cos \left(\frac{3}{10} - z\right) (8\beta + \sin z) - e^{\frac{3}{10}} \cos (3 \sin z + 24\beta - 2) \\
& \quad + (8\beta + \sin z) \left(\frac{e^{\frac{3}{10}} + 2\beta - 4\beta e^{\frac{3}{10}} - \sin \left(\frac{3}{10} - z\right) - e^{\frac{3}{10}} \sin z\right)\right) \bigg) \\
\Gamma_2(z; \beta) & = -\beta - 4\beta^2 + \frac{\beta}{e^{\frac{3}{10}}} \left( -\frac{\beta \cos \left(\frac{3}{10} - z\right)}{4} + \frac{\cos z}{4\beta} + 3\beta \cos z + \frac{\beta \sin \left(\frac{3}{10} - z\right)}{e^{\frac{3}{10}}} \right) \\
& \quad + \frac{\sin z}{8} + \frac{3\beta \sin z}{2} - \frac{\beta \sin z}{4e^{\frac{3}{10}}} + \frac{\cos \left(\frac{3}{10} - z\right) \sin z}{8} - \frac{3}{8} \cos z \sin z - \frac{\sin \left(\frac{3}{10} - z\right) \sin z}{8} - \frac{\sin^2 z}{8} \\
\end{align*}
\]

with initial conditions $(p(0; \beta), \lambda(0; \beta)) = (1 + \beta, 1 - \beta)$, $(q(0; \beta), \varphi(0; \beta)) = (2\beta, -2\beta)$. The exact solutions of this problem are $(p(z; \beta), \lambda(z; \beta)) = (\cos z - \beta, \cos z - \beta)$ and $(q(z; \beta), \varphi(z; \beta)) = \ldots$
\(\left(\frac{1}{2} \sin z + 2\beta, \frac{1}{2} \sin z - 2\beta\right)\). The approximate solutions obtained by present method have been compared with the exact solutions and shown in the Tables 4 and 5. Figures 3 and 4 show the absolute errors obtained for \(\beta = 0.1\). Again the obtained results have been compared with the same by ADM (similar approach as given in [13]) and is shown in Table 6.

**Table 4.** FDTM solution of \((p(z;\beta), \overline{p}(z;\beta))\) of Example 3 for \(N = 5\).

<table>
<thead>
<tr>
<th>(\beta = 0.1)</th>
<th>(\beta = 0.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z)</td>
<td>(p(z;\beta))</td>
</tr>
<tr>
<td></td>
<td>Appx</td>
</tr>
<tr>
<td>0.1</td>
<td>1.095</td>
</tr>
<tr>
<td>0.2</td>
<td>1.08007</td>
</tr>
<tr>
<td>0.3</td>
<td>1.05534</td>
</tr>
<tr>
<td>0.4</td>
<td>1.02107</td>
</tr>
<tr>
<td>0.5</td>
<td>0.977603</td>
</tr>
<tr>
<td>0.6</td>
<td>0.925396</td>
</tr>
<tr>
<td>0.7</td>
<td>0.864995</td>
</tr>
<tr>
<td>0.8</td>
<td>0.797047</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7223</td>
</tr>
</tbody>
</table>

**Table 5.** FDTM solution of \((q(z;\beta), \overline{q}(z;\beta))\) of Example 3 for \(N = 5\).

<table>
<thead>
<tr>
<th>(\beta = 0.1)</th>
<th>(\beta = 0.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z)</td>
<td>(q(z;\beta))</td>
</tr>
<tr>
<td></td>
<td>Appx</td>
</tr>
<tr>
<td>0.1</td>
<td>0.224958</td>
</tr>
<tr>
<td>0.2</td>
<td>0.249667</td>
</tr>
<tr>
<td>0.3</td>
<td>0.27388</td>
</tr>
<tr>
<td>0.4</td>
<td>0.297355</td>
</tr>
<tr>
<td>0.5</td>
<td>0.319857</td>
</tr>
<tr>
<td>0.6</td>
<td>0.341161</td>
</tr>
<tr>
<td>0.7</td>
<td>0.361057</td>
</tr>
<tr>
<td>0.8</td>
<td>0.379345</td>
</tr>
<tr>
<td>0.9</td>
<td>0.395847</td>
</tr>
</tbody>
</table>

**Figure 3.** Absolute error of \((p(z;\beta), \overline{p}(z;\beta))\) of Example 3 for \(\beta = 0.1\) and \(N = 5, 6, 7\).
6. Conclusions

The system of integro-differential equations in this paper was solved using the fuzzy differential transformation approach, which also produced the findings. The system of integro-differential equations is reduced using the current methods to a system of nonlinear algebraic equations, and this system has been numerically solved. The purpose of the illustrated cases is to show the applicability and validity of the suggested techniques. These examples also show how accurate and effective the current approaches are. Moreover, the presented results have been compared with the results obtained by ADM to manifest the efficiency of the proposed method.
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