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Abstract: We consider an unstructured neuron network model composed of excitatory and inhibitory neurons. The synaptic connections are supplied with spike timing-dependent plasticity (STDP). We take the STDP model implemented using a memristor. In normal conditions, the network forms so-called bursting discharges typical of unstructured living networks in dissociated neuronal cultures. Incorporating a biologically inspired model, we demonstrate how memristive plasticity emulates spike timing-dependent plasticity, which is crucial for regulating synchronous brain activity. We have found that, when the memristor-based STDP for inhibitory connections is activated, the bursting dynamics are suppressed and the network turns to a random spiking mode. The dependence of bursting properties on the degree of the memristor-based STDP plasticity is analyzed. These findings hold implications for advancing invasive neurointerfaces and for the identification and management of epileptiform activity.
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1. Introduction

Network bursting is a phenomenon observed in various neural systems, where groups of neurons exhibit synchronized spiking activity, leading to bursts of spikes [1]. Bursting activity is commonly seen in neural circuits, aiding neuron communication [2,3]. Unlike single spike firing, burst firing involves multiple spikes followed by quiet periods [4]. Bursts enhance synaptic transmission reliability, also enabling selective neuron communication [5]. Bursting neurons synchronize more easily, which is vital for information transfer [6]. This behavior holds significant implications within the context of spiking neuron networks (SNNs), impacting network dynamics and computational efficiency. Spiking neuron networks use spike timing for computation, capturing biological dynamics [7]. The spiking neuron model mimics real neurons’ firing patterns. Effectively controlling network bursting is pivotal for ensuring precise information processing and maintaining the stability of SNNs.

Bursting dynamics play a pivotal role in information encoding and processing. The precise timing and sequence of spikes within bursts can carry specific information, enabling neurons to encode complex patterns and temporal relationships [8]. Bursting neurons can also enhance the reliability of information transmission by exploiting the multiplexing of information within bursts [9].
Exploring the mechanisms that give rise to bursting behavior provides insights into the intrinsic properties of neurons and their interactions within networks. Bursting can emerge due to a variety of factors, including the interplay between excitatory and inhibitory synaptic connections, network topology, and individual neuron properties [10]. Research into the mechanisms driving network bursting has revealed the interplay of excitatory and inhibitory connections within neuron networks. In particular, the balance between excitatory and inhibitory influences is crucial for the generation and termination of bursts. Investigations by van Vreeswijk and Sompolinsky [11] highlight the role of inhibitory interneurons in modulating network excitability and preventing runaway synchronization.

The temporal dynamics of network bursting have implications for learning and plasticity. The precise timing of spikes within bursts can carry specific information, enabling neurons to communicate and learn in a highly time-sensitive manner. Studies by Buzsáki [12] and Abeles [13] emphasize how burst synchronization can facilitate Hebbian learning mechanisms, enabling neurons to wire together based on their temporal firing patterns.

Studies have shown that burst-based patterns can facilitate learning and plasticity processes within neuron networks. Burst timing-dependent plasticity (BTDP) mechanisms, akin to spike timing-dependent plasticity (STDP), emphasize the significance of spike sequences during bursts for synaptic weight modifications [14,15]. This underscores the relevance of bursting in shaping network connectivity.

The regulation of network bursting often revolves around the manipulation of synaptic plasticity, the ability of synapses to adjust their strengths based on the spiking activities of connected neurons. Researchers have explored various plasticity mechanisms to control network bursting. One prominent example is spike timing-dependent plasticity (STDP), a rule where the timing of pre-synaptic and post-synaptic spikes determines the synaptic weight change. STDP has been demonstrated to influence network bursting tendencies [16–18].

An emerging avenue for controlling bursting involves the use of memristor-based plasticity. Memristors, nanoscale devices with tunable resistance, offer the potential to emulate synaptic plasticity in hardware. These devices, with their ability to mimic certain aspects of biological synaptic plasticity, can be harnessed to regulate network dynamics, including bursting behavior [19,20].

Memristive plasticity, as explored in studies [21,22], represents a promising avenue in the field of information processing and computational systems. The memristor, a fundamental element of memristive systems, exhibits unique electrical behavior, allowing it to modify its resistance in response to applied electrical signals. This characteristic endows memristors with the ability to store and process information, akin to synaptic plasticity observed in biological systems [23].

The utilization of memristive devices in computing architectures has garnered significant attention in recent years [21]. By leveraging the memristor’s ability to modulate its resistance, these devices can be employed as memory elements, logic gates, and even synapse-like components in neuromorphic systems [24]. This memristor-based approach holds promise for achieving efficient and scalable computing platforms that mimic the functionalities of biological neuron networks [25].

The foundation of memristive plasticity lies in the ability of memristors to modify their conductance in response to electrical stimuli [21]. This alteration in conductance can occur through various mechanisms, such as the migration of charged defects or the restructuring of the memristive material. These changes in conductance enable the adaptive adjustment of synaptic weights and the establishment of long-term potentiation (LTP) and long-term depression (LTD)-like processes, crucial for learning and memory functions in biological neuron networks [23].

The potential of memristive plasticity in computational systems is vast. These devices offer the opportunity to develop novel computing architectures that exploit their parallelism, non-volatility, and low energy consumption [21]. By integrating memristors into neuron network models, researchers aim to replicate key characteristics of synap-
tic plasticity and explore the potential of hardware implementations for neuromorphic computing [25].

The phenomenon of bursts is widely studied across various fields, including neuroscience [26], chemical systems [27], and fluid mechanics [28]. Currently, active research focuses on controlling dynamic modes in various systems, including those utilizing memristive devices. Thermoacoustic research reveals that burst behavior primarily results from the interaction of slow and fast oscillations in laminar and low-turbulence systems, while turbulence plays a predominant role in high-turbulence systems [29]. A model of an unstructured neural network, based on the Hindmarsh–Rose neuron and memristive connections, demonstrates synchronization among neurons with different connection types [30]. The formation of mixed-mode oscillations (MNOs) is observed in a system of three coupled non-autonomous LCR oscillators with shared nonlinearity, achieved using memristive devices [31]. Additionally, a memristor-based Shimizu–Morioka system model, illustrating burst dynamics, is proposed and studied [32]. In our work, we focus on burst dynamics, a well-established concept in neuroscience, as defined in the works of Izhikevich [1,5,26]. Using a biologically functional model of cortical circuitry, we demonstrate that memristive plasticity, mimicking spike timing-dependent plasticity, can replicate the homeostatic regulation of synchronous brain activity observed in real brain structures [18]. These findings hold potential significance for the development of invasive neurointerfaces [33].

In this paper, we propose a new model for balancing the processes of excitation and inhibition in a spiking neuron network using memristive plasticity. The memristive plasticity plays the role of inhibitory spike timing-dependent plasticity (iSTDP) [18,34]. In the model, memristive plasticity is introduced into inhibitory synapses to regulate the impact of inhibitory neurons on network activity. Such regulation demonstrates the possibility of switching the dynamics of a spiking neuron network from bursting to asynchronous.

This work is organized as follows. Section 1, Introduction, provides a brief description of the relevance of the research and the current state of the research. Section 2, The Model, discusses the neuron model, memristive plasticity, and the structure of the neuron network, as well as the methods and libraries used to obtain the results. In Section 3, Results, the main results of the study are presented, demonstrating the observed effect. In Sections 4 and 5, possible directions of research are presented, as well as brief results of the research.

2. The Model
2.1. Neuron Model

Neuron dynamics were defined by a simple leaky integrate-and-fire (LIF) neuron model with excitatory and inhibitory conduction-based synapses, and a constant input current $I_{\text{ext}}$ [18,35,36], as follows:

$$
\begin{align*}
C_m \frac{dV_i}{dt} &= -g_l(V_i - E_l) - g_{\text{syn}}(V_i - E_{\text{syn}}) + I_{\text{ext}} \\
\tau_{\text{syn}} \frac{dg_{\text{syn}}}{dt} &= -g_{\text{syn}} + \sum_{i=1} w_i \cdot \delta(t - t_{\text{spike},i})
\end{align*}
$$

where $V_i$ is the membrane potential, $E_l$ is the leakage potential, $g_l$ is the leaky conductance, $g_{\text{syn}} = exc, inh$—excitatory and inhibitory, respectively, $E_{\text{syn}}$ is the reverse potential for excitatory and inhibitory conduction, $I_{\text{ext}}$ is the direct input current, $C_m$ is the membrane capacity, $\tau_{\text{syn}}$ is the time constants of excitatory and inhibitory synaptic inputs, $w_i$ is the weight of the synapse from neuron $i$, $t_{\text{spike},i}$ is the time of spike occurrence in neuron $i$, and the summation term on the right accounts for synaptic activations due to presynaptic spikes. The weight, $w_i$, can vary as either plastic or fixed, determined by the synapse’s identity.

The leaky integrate-and-fire (LIF) neuron model is a widely used mathematical model in computational neuroscience that simplifies the behavior of individual neurons. This model describes the dynamics of a neuron’s membrane potential as it receives synaptic inputs and generates action potentials, or spikes. The model is defined by a differential
equation, Equation (1), that governs the membrane potential’s evolution in response to synaptic currents. When the membrane potential, $V_i$, crosses the threshold voltage, $V_t$, the neuron generates a spike and resets its membrane potential to the value $V_{reset}$.

The computational efficiency of the leaky integrate-and-fire (LIF) neuron model is one of its key advantages, making it a popular choice in computational neuroscience and neural network simulations. The efficiency of the LIF model arises from its simplicity and low computational cost, which allow for the simulation of large networks of neurons in real-time or near-real-time. Here are some reasons why the LIF neuron model is computationally efficient:

- **Low Computational Complexity**: The LIF model employs a straightforward differential equation, minimizing computational complexity [7].
- **Deterministic Spike Timing**: Spike generation in the LIF model is deterministic, eliminating the need for complex stochastic processes [10].
- **Event-Driven Simulation**: Simulations can be event-driven, conserving computational resources by updating neurons only when spikes occur [10].
- **Parallelization**: Its simplicity allows for efficient parallel computing, speeding up simulations [7].
- **Spike Timing Approximations**: For instance, the exponential decay of the membrane potential can be approximated as a linear decay over small time intervals, simplifying the numerical integration process [7].

### 2.2. Memristive Plasticity

Plasticity model for nanocomposite memristors (CoFeB)$_x$(LiNbO$_3$)$_{1-x}$ [37] was used to describe the plasticity in synapses between inhibitory and excitatory neurons, as follows:

$$
\Delta w(\Delta t) = \begin{cases} 
A^+ \cdot w \cdot \left[ 1 + \tanh \left( \frac{-\Delta t - \mu^+}{\tau^+} \right) \right] & \text{if } \Delta t > 0; \\
A^- \cdot w \cdot \left[ 1 + \tanh \left( \frac{-\Delta t - \mu^-}{\tau^-} \right) \right] & \text{if } \Delta t < 0.
\end{cases}
$$

(2)

The constants remain unchanged, consistent with the original study [37]: $A^+ = 0.074$, $A^- = -0.047$, $\mu^+ = 26.7$ ms, $\mu^- = -22.3$ ms, $\tau^+ = 9.3$ ms, $\tau^- = 10.8$ ms.

Hence, a modification in the synaptic weight of an inhibitory synapse connecting inhibitory and excitatory neurons can be described as follows:

$$w_i \leftarrow w_i + \Delta w$$

(3)

The spike timing dependence curves, illustrating various conductance values, are presented in Figure 1.

### 2.3. Neuron Network

The spiking neuron network’s schematic is presented in Figure 2. The neuron network consists of 8000 excitatory neurons (depicted in red) and 2000 inhibitory neurons (depicted in blue). Neurons are interconnected in an “all-to-all” manner, with a connection probability of 2 percent. In the neuron network, inhibitory–excitatory connections (represented by bold blue arrows) are established using synapses with memristive plasticity, Equations (2) and (3). The remaining connections, namely excitatory–excitatory, excitatory–inhibitory, and inhibitory–inhibitory, are formed using simple conduction-based synapses [36] whose dynamics are determined by Equation (1).
Figure 1. Spike timing dependence curves: the dependence of the change $\Delta w$ in synaptic conductance on the interval $\Delta t$ between a presynaptic spike and a postsynaptic spike for different current synaptic conductance values $w$.

Figure 2. Diagram of a spiking neuron network with memristive plasticity. All synapses in the neuron network are depicted as conduction-based synapses with varying synaptic weights, $w$, which can be adaptable for memristive synapses (inhibitory–excitatory connection in the green block) and fixed for others (black block).
It should be noted that the bursting activity of the neuron network is formed as a result of the collective synchronization mechanism, which involves both excitatory and inhibitory neurons [7], rather than the dynamics of an individual neuron as observed in the Izhikevich neuron model [10] or the Hindmarsh–Rose model [38]. Excitatory neurons drive the network toward increased activity, while inhibitory neurons provide feedback inhibition, preventing overexcitation. The interplay between excitation and inhibition can lead to synchronized bursts of activity. Such dynamics are particularly observed in many experimental studies using dissociated cultures of brain neurons [39,40] and theoretical studies [5,7,41–43].

2.4. Numerical Simulation and Data Analysis Methods

Numerical calculations were performed using the Euler method with an integration step of 0.01. The model’s numerical computation program was implemented in Python [44], utilizing the Pandas library [45] for data processing and analysis. Model simulation was carried out with Brian2 [46], while data visualization and analysis employed the Matplotlib, Seaborn [47], and Scipy [48] libraries. All calculations were conducted on a personal computer with an Intel i7 processor.

The population activity rate was computed by summing the number of neuron spikes per second, with averaging performed using a sliding Gaussian window over time. The width parameter of the Gaussian window determines the standard deviation, which in our case is set to 0.5 ms.

3. Results

To demonstrate the impact of memristive plasticity regulation on excitation and inhibition processes in a spiking neuron network, the following sequence of model simulations was employed:

- During the first second, the spiking neuron network model was computed without memristive plasticity.
- After the initial second, memristive plasticity was enabled in the synapses connecting inhibitory and excitatory neurons.

The total simulation duration of the model was 10 s.

In the absence of memristive plasticity, during the simulation period of up to 1 s, the neuron network exhibits neuron synchronization and the emergence of a burst mode, as depicted in Figure 3a. Conversely, when memristive plasticity is present, the bursting dynamics of the neuron network vanishes, as illustrated in Figure 3b.

![Figure 3. Cont.](image-url)
Figure 3. Raster diagram of neuronal activity and the population activity rate for cases without memristive plasticity (a) and with memristive plasticity (b).

Throughout the complete simulation of the model (approximately 10 s), comprising both periods without memristive plasticity (gray area in Figure 4) and periods with memristive plasticity (red area in Figure 4), there is a gradual shift in the dynamics of the neuron network. Within the red region, one can observe both heterogeneous dynamics and a lack of neuronal synchronization. Moreover, the amplitude of bursts will progressively diminish and alter over time (Figure 4). The decrease in burst amplitude to complete disappearance is depicted in Figure 4 by the blue region, representing the rate of population activity for 10 s. Furthermore, the area highlighted with green dots has been magnified in the figure, illustrating the decline in burst amplitude over a 300 ms duration.

Figure 4. Rate of population activity for 10 s. The gray area corresponds to the absence of memristive plasticity, while the red area corresponds to its presence.

If we carefully examine the simulation period of the model with memristive plasticity from 2.6 s to 3.1 s (Figure 5), we can observe a gradual transition from burst dynamics to asynchronous neuronal dynamics as the synaptic conduction between inhibitory and excitatory neurons ($g_{inh}$) with memristive plasticity evolves. During this transition, both the amplitude of the bursts and the period of their repetition undergo changes, which are evident in the time interval from 2.8 s to 2.9 s (Figure 5).
Figure 5. Raster diagram of neuronal activity (upper panel), the population activity rate (middle panel), and the change in synapse conductance, $g_{inh}$, between inhibitory and excitatory neurons for a single synapse (bottom panel).

Next, we investigated the impact of memristive plasticity on the average number of spikes (Figure 6) per instance and the average frequency of burst generation (Figure 7) per instance, considering the synaptic weight values of the corresponding synapses, $w_j$. Each point’s values were derived by averaging across five instances, each lasting 10 s, for both the mean number of spikes in the instance and the mean frequency of burst generation per instance.

Figure 6. Cont.
Figure 6. The relationship between the mean number of spikes per 10-s realization and the value of synaptic weight, $w$, in the absence of memristive plasticity (a) and the presence of memristive plasticity (b).

Figure 7. The relationship between the mean burst frequency per 10-s realization and the value of synaptic weight, $w$, in the absence of memristive plasticity (a) and the presence of memristive plasticity (b).
As can be seen from Figures 6 and 7, memristive plasticity between inhibitory and excitatory neurons significantly reduces the number of spikes and bursts.

4. Discussion

Network bursting phenomena have implications beyond fundamental neuroscience. They play a role in various neurological disorders and are often associated with abnormal synchronization patterns observed in conditions such as epilepsy [49]. Additionally, bursting dynamics are relevant to the field of artificial neural networks, where mimicking burst patterns could enhance information processing in neuromorphic computing systems.

Burst phenomena are extensively studied in neuroscience, chemical systems, and fluid mechanics [26–28]. Current research focuses on controlling dynamic modes, including the use of memristive devices. In thermoacoustics, bursts result from slow–fast oscillations in calm systems and turbulence in turbulent ones [29]. Models utilizing Hindmarsh–Rose neurons and memristive connections demonstrate neuron synchronization [30]. Memristive devices induce mixed-mode oscillations in coupled LCR oscillators [31] and a memristor-based Shimizu–Morioka system illustrates burst dynamics [32]. We compared our model with existing analogs (see Table A1).

Using a biologically inspired model, we demonstrate how memristive plasticity emulates spike timing-dependent plasticity, which is crucial for regulating synchronous brain activity [18]. These findings carry implications for the development of invasive neurointerfaces [33]. Another actively developing application of memristive devices is in the identification and control of epileptiform activity [50–52].

The insights gained from studying bursting dynamics in SNNs hold implications beyond neuroscience. Bursting-inspired computational models have been proposed for neuromorphic computing applications [20]. Harnessing the computational power of bursting can lead to energy-efficient and biologically plausible computing paradigms.

In a recent study, detailed comparisons between spiking and bursting dynamics in the context of liquid computing have been investigated [53]. The findings revealed that neuron networks characterized by bursting activity exhibited significantly superior computational performance compared to those reliant on spike firings. Bursting, with its higher probability and larger size, effectively expanded the liquid’s information capacity. Further analysis unveiled that the rapid firing pattern inherent in bursting dynamics markedly improved the efficiency of synaptic integration from pre-neurons, both temporally and spatially. Additionally, bursting dynamics heightened activity complexity and stochastic resonance, reflecting their proficiency in information processing. As such, bursting activity emerged as an efficient mechanism for signal processing and computations.

The intricate interplay between synaptic plasticity mechanisms, inhibitory circuits, and memristor-based plasticity presents a multidimensional approach to controlling network bursting in spiking neuron networks. By leveraging these mechanisms, researchers aim to unlock the full potential of SNNs for efficient information processing and cognitive applications.

Memristive devices show promise in achieving efficient and scalable computing systems that mimic neuron network functionalities [21]. Their ability to modify conductance enables adaptive synaptic weight adjustments [23], making them valuable for neuromorphic computing [25] and neuromorphic applications [45,47,48,54].

There is existing work on the implementation of LIF neurons, Equation (1), and networks of them in hardware using CMOS technology [58], as well as a memristive-like STDP model, Equation (2), in the form of a nanocomposite memristor [37]. This suggests the potential to realize the proposed model in hardware in the near future.

Further advancement of the model can be linked to the utilization of memristive regulation to shape the dynamics of a spiking neuron network during the implementation of cognitive functions, such as image recognition.
5. Conclusions

In conclusion, we have introduced a new model for controlling network bursting in a spiking network, utilizing memristor-implemented plasticity. By incorporating memristive plasticity into inhibitory synapses, we successfully regulated the impact of inhibitory neurons on network activity. This regulatory approach showcased the potential to transition the dynamics of a spiking neuron network from bursting to asynchronous behavior. Our findings demonstrate the viability of our model in achieving a more balanced and efficient neuron network operation. Using a biologically inspired model, we illustrate how memristive plasticity emulates spike timing-dependent plasticity, a crucial element in regulating synchronous brain activity [18]. These findings hold implications for the advancement of invasive neurointerfaces [33], and for the identification and management of epileptiform activity [50–52].
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Appendix A. Model Comparison

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation object</td>
<td>Biologically functional cortical circuitry</td>
<td>Thermoacoustic system (the horizontal Rijke tube)</td>
<td>Unstructured neuron network</td>
<td>System of three coupled non-autonomous LCR oscillators</td>
</tr>
<tr>
<td>Observed effect</td>
<td>Interactions between subsystems with different timescales lead to regular amplitude-modulated bursting, while noise induces irregular modulations</td>
<td>The transition to synchronization occurs for all network connectivities depending on the memristive coupling strength</td>
<td>Mixed-mode oscillations (MMOs) in a system of three coupled non-autonomous LCR oscillators sharing a common nonlinearity</td>
<td>The behavior of the system is investigated when there is an ordinal gap between the excitation frequency and the natural frequency</td>
</tr>
</tbody>
</table>

Table A1. Comparison between models.
Table A1. Cont.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaky integrate-and-fire, fixed voltage threshold, fixed absolute refractory time</td>
<td>Balasubramanian’s model</td>
<td>Hindmarsh–Rose neuron</td>
<td>Linear LCR oscillator</td>
<td>Novel memristor-based chaotic system</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2 layers of excitatory and inhibitory neurons</td>
<td>1 item</td>
<td>Layer of similar neurons</td>
<td>n/a</td>
<td>1 item</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Random all-to-all connections</td>
<td>n/a</td>
<td>Regular, small-world, and random</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>n/a</td>
<td>100</td>
<td>3</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductance-based inputs (exponentially decaying PSC)</td>
<td>n/a</td>
<td>Li’s model</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Memristive-like STDP</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>
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