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Abstract: With the frequent occurrence of financial risks, financial innovation supervision has become an important research issue, and excellent regulatory strategies are of great significance to maintain the stability and sustainable development of financial markets. Thus, this paper intends to analyze the financial regulation strategies through evolutionary game theory. In this paper, the delayed replication dynamic equation and the non-delayed replication dynamic equation are established, respectively, under different reward and punishment mechanisms, and their stability conditions and evolutionary stability strategies are investigated. The analysis finds that under the static mechanism, the internal equilibrium is unstable, and the delay does not affect the stability of the system, while in the dynamic mechanism, when the delay is less than a critical value, the two sides of the game have an evolutionary stable strategy, otherwise it is unstable, and Hopf bifurcation occurs at threshold. Finally, some numerical simulation examples are provided, and the numerical results show the correctness of the proposed algorithm.
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1. Introduction

Digital finance is a combination of internet information technology and traditional financial services. The emergence of digital finance is conducive to the development of social technology and industry [1,2]. However, when looking at the reality, not all digital financial innovations are compliant, and innovations using illegal digital technologies happen from time to time. On the one hand, financial innovation has given rise to accomplishments such as digital currency, technology finance, and big data risk control, thereby enhancing the operational efficiency of the financial industry and fostering the growth and prosperity of the financial market. Conversely, there have also emerged instances of financial turmoil like P2P online lending, shadow banking, and illegal fundraising that have resulted in frequent financial risks and widespread incidents, significantly impacting financial security and social order. The complexity and multifunctionality inherent in regulating financial innovation itself along with the imperfections and delays within the existing regulatory system may be identified as pivotal factors contributing to this issue.

While digital finance is beneficial to the development of various industries and economies, at the same time, it has presented significant regulatory challenges [3]. Compliance innovation can bring more opportunities to the development of the financial industry. If financial institutions choose illegal innovation, even if they will get temporary excess...
returns, various financial risks will come one after another, such as information technology risks, systematic financial risks, and trading reputation risks. Research on financial regulatory strategies is of great significance for preventing financial risks, maintaining market stability, and protecting investors’ rights and interests. In the supervision of financial innovation, government departments should not only strengthen supervision and maintain market stability, but also relax restrictions and promote financial innovation, while both will inevitably increase the complexity of supervision. Thus, to maintain a balance between financial innovation and stability, an effective regulatory system should be established as soon as possible [4–6]. Hanson et al. [7] discussed how to deal with many phenomena observed in the financial crisis between 2007 and 2009. Chao et al. [8] believed that the role of intelligent regulatory technology in financial regulation can be fully utilized. In [9], the authors made a thorough analysis of various strategies needed in the process of financial supervision. Zhou et al. [10] indicated that regulatory penalties can be effective in curbing irregularities in financial innovation. Most of these research results are derived from the perspective of static analysis.

As a dynamic game theory, evolutionary game theory provides a new method and perspective for the study of financial regulation strategies. Evolutionary game theory is a combination of game and evolution theory. It has been widely used in the analysis of practical problems in the financial field, such as internet finance, financial innovation and supervision [9], credit markets [11], blockchain [12], supply chains [13], and digital finance [14]. Evolutionary games focus on the dynamic adjustment process of players’ strategies, which can better explain the long-term evolution of the market and the interaction between players. In the field of financial regulation, applying evolutionary game theory can better reflect the dynamic characteristics of the market, predict the future development trend, and provide theoretical support for the formulation of more effective regulatory strategies.

In the existing research, many scholars have used this method to analyze the evolutionary process and game relationship of financial innovation and regulation, and obtained corresponding theoretical results. Liu et al. [15] analyzed the game model between the government, enterprises, and consumers, and discussed the evolution strategy between them. Deng et al. [16] constructed an evolutionary game model for government Internet regulation based on prospect theory and mental accounts. Xu et al. [17] demonstrated the behavioral strategies and game results of regulators and financial institutions based on the data of a commercial bank. Gunarso [18] found that reasonable benefits can be gained through cooperation between regulators and fintech companies. Song et al. [19] found that if the regulatory intensity of innovation is greater than a given threshold, both can achieve a win-win situation. If the dynamic balance between supervision and innovation is maintained, compliance innovation and effective regulation will evolve in tandem [20].

Although the innovation and regulation of digital finance have been analyzed by many scholars from various angles and methods, they have not considered the impact of time delay on evolutionary game analysis. In the evolution of the classical game theory, the interaction between individuals is generally considered to be instantaneous, but usually, it is not. Many biological and social processes need some time to complete. This fact leads to the emergence of time delay. Time delay affects replicator dynamics, so time delay should be taken into account in evolutionary game analysis [21–26]. Hu et al. [23] studied three models and found that the existence of delay has a significant effect on the stability of the studied system. Jan et al. [24] studied the stability of internal equilibrium points in discrete delay replication factor dynamics. Cheng et al. [25] considered delayed game models with three strategies. In [26], the stability of game models with fixed and random delay is analyzed.

In general, although some scholars have conducted relevant studies on the innovation and regulation of digital finance, the objective existence of time delay is not considered, and its influence on the analysis of system stability is ignored. The introduction of time delay factors, first, makes the model analysis more consistent with the objective facts, and
second, may make the originally stable system become unstable. Inspired by this, this paper establishes several evolutionary game models of financial innovation and regulation based on the introduction with and without delay under different reward and penalty mechanisms, illustrating their logical relationship in Figure 1. The stability analysis of models and properties of Hopf bifurcation is carried out, and the results are verified by numerical simulation examples. Finally, relevant suggestions are put forward.

Figure 1. The relationship between regulators and digital financial enterprises.

The organization of this article is as follows. In Section 2, the basic hypotheses are presented and the payment matrix is obtained. The evolutionary game models are established and the stable strategies are discussed in Sections 3 and 4. In Section 5, the direction of Hopf bifurcation and the stability of periodic solutions at critical values are analyzed. In Section 5, numerical examples are given and simulations are performed. In Section 6, relevant conclusions and suggestions are drawn.

2. Basic Assumptions and Payoff Matrix

This section mainly sets the corresponding parameters for the establishment of models and obtains the payment matrix. Before proceeding, the following assumptions are needed. The assumptions of some parameters are similar to the literature [27,28].

**Hypothesis 1.** Game subject: digital financial enterprises and regulators.

**Hypothesis 2.** Digital financial enterprises have two pure strategies: “compliance innovation” and “illegal innovation”, and the probability of selecting compliance innovation is \( p \), and illegal innovation is \( 1 - p \). Regulators also have two pure strategies: “active regulation” and “negative regulation”, with a probability of \( q \) for active regulation and a probability of \( 1 - q \) for negative regulation, and the trend of \( p, q \in (0, 1) \).

**Hypothesis 3.** When enterprises choose compliance innovation, the income and cost are \( I_1 \) and \( S_1 \), respectively, while when choosing illegal innovation, its excess income and cost are \( E \) (\( E > 0 \)) and \( S_2 \), respectively.

**Hypothesis 4.** If financial enterprises choose compliance innovation, the healthy development of the social economy will bring corresponding benefits, and the regulators will achieve \( I_2 \). If the financial enterprises opt for illegal innovation, the loss of public interest caused by the financial enterprises is \( D \), and the regulators obtain \( I_3 \). The costs of active supervision and passive supervision by the regulators are \( S_3 \) and \( S_4 \), respectively.

**Hypothesis 5.** When the regulators are active in supervision, there will be a reward and punishment mechanism. If the financial enterprises choose compliance innovation, they will obtain a reward \( R \); otherwise, they will be fined \( F \). When the regulators are passive in supervision, there will be no reward and punishment.

Based on the above hypotheses, the following Table 1 can be obtained.
The values of $Tr_1$ and $Det_{Tr_1}$ for the other four points are shown in the following Table 2.

From Table 2, if $E > S_2 - S_1$ and $F < S_3 - S_4$, the ESS of system (1) is $\Psi_1(0,0)$; if $S_3 - S_4 < F < E$ and $S_1 - S_2 > R$, the ESS is $\Psi_2(0,1)$; if $E < S_2 - S_1$ and $S_4 - S_3 < R$, the ESS is $\Psi_3(1,0)$; and if $F > E$ and $S_1 - S_2 < R < S_4 - S_3$, the ESS is $\Psi_4(1,1)$.

3. Evolutionary Models under a Static Mechanism

3.1. Static Mechanism Evolutionary Model without Time Delay

From Table 1, we can obtain a two-dimensional replicated dynamic equation concerning the two-party game between digital financial enterprises and regulators,

$$
\begin{align*}
F_1(p) = \frac{dp}{dt} &= p(1-p)[q(R+F) + S_2 - S_1 - E], \\
F_1(q) = \frac{dq}{dt} &= q(1-q)[p(-R-F) - S_3 + F + S_4].
\end{align*}
$$

(1)

In System (1), if $F_1(p) = 0$ and $F_1(q) = 0$, we can obtain five equilibrium points for a replicated dynamical system, which are $\Psi_1(0,0), \Psi_2(0,1), \Psi_3(1,0), \Psi_4(1,1), \Psi_5(p_1,q_1)$, where $p_1 = \frac{S_4 - S_3 + F}{R + F}, q_1 = \frac{S_1 - S_2 + E}{R + F}$. The ESS of system can be obtained according to its Jacobian matrix $J_1$ [29]. If the equilibrium point of $Det_{Tr_1} > 0$ and $Tr_{Tr_1} < 0$, then this is an ESS. The Jacobian matrix of System (1) is

$$
J_1 = \begin{bmatrix} (1-2p)[q(R+F) + S_2 - S_1 - E] & p(1-p)(R+F) \\
q(1-q)(-R-F) & (1-2q)[p(-R-F) + F + S_4 - S_3] \end{bmatrix}.
$$

Because of $Tr_{Tr_1}(\Psi_5) = 0$, $\Psi_5$ is not an ESS. The values of $Tr_{Tr_1}$ and $Det_{Tr_1}$ for the other four points are shown in the following Table 2.

### Table 1. Payoff matrix.

<table>
<thead>
<tr>
<th></th>
<th>Active Regulation ($q$)</th>
<th>Negative Regulation ($1-q$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance innovation ($p$)</td>
<td>$I_1 + R - S_1$</td>
<td>$I_1 - S_1$</td>
</tr>
<tr>
<td></td>
<td>$I_2 - S_3 - R$</td>
<td>$I_2 - S_4$</td>
</tr>
<tr>
<td>Illegal innovation ($1-p$)</td>
<td>$I_1 + E - S_2 - F$</td>
<td>$I_1 + E - S_2$</td>
</tr>
<tr>
<td></td>
<td>$I_3 + F - S_3 - D$</td>
<td>$I_3 - D - S_4$</td>
</tr>
</tbody>
</table>

### Table 2. The values of $Tr_{Tr_1}$ and $Det_{Tr_1}$ in equilibrium.

<table>
<thead>
<tr>
<th>Points</th>
<th>$Tr_{Tr_1}$</th>
<th>$Det_{Tr_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi_1$</td>
<td>$S_2 - S_1 - E + F - S_3 + S_4$</td>
<td>$(F - S_3 + S_4)(S_2 - S_1 - E)$</td>
</tr>
<tr>
<td>$\Psi_2$</td>
<td>$R + S_2 - S_1 - E + S_3 - S_4$</td>
<td>$-(F - S_3 + S_4)(R + F + S_2 - S_1 - E)$</td>
</tr>
<tr>
<td>$\Psi_3$</td>
<td>$-(S_2 - S_1 - E) + S_4 - S_3 - R$</td>
<td>$-(S_2 - S_1 - E)(S_4 - S_3 - R)$</td>
</tr>
<tr>
<td>$\Psi_4$</td>
<td>$-(F + S_2 - S_1 - E) + S_4 - S_3$</td>
<td>$(R - S_3 + S_4)(R + F + S_2 - S_1 - E)$</td>
</tr>
</tbody>
</table>

From Table 2, if $E > S_2 - S_1$ and $F < S_3 - S_4$, the ESS of system (1) is $\Psi_1(0,0)$; if $S_3 - S_4 < F < E$ and $S_1 - S_2 > R$, the ESS is $\Psi_2(0,1)$; if $E < S_2 - S_1$ and $S_4 - S_3 < R$, the ESS is $\Psi_3(1,0)$; and if $F > E$ and $S_1 - S_2 < R < S_4 - S_3$, the ESS is $\Psi_4(1,1)$. $F < S_3 - S_4$ indicates that the difference in supervision costs is greater than the amount of penalty received; $E > S_2 - S_1$ means that the excess return is greater than the difference in cost required. The ESS is (illegal innovation, negative regulation), and System (1) will present the phenomenon of frequent security accidents in digital finance. $S_3 - S_4 < F < E$ shows that regulators can receive a large fine, but the excess income of financial firms is greater than the fine; $S_1 - S_2 > R$ means that they can receive a small reward for compliance innovation, and the ESS is (illegal innovation, active regulation). $E < S_2 - S_1$ indicates that the excess return is less than the cost to be paid; $S_4 - S_3 < R$ shows that the incentive paid by regulators for compliance innovation is greater than the difference in supervision costs, and the ESS is (compliance innovation, negative regulation). $F > E$ means that the fines of digital financial firms are greater than the excess returns, and $S_1 - S_2 < R < S_4 - S_3$ means that the cost of active supervision is less than negative regulation, so the ESS is (compliance innovation, active regulation), indicating that active regulation plays an important role in promoting compliance innovation.
3.2. Delayed Static Mechanism Evolutionary Model and Stability Analysis

The coordinated development and win-win cooperation between financial enterprises and regulators need to be based on information sharing. Only by establishing a sound information sharing platform to provide information exchange and separate supervision for financial regulators can coordination and cooperation be achieved. However, in reality, there is information asymmetry in the process of information sharing, the complexity of the regulatory objects and other objective factors. The regulators lag in the development of information updates for digital financial enterprises, and digital financial companies also lag in updating information on relevant policies and measures of government departments. The payoff of both parties at the present moment may depend on the strategy at delay $\tau$.

Based on the above discussion, this paper assumes the payoff of the strategy adopted by the digital financial enterprises at the time $t$ depends on the strategy adopted by the regulators at time $t - \tau_1$; if the strategy of “active regulation” is adopted by the regulators at time $t - \tau_1$, then the financial enterprises will be fined $F$. Additionally, suppose regulators have a delay $\tau_2$, if the illegal innovation is adopted at time $t - \tau_2$, the profit of the regulators will increase by $F$. From System (1), the delayed static mechanism evolutionary model can be established as follows.

\[
\begin{aligned}
F_2(p) &= \frac{dp}{dt} = p(1 - p)[q(t - \tau_1)C - A], \\
F_2(q) &= \frac{dq}{dt} = q(1 - q)[p(t - \tau_2)(-C) + B],
\end{aligned}
\tag{2}
\]

where $A = S_1 - S_2 + E$, $B = S_4 - S_3 + F$, $C = R + F$, $\Psi_S(p_1, q_1)$ is an interior equilibrium point of system (2). Let $p(t) = \ell_1(t) + p_1$, $q(t) = \ell_2(t) + q_1$, $\ell_1(t - \tau_2) = p(t - \tau_2) - p_1$, $\ell_2(t - \tau_1) = q(t - \tau_1) - q_1$, then System (2) becomes

\[
\begin{aligned}
\frac{d\ell_1(t)}{dt} &= (\ell_1(t) + p_1)(1 - \ell_1(t) - p_1)[(\ell_2(t - \tau_1) + q_1)C - A], \\
\frac{d\ell_2(t)}{dt} &= (\ell_2(t) + q_1)(1 - \ell_2(t) - q_1)[(\ell_1(t - \tau_2) + p_1)(-C) + B].
\end{aligned}
\tag{3}
\]

It is easy to see the linearized approximation of Equation (3) is

\[
\begin{aligned}
\frac{d\ell_1(t)}{dt} &= p_1(1 - p_1)[\ell_2(t - \tau_1)C], \\
\frac{d\ell_2(t)}{dt} &= q_1(1 - q_1)[\ell_1(t - \tau_2)(-C)].
\end{aligned}
\tag{4}
\]

The characteristic equation of Equation (4) is

\[
P(\lambda) = \lambda^2 + C^2\epsilon_1\epsilon_2e^{-\lambda t} = 0.
\tag{5}
\]

where $\epsilon_1 = p_1(1 - p_1), \epsilon_2 = q_1(1 - q_1), \tau = \tau_1 + \tau_2$.

**Lemma 1** ([30]). A sufficient and necessary condition for uniform asymptotic stability of the zero solution of $x'(t) = Ax(t - r)$ is that all the roots of $\text{det}(\lambda I - Ae^{-\lambda r}) = 0$ are distributed in the left half, i.e.,

$\text{Re}\lambda < 0, (\forall \lambda)$.

According to Lemma 1, we can obtain the following result for System (2).

**Theorem 1.** The internal equilibrium point $\Psi_S(p_1, q_1)$ of System (2) is unstable, and the stability of the system is not affected by a time delay.

**Proof.** If $\tau = 0$,

\[
P(\lambda) = \lambda^2 + C^2\epsilon_1\epsilon_2,
\tag{6}
\]

then based on $P(\lambda) = 0, \lambda_1, \lambda_2 = \pm iC\sqrt{\epsilon_1\epsilon_2}$ can be solved. This shows that when $\tau = 0$, all eigenvalues are distributed along the imaginary axis.
When \( \tau \) increases slightly from 0, the change in \( \lambda \) can be judged according to the sign of \( Re\lambda'(\tau)(\lambda = \pm i\omega, \omega > 0) \). Taking the derivative of both ends concerning \( \tau \), we obtain

\[
2\lambda \frac{d\lambda}{d\tau} + C^2\epsilon_1\epsilon_2 e^{-\lambda\tau}(-\tau \frac{d\lambda}{d\tau} - \lambda) = 0. \tag{7}
\]

From Equation (5), we know \( \lambda^2 = -C^2\epsilon_1\epsilon_2 e^{-\lambda\tau} \), and then Equation (7) can be transformed into \( \frac{d\lambda}{d\tau} = -\frac{\lambda^2}{\tau + \tau_2} \). Substituting \( \lambda = \pm i\sqrt{\epsilon_1\epsilon_2} \), we gain

\[
Re\frac{d\lambda}{d\tau} \bigg|_{\lambda = \pm i\sqrt{\epsilon_1\epsilon_2}} = \frac{C^2\epsilon_1\epsilon_2}{2} > 0.
\]

The eigenvalues pass through the imaginary axis into the right half plane, and \( \tau \) continues to increase. At \( \tau = \tilde{\tau} \), the roots intersect the imaginary axis, and the corresponding roots are denoted by \( \lambda = i\tilde{\omega}(\tilde{\omega} \neq 0) \); similar to Equation (7), we have

\[
Re\frac{d\lambda}{d\tau} \bigg|_{\lambda = i\tilde{\omega}} = \frac{2\tilde{\omega}^2}{4 + \tilde{\omega}^2\tau + \tau_2^2} > 0.
\]

This indicates that the roots on the imaginary axis will again enter the right half plane as \( \tau \) increases slightly from \( \tilde{\tau} \). \( \square \)

**Remark 1.** The proof process of Theorem 1 shows that when \( \tau = 0 \), the eigenvalues of Equation (5) fall on the imaginary axis, and when it increases gradually from 0, the roots enter the right half plane, and if it continues to increase from \( \tilde{\tau} \), the eigenvalues will not enter the left half plane, so no matter how much \( \tau(\tau \geq 0) \) increases, the internal equilibrium \( \Psi_5(p_1, q_1) \) of System (2) is not uniformly asymptotically stable.

**Remark 2.** Under the static mechanism, the stability analysis results of the without delay model (1) and delay model (2) show that the equilibrium \( \Psi_5(p_1, q_1) \) of both sides of the game is not evolutionarily stable, and the stability of the system is not affected by delays.

**Remark 3.** The conclusion of Theorem 1 is mainly based on \( \tau_1 \neq \tau_2 \). A natural problem is that if \( \tau_1 = \tau_2 \), that is, under the static mechanism, if the delay time of the enterprises and regulators is basically the same, the stability of the equilibrium point is the above Theorem 1 of a special situation, and from the proof process of Theorem 1, it is easy to draw the following corollary.

**Corollary 1.** When \( \tau_1 = \tau_2 \), that is, \( \tau = 2\tau_1 \geq 0 \), the internal equilibrium \( \Psi_5(p_1, q_1) \) of System (2) is also unstable.

### 4. Evolutionary Models under a Dynamic Mechanism

From the previous analysis, the equilibrium \( \Psi_5(p_1, q_1) \) of System (1) and System (2) is not an ESS, so a dynamic mechanism with more realistic, flexible supervision and higher liquidity can be introduced to improve the stability of the system. Based on this, the non-delay and delay replication dynamic equations can be established, and their stability is analyzed, respectively.

#### 4.1. Dynamic Mechanism Evolutionary Model without Time Delay

Suppose that the regulator’s reward for digital financial firms is \( \phi(p) = pR, \phi(p) < R \) and punishment is \( \psi(p) = (1 - p)F, \psi(p) < F \), then the replication dynamic equation is

\[
\begin{aligned}
F_3(p) &= \frac{dp(t)}{dt} = p(1 - p)[q(\phi(p) + \psi(p)) + S_2 - S_1 - E], \\
F_3(q) &= \frac{dq(t)}{dt} = q(1 - q)[p(-\phi(p) - \psi(p)) - S_3 + \psi(p) + S_4].
\end{aligned} \tag{8}
\]
The equilibrium points of the dynamic system (8) are \( \Psi'_1(0, 0), \Psi'_2(0, 1), \Psi'_3(1, 0), \Psi'_4(1, 1), \Psi'_5(p_{11}, q_{11}) \). If \( K = S_3 - S_4 \), \( p_{11} = \frac{t^2 - (F - R)(t - K)}{t - R}, q_{11} = \frac{A\sqrt{t^2 - (F - R)(t - K)}}{t - (F - R)(t - K)} \), then the Jacobian matrix is

\[
J_2 = \begin{bmatrix}
   a_{11} & q(1 - q)[(1 - p)\psi'(p) - p\psi'(p) - \phi(p) - \psi(p)] \\
   p(1 - p)(\phi(p) + \psi(p)) & (1 - 2q)\{p[-\phi(p) - \psi(p)] + \psi(p) - K\}
\end{bmatrix},
\]

where \( a_{11} = (1 - 2p)[q(\phi(p) + \psi(p)) - A] + pq(1 - p)[\psi'(p) + \psi'(p)] \). According to \( J_2 \), the stability of System (8) can be analyzed, and the following table presents the relevant results.

It is evident from the results in Table 3, that \( \Psi'_5(p_{11}, q_{11}) \) is a unique ESS of System (8). From the values of \( p_{11} \) and \( q_{11} \), the evolutionary stability strategy of financial enterprises and regulators is related to the difference between the supervision cost and the ceiling of reward and punishment of regulatory departments, and also to the difference between the cost and excess return of digital financial enterprises.

<table>
<thead>
<tr>
<th>Points</th>
<th>Det( J_2 )</th>
<th>Tr( J_2 )</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Psi'_1 )</td>
<td>-</td>
<td>-</td>
<td>saddle</td>
</tr>
<tr>
<td>( \Psi'_2 )</td>
<td>-</td>
<td>-</td>
<td>saddle</td>
</tr>
<tr>
<td>( \Psi'_3 )</td>
<td>-</td>
<td>-</td>
<td>saddle</td>
</tr>
<tr>
<td>( \Psi'_4 )</td>
<td>-</td>
<td>-</td>
<td>saddle</td>
</tr>
<tr>
<td>( \Psi'_5 )</td>
<td>+</td>
<td>-</td>
<td>ESS</td>
</tr>
</tbody>
</table>

### 4.2. Dynamic Mechanism Evolutionary Model with Time Delay and Stability Analysis

Based on System (8), which is similar to System (2), it is assumed that the payoff of the strategy adopted by the financial enterprises at time \( t \) depends on the strategy adopted by the regulators at time \( t - \tau_3 \). Similarly, suppose that the benefits of the regulators are influenced by the financial enterprises at the time of \( t - \tau_4 \), then the replicated dynamic system under the dynamic mechanism can be obtained.

\[
\begin{align*}
F_4(p) &= p(1 - p)[q(t - \tau_3)(\phi(p) + \psi(p)) - A], \\
F_4(q) &= q(1 - q)[p(t - \tau_4)(-\phi(p(t - \tau_4)) - \psi(p(t - \tau_4))) + \psi(p(t - \tau_4)) - K].
\end{align*}
\]

Let \( p(t) = \ell_3(t) + p_{11}, q(t) = \ell_4(t) + q_{11}, \ell_3(t - \tau_3) = p(t - \tau_4) - p_{11}, \ell_4(t - \tau_3) = q(t - \tau_3) - q_{11} \), then System (9) at equilibrium \( \Psi'_5(p_{11}, q_{11}) \) becomes

\[
\begin{align*}
\frac{d\ell_3(t)}{dt} &= (\ell_3(t) + p_{11})(1 - \ell_3(t) - p_{11})\left[\ell_3(t - \tau_3) + q_{11}\right]((\ell_3(t) + p_{11})R + (1 - \ell_3(t) - p_{11})F) - A, \\
\frac{d\ell_4(t)}{dt} &= (\ell_4(t) + q_{11})(1 - \ell_4(t) - q_{11})\left[\ell_4(t - \tau_4) + p_{11}\right](-(\ell_3(t - \tau_4) + p_{11})R - (1 - \ell_3(t - \tau_4) - p_{11})F) + (1 - \ell_3(t - \tau_4) - p_{11})F - K].
\end{align*}
\]

The linearization result of Equation (10) is

\[
\begin{align*}
\frac{d\ell_3(t)}{dt} &= p_{11}(1 - p_{11})q_{11}(R - F)\ell_3(t) + p_{11}(1 - p_{11}) \times \sqrt{F^2 - (F - R)(F - K)}\ell_4(t - \tau_3), \\
\frac{d\ell_4(t)}{dt} &= -q_{11}(1 - q_{11})2\sqrt{F^2 - (F - R)(F - K)}\ell_3(t - \tau_4).
\end{align*}
\]

The characteristic equation of Equation (11) is

\[
P(\lambda) = \lambda^2 - \xi_1\lambda + \xi_2\xi_3e^{-\lambda\tau^*} = 0,
\]
The sufficient and necessary condition for the equilibrium \( \Psi_{i\lambda}(p_{11}, q_{11}) \) of System (9) to be uniformly asymptotically stable is

\[
0 \leq \tau^* < \tau_1^*,
\]

where \( \tau_1^* = \frac{1}{\omega_1^*} \arctan(-\frac{\xi_1^*}{\omega_1^*}) \), \( \omega_1 = (\frac{-\xi_1^* + \sqrt{\xi_1^2 + 4\xi_2^2\xi_3^2}}{\xi_2^2})^{\frac{1}{2}} \).

**Proof.** If \( \tau^* = 0 \), \( P(\lambda) = \lambda^2 - \xi_1 \lambda + \xi_2 \xi_3 = 0 \), then by Vieta’s theorem, we can obtain

\[
\begin{cases}
\lambda_1 + \lambda_2 = \xi_1 < 0, \\
\lambda_1 \lambda_2 = \xi_2 \xi_3 > 0,
\end{cases}
\]

and therefore, \( \lambda_1, \lambda_2 < 0 \). That is to say, when \( \tau^* = 0 \), all roots are distributed in the left half plane.

Suppose that when \( \tau^* \) is further added, for equilibrium \( \Psi_{i\lambda}(p_{11}, q_{11}) \), the system becomes uniformly asymptotically unstable, and if \( \tau^* = \tau_1^* \) is the minimum \( \tau^* \) that makes the equilibrium points unstable, then \( P(\lambda) = 0 \) has roots across the imaginary axis; that is, \( \omega_1 > 0 \) exists such that \( P(\pm i\omega_1) = 0 \) is true.

When \( \lambda = 0 \), \( P(\lambda) = \xi_2 \xi_3 > 0 \), so it does not go through the origin. If we substitute \( \lambda = i\omega_1 \) into Equation (12), we obtain

\[
P(i\omega_1) = (i\omega_1)^2 - \xi_1 i\omega_1 + \xi_2 \xi_3 e^{-i\omega_1 \tau^*} = -\omega_1^2 + \xi_2 \xi_3 \cos \omega_1 \tau^* + i(\xi_1 \omega_1 + \xi_2 \xi_3 \sin \omega_1 \tau^*),
\]

the sufficient and necessary condition for \( P(i\omega_1) = 0 \) is

\[
\begin{cases}
\xi_2 \xi_3 \cos \omega_1 \tau^* = \omega_1^2, \\
\xi_1 \omega_1 + \xi_2 \xi_3 \sin \omega_1 \tau^* = 0,
\end{cases}
\]

and this is equivalent to

\[
\begin{cases}
\cos \omega_1 \tau^* = \frac{\omega_1^2}{\xi_2 \xi_3}, \\
\sin \omega_1 \tau^* = \frac{\xi_1 \omega_1}{\xi_2 \xi_3},
\end{cases}
\]

(13)

It can be solved by Equation (14)

\[
\sin^2 \omega_1 \tau^* + \cos^2 \omega_1 \tau^* = \frac{\omega_1^4 + \xi_2^2 \omega_1^2}{\xi_2^2 \xi_3^2} = 1,
\]

i.e., \( \omega_1^4 + \xi_1^2 \omega_1^2 - \xi_2^2 \xi_3^2 = 0 \), and a further calculation can be obtained

\[
\omega_1^2 = \frac{\xi_2^2 + \sqrt{\xi_1^4 + 4\xi_2^2 \xi_3^2}}{2},
\]

and because of \( \tan \omega_1 \tau^* = -\frac{\xi_1}{\omega_1} \), then \( \omega_1 \tau^* = \arctan(-\frac{\xi_1}{\omega_1}) + n\pi, n = 0, 1, 2 \cdots \). When \( n = 0 \), \( \tau_1^* = \frac{1}{\omega_1} \arctan(-\frac{\xi_1}{\omega_1}) \), so if \( 0 \leq \tau^* < \tau_1^* \), the equilibrium point of System (9) is stable.
As $\tau^*$ increases from $\tau^*_1$ and considering how the eigenvalues change in the complex plane, on both sides of the equation about $\tau^*$ derivative gain
\[
2\lambda \frac{d\lambda}{d\tau^*} - \xi_1 \frac{d\lambda}{d\tau^*} + \xi_2 \xi_3 e^{-\lambda \tau^*} (-\tau^* \frac{d\lambda}{d\tau^*} - \lambda) = 0,
\]
from $\xi_2 \xi_3 e^{-\lambda \tau^*} = -\lambda^2 + \xi_1 \lambda$, this equation can be simplified to
\[
\frac{d\lambda}{d\tau^*} = \frac{\xi_1 \lambda^2 - \lambda^3}{2\lambda - \xi_1 - \tau^* \xi_3 \lambda + \tau^* \lambda^2}.
\]
and
\[
Re \frac{d\lambda}{d\tau^*} \bigg|_{\lambda = \pm i\omega_1} = \frac{\xi_1^2 \omega_1^2 + 2\omega_1^3}{(\xi_2 + \tau^*_1 \omega_1^2)^2 + (2\omega_1 - \tau^*_1 \xi_3 \lambda)^2} > 0.
\]
This shows that as $\tau^*$ increases slightly from $\tau^*_1$, the roots will enter the right half plane. Let $\tau^*$ continue to increase, then at $\tau^* = \tau^*_2$ corresponding roots back to the imaginary axis. Similarly,
\[
Re \frac{d\lambda}{d\tau^*} \bigg|_{\lambda = \pm i\omega_2} = \frac{\xi_1^2 \omega_2^3 + 2\omega_2^3}{(\xi_2 + \tau^*_2 \omega_2^2)^2 + (2\omega_2 - \tau^*_2 \xi_3 \lambda)^2} > 0.
\]
This means that when $\tau^*$ increases slightly from $\tau^*_2$, the characteristic roots will again enter the right half plane. In general, when $\tau^* \geq \tau^*_1$, the roots of Equation (12) never enter the left half plane again. □

**Remark 4.** From the proof of Theorem 2.
(i) If $0 \leq \tau^* < \tau^*_1$, the equilibrium $\Psi^*_3(p_{11}, q_{11})$ of System (9) is asymptotically stable. If $\tau^* > \tau^*_1$, the equilibrium is unstable.
(ii) If $\tau^* = \tau^*_1$, System (9) changes from stable to unstable, and undergoes a Hopf bifurcation.

**Remark 5.** Theorem 2 shows that, under the dynamic mechanism, when the delay of financial enterprises and regulators is less than the threshold, they will eventually achieve evolutionary stability. The conclusion of Theorem 2 is mainly based on the fact that $\tau_3$ is not equal to $\tau_4$. For a special case of Theorem 2, $\tau_3 = \tau_4$, that is, when the delay time of financial enterprises and regulators is basically the same under the dynamic mechanism, the following corollary can be easily obtained from the proof process of Theorem 2.

**Corollary 2.** When $\tau_3 = \tau_4$, that is, $\tau^* = 2\tau_3$, the equilibrium $\Psi^*_3(p_{11}, q_{11})$ of System (9) is stable if $0 \leq \tau^* < \tau^*_1$ is satisfied.

### 5. Properties of Hopf Bifurcation

In this section, we focus on the condition of $\tau_3 = \tau_4 = \tau^*$, $\tau_0 = \frac{1}{2} \tau^*_1$, applying the central manifold theorem and normal form to analyze the Hopf bifurcation direction of System (9) and the stability of periodic solutions.

For the sake of simplicity, let $x_1(t) = p(t) - p_{11}$, $x_2(t) = q(t) - q_{11}$, $x_1(s) = p(s \tau_0)$, $x_2(s) = q(s \tau_0)$, $\tau^* = \tau_0 + \sigma$, $\sigma \in R$, then System (9) is equivalent to
\[
\begin{align*}
\dot{x}_1(t) &= (\tau_0 + \sigma) [\xi_1 x_1(t) + \xi_2 x_2(t - 1) + f_{11} x_1^2(t) + f_{12} x_1(t) x_2(t - 1) + f_{13} x_1^2(t) x_2(t - 1) + f_{14} x_1^3(t) + f_{15} x_1^2(t) x_2(t - 1)], \\
\dot{x}_2(t) &= (\tau_0 + \sigma) [\xi_3 x_1(t - 1) + f_{21} x_1^2(t - 1) + f_{22} x_1(t - 1) x_2(t) + f_{23} x_1^2(t - 1) x_2(t) + f_{24} x_1(t - 1) x_2(t) + f_{25} x_1^2(t - 1) x_2(t),
\end{align*}
\]
(16)
where

\[
\begin{aligned}
f_{11} &= (1 - 2p_{11})q_{11}(R - F), \\
f_{12} &= [p_{11}R + (1 - p_{11})F](1 - 2p_{11}) + (1 - p_{11})p_{11}(R - F), \\
f_{13} &= F + R - 3[p_{11}R + (1 - p_{11})F], \\
f_{14} &= q_{11}(R - F), \\
f_{15} &= F - R, \\
f_{21} &= (1 - q_{11})q_{11}(F - R), \\
f_{22} &= -2[p_{11}R + (1 - p_{11})F](1 - 2q_{11}), \\
f_{23} &= (F - R)(1 - 2q_{11}), \\
f_{24} &= -2[p_{11}R + (1 - p_{11})F], \\
f_{25} &= R - F.
\end{aligned}
\]

In \( C = C([-1, 0], R^2) \), System (9) can be transformed to

\[
\dot{x}(t) = L_\sigma(x_t) + f(\sigma, x_t),
\]

\[
\begin{aligned}
L_\sigma v &= (\tau_0 + \sigma) \begin{pmatrix}
\xi_1 & 0 \\
0 & 0
\end{pmatrix} \begin{pmatrix}
v_1(0) \\
v_2(0)
\end{pmatrix}
+ (\tau_0 + \sigma) \begin{pmatrix}
0 & \xi_2 \\
-\xi_3 & 0
\end{pmatrix} \begin{pmatrix}
v_1(-1) \\
v_2(-1)
\end{pmatrix},
\end{aligned}
\]

\[
f(\sigma, v) = (\tau_0 + \sigma) \begin{pmatrix}
f_1 \\
f_2
\end{pmatrix},
\]

where

\[
\begin{aligned}
f_1 &= f_{11}v_1^2(0) + f_{12}v_1(0)v_2(-1) + f_{13}v_1^2(0)v_2(-1) + f_{14}v_1^3(0) + f_{15}v_1^3(0)v_2(-1), \\
f_2 &= f_{21}v_1^2(-1) + f_{22}v_1(-1)v_2(0) + f_{23}v_1^2(-1)v_2(0) + f_{24}v_1(-1)v_2^2(0) + f_{25}v_1^2(-1)v_2^2(0).
\end{aligned}
\]

By the Riesz representation theorem, there is a bounded variational function \( \eta(\alpha, \sigma) \), such that \( L_\mu v = \int_{-1}^0 d\eta(\alpha, \sigma)v(\alpha) \),

\[
\eta(\alpha, \sigma) = (\tau_0 + \sigma) \begin{pmatrix}
\xi_1 & 0 \\
0 & 0
\end{pmatrix} \delta(\alpha) - (\tau_0 + \sigma) \begin{pmatrix}
0 & \xi_2 \\
-\xi_3 & 0
\end{pmatrix} \delta(\alpha + 1).
\]

We define

\[
Q_1(\sigma)v = \begin{cases}
\beta, \alpha \in [-1, 0), \\
\int_{-1}^0 d\eta(\sigma, s)v(s), \alpha = 0
\end{cases},
\quad Q_2(\sigma)v = \begin{cases}
(0, 0)^T, \alpha \in [-1, 0), \\
f(\sigma, v), \alpha = 0.
\end{cases}
\]

System (17) is equivalent to

\[
\dot{x}(t) = Q_1(\sigma)x_t + Q_2(\sigma)x_t,
\]

For \( \mu \in C^1([-1, 0], (R^2)^*) \), the adjoint operator \( Q_1^* \) of \( Q_1 \) is defined as

\[
Q_1^*\mu(s) = \begin{cases}
-\mu, s \in [-1, 0), \\
\int_{-1}^0 d\eta^T(t, s)\mu(s), s = 0,
\end{cases}
\]

and a bilinear form

\[
\langle \mu(s), v(\alpha) \rangle = \mu(0)v(0) - \int_{-1}^0 \int_{0=0}^a \beta(\xi - \alpha)d\eta(\alpha)\phi(\xi)d\xi.
\]

According to the previous section, \( \pm \tau_0\tilde{\omega}_1 \) are the eigenvalues of \( Q_1 \) and \( Q_1^* \), so we can easily calculate the eigenvectors \( \gamma(\alpha), \gamma^*(\sigma) \) corresponding to the eigenvalues, respectively. Suppose that \( \gamma(\alpha) = (1, \gamma_1)^T e^{i\tau_0\tilde{\omega}_1}, \gamma^*(\sigma) = N(1, \gamma_2) e^{i\tau_0\tilde{\omega}_1} \), by \( Q_1(0)\gamma(\alpha) = \tau_0\tilde{\omega}_1\gamma(\alpha), Q_1^*(0)\gamma^*(\sigma) = -\tau_0\tilde{\omega}_1\gamma^*(\sigma) \), and the definition of \( Q_1 \) and \( Q_1^* \), we obtain

\[
\begin{pmatrix}
\tau_0 \\
-\tilde{\omega}_1
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 e^{-i\tau_0\tilde{\omega}_1}
\end{pmatrix}
\gamma(\alpha) = \begin{pmatrix}
0 \\
i\tilde{\omega}_1
\end{pmatrix},
\]

\[
\begin{pmatrix}
\tau_0 \\
-\tilde{\omega}_1
\end{pmatrix}
\begin{pmatrix}
\xi_1 \\
\xi_2 e^{i\tau_0\tilde{\omega}_1}
\end{pmatrix}
\gamma^*(\sigma) = \begin{pmatrix}
0 \\
i\tilde{\omega}_1
\end{pmatrix}.
\]
By calculation we obtain $\gamma_1 = \frac{-i\omega_1 - \xi_1}{\xi_2 e^{-i\eta_1 \omega_1}}$ or $\gamma_1 = \frac{-i\omega_1 - \xi_1}{\xi_2 e^{-i\eta_1 \omega_1}}$, $\gamma_2 = \frac{-i\omega_1 - \xi_1}{\xi_2 e^{-i\eta_1 \omega_1}}$ or $\gamma_2 = \frac{-i\omega_1 - \xi_1}{\xi_2 e^{-i\eta_1 \omega_1}}$. To make sure $\langle \gamma^s(s), \gamma(a) \rangle = 1$, it is necessary to compute $N$, and from (19), we have

$$
\langle \gamma^s(s), \gamma(a) \rangle = N(1, \gamma_2)(1, \gamma_1)^T - \int_0^\alpha \int_{\xi=N(1, \gamma_2)(1, \gamma_1)^T \xi e^{-i\eta_1 \omega_1}(\xi-a) d\eta(a)(1, \gamma_1)^T e^{-i\eta_1 \omega_1} d\xi
$$

$$
= \bar{N} \left[ 1 + \gamma_1 \gamma_2 - \int_0^\alpha (1, \gamma_2) e^{i\eta_1 \omega_1} d\eta(a)(1, \gamma_1)^T d\xi \right]
$$

$$
= \bar{N} \left[ 1 + \gamma_1 \gamma_2 - (1, \gamma_2) Q_1(0) e^{i\eta_1 \omega_1} (1, \gamma_1)^T \right]
$$

Thus, $N = (1 + \gamma_1 \gamma_2 + (e_3 \gamma_2 - \xi_2 \gamma_1) e^{-i\eta_1 \omega_1})^{-1}$.

Then, by using the relevant algorithms in the literature [31,32] and similar calculation processes, we can come up with several coefficients for determining the direction of Hopf bifurcation and the stability of bifurcated periodic solutions.

$$
G_{20} = 2\tau_0 \bar{N} \{ f_{11} + f_{12} \gamma_1 e^{-i\eta_1 \omega_1} + \gamma_2 (f_{21} e^{-2i\eta_1 \omega_1} + f_{22} \gamma_1 e^{-i\eta_1 \omega_1}) \},
$$

$$
G_{11} = \tau_0 \bar{N} \{ 2 f_{11} + f_{12} (\gamma_1 e^{-i\eta_1 \omega_1} + \gamma_1 e^{i\eta_1 \omega_1}) + \gamma_2 (2 f_{21} + f_{22} (\gamma_1 e^{-i\eta_1 \omega_1} + \gamma_1 e^{i\eta_1 \omega_1})) \},
$$

$$
G_{02} = 2\tau_0 \bar{N} \{ f_{11} + f_{12} \gamma_1 e^{i\eta_1 \omega_1} + \gamma_2 (f_{21} e^{2i\eta_1 \omega_1} + f_{22} \gamma_1 e^{i\eta_1 \omega_1}) \},
$$

$$
G_{21} = \tau_0 \bar{N} \{ f_{11} [2 W_{20}(0) + 4 W_{11}(0)] + f_{12} [W_{20}(0) + W_{21}(0)] \gamma_1 e^{2i\eta_1 \omega_1} + 2 W_{11}(0) \gamma_1 e^{-i\eta_1 \omega_1} + W_{20}(0) \gamma_1 e^{-i\eta_1 \omega_1} + 2 W_{21}(0) \gamma_1 e^{-i\eta_1 \omega_1} + 2 W_{22}(0) \gamma_1 e^{-i\eta_1 \omega_1}) + 2 f_{23} (2 \gamma_1 + \gamma_1 e^{-2\eta_1 \omega_1})
$$

Among them, the calculation results of $W_{20}(\alpha)$ and $W_{11}(\alpha)$ are

$$
W_{20}(\alpha) = \frac{i G_{20}}{\eta_{01} \omega_1} \gamma(0) e^{i\eta_1 \omega_1} - \frac{G_{02}}{3 \eta_{01} \omega_1} \gamma(0) e^{-i\eta_1 \omega_1} + I_1 e^{2i\eta_1 \omega_1},
$$

$$
W_{11}(\alpha) = \frac{G_{11}}{\eta_{01} \omega_1} \gamma(0) e^{i\eta_1 \omega_1} - \frac{G_{11}}{i \eta_{01} \omega_1} \gamma(0) e^{-i\eta_1 \omega_1} + I_2,
$$

where $I_1 = (I_{11}, I_{12}), I_2 = (I_{21}, I_{22})$ are constant vectors.

$$
\triangle_1 I_1 = 2 \left( \begin{array}{c}
 f_{11} + (f_{12} + f_{13}) \gamma_1 e^{-i\eta_1 \omega_1} + f_{14}
 (f_{22} \gamma_1 + f_{24} \gamma_1^2) e^{-2i\eta_1 \omega_1} + (f_{21} + f_{23} \gamma_1 + f_{25} \gamma_1^2) e^{-2i\eta_1 \omega_1}.
 \end{array} \right)
$$

$$
\triangle_2 I_2 = 2 \left( \begin{array}{c}
 f_{11} + (f_{12} + f_{13} + f_{15}) R e \{ \gamma_1 \} + f_{14}
 (f_{21} + (f_{22} + f_{23}) R e \{ \gamma_1 \}) + (f_{24} + f_{25}) R e \{ \gamma_1 \}.
 \end{array} \right)
$$

$$
\triangle_1 = \left( \begin{array}{c}
 2i \omega_1 - \xi_1
 -2i e^{-i\eta_1 \omega_1}.
 \end{array} \right)
$$

$$
\triangle_2 = \left( \begin{array}{c}
 -\xi_1
 \xi_3 e^{-i\eta_1 \omega_1}.
 \end{array} \right)
$$
which leads to

\[
\begin{align*}
J_{11} &= \frac{2}{|z_1|^2} \begin{pmatrix} f_{11} + (f_{12} + f_{13} + f_{15})\gamma_1 e^{-i\omega_1 \tau_0} + f_{14} & -\xi_2 e^{-i\omega_1 \tau_0} \\
(f_{22}' \gamma_1 + f_{24} \gamma_1^2) e^{-i\omega_1 \tau_0} + (f_{21} + f_{23} \gamma_1 + f_{25} \gamma_1^2) e^{-2i\omega_1 \tau_0} & 0 \end{pmatrix}, \\
J_{12} &= \frac{2}{|z_1|^2} \begin{pmatrix} 2i\omega_1 - \xi_1 & f_{11} + (f_{12} + f_{13} + f_{15})\gamma_1 e^{-i\omega_1 \tau_0} + f_{14} \\
-\xi_3 e^{-i\omega_1 \tau_0} (f_{22}' \gamma_1 + f_{24} \gamma_1^2) e^{-i\omega_1 \tau_0} + (f_{21} + f_{23} \gamma_1 + f_{25} \gamma_1^2) e^{-2i\omega_1 \tau_0} & 0 \end{pmatrix}, \\
J_{21} &= \frac{2}{|z_2|^2} \begin{pmatrix} f_{11} + (f_{12} + f_{13} + f_{15}) \Re\{\gamma_1\} + f_{14} & -\xi_2 \\
f_{21} + (f_{22} + f_{23}) \Re\{\gamma_1\} + (f_{24} + f_{25}) \Re\{\gamma_1^2\} & 0 \end{pmatrix}, \\
J_{22} &= \frac{2}{|z_2|^2} \begin{pmatrix} -\xi_1 & f_{11} + (f_{12} + f_{13} + f_{15}) \Re\{\gamma_1\} + f_{14} \\
\xi_3 & f_{21} + (f_{22} + f_{23}) \Re\{\gamma_1\} + (f_{24} + f_{25}) \Re\{\gamma_1^2\} \end{pmatrix}.
\end{align*}
\]

In this way, the following formulas can be used to obtain the properties of bifurcation on the central manifold,

\[
C_1(0) = \frac{i}{2\tau_0 \omega_1} \left( G_{20} G_{11} - 2 |G_{11}|^2 - \frac{1}{3} |G_{02}|^2 \right) + \frac{G_{21}}{2},
\]

\[
\mu_2 = \Re\{C_1(0)\}, \quad \beta_2 = 2 \Re\{C_1(0)\}, \quad T_2 = -\frac{\Im\{C_1(0)\} + \mu_2 \Im\{\lambda'(\tau_0)\}}{\tau_0 \omega_1}.
\]

If \( \mu_2 > 0 \), then the direction of bifurcation is supercritical, the bifurcated periodic solution is stable if \( \beta_2 < 0 \) and the period of the bifurcating periodic solution increases if \( T_2 > 0 \).

6. Numerical Simulations

To visually and vividly reflect the evolutionary game behavior between two plays in the above models, we conduct numerical simulation analysis. Based on the parameter settings mentioned in the relevant literature [14], we set the parameters as \( F = 6, R = 1, E = 1, S_4 = 1, S_3 = 3, S_2 = 3 \) and \( S_1 = 4 \).

6.1. Numerical Analysis under Static Mechanism

Given the set parameters, the equilibrium point \( \Psi_5(p_1, q_1) \) in System (1) can be solved as \((p_1, q_1) = (0.5, 0.25)\). Assume that \( p \) and \( q \) are both 0.5, then the evolution curves of Systems (1) and (2) are shown in Figure 2a,b, respectively. Figure 2 shows that neither System (1) nor System (2) are evolutionarily stable at the equilibrium point \( \Psi_5(p_1, q_1) \). What is more, the curve of System (1) is a closed-loop line in Figure 2a, whereas System (2) is a time-delay replication dynamic system, and it does not evolve towards equilibrium, confirming that under the static mechanism, the stability of enterprises and regulators is not affected by the delay \( \tau \).

To analyze the effect of different delays on System (2), let \( \tau_1 = \tau_2 = 0.04 \) and \( \tau_1 = 0.01, \tau_2 = 0.02 \). In Figure 3, System (2) is unstable regardless of whether the time delay is the same or different, and the amplitude of the evolution curve’s fluctuation is roughly the same, but the frequency of the fluctuation is different. The larger the delay \( \tau (\tau = \tau_1 + \tau_2) \), the smaller the fluctuation frequency, and the smaller the delay \( \tau \), the larger the fluctuation frequency, indicating that although the stability strategies of enterprises and regulators are not affected by delay, it will affect the evolutionary process between them.
(a) Evolutionary progress of Systems (1); (b) Evolutionary progress of Systems (2). The line represents the evolution path of \( p \) and \( q \).

Figure 3. (a) Evolution curve when \( \tau_1 = \tau_2 = 0.04 \), (b) Evolution curve when \( \tau_1 = 0.01, \tau_2 = 0.02 \).

6.2. Numerical Analysis under Dynamic Mechanism

For Systems (8) and (9), the equilibrium \((p_{11}, q_{11}) = (0.38, 0.45)\) and \( \tau_1^* = 0.1832 \) can be obtained by keeping the parameter settings unchanged. For System (9), it can be established from Theorem 2 that as long as \( 0 \leq \tau^* < \tau_1^* \) holds, the dynamic System (9) is evolutionarily stable for any \( \tau_1^* = \tau_3 + \tau_4 \). When \( \tau_3 = 0.05 \) and \( \tau_4 = 0.06 \), the evolution processes of Systems (8) and (9) are shown in Figures 4 and 5, respectively. In the figures, the evolution curves between the enterprises and regulators in both the non-delayed dynamic system and the time delay dynamic system present a spiral convergence trend and finally reach stability.

When \( \tau_3 = \tau_4 = \tau_0 = \frac{1}{2} \tau_1^* = 0.0916 \), System (9) undergoes a Hopf bifurcation. Substituting numerical values for the formulas in Section 5, we obtain

\[
\begin{align*}
C_1(0) &= -2.0359 - 1.4262i, \\
\mu_2 &= 1.8201 > 0, \\
\beta_2 &= -4.0717 < 0, \\
T_2 &= 3.5291 > 0,
\end{align*}
\]

where \( \mu_2 = 1.8201 > 0 \) indicates that the Hopf bifurcation of the system (9) is supercritical; that is, the system is stable before bifurcation and unstable after bifurcation, which is reflected in Figures 5–7. In this case, the stability change in the system is continuous, and according to the signs of \( \beta_2 \) and \( T_2 \), it is concluded that the periodic solution of Hopf bifurcation is stable, and the period of the periodic solution increases gradually.
Figure 4. (a) Evolution curve of System (8) when $\tau_3 = 0.05, \tau_4 = 0.06$; (b) The evolution progress of $p$ and $q$ as $t$ changes.

Figure 5. (a) Evolution curve of System (9) when $\tau^* = \tau_3 + \tau_4 = 0.05 + 0.06 = 0.11 < \tau^*_1$; (b) The evolution progress of $p$ and $q$ as $t$ changes.

Figure 6. (a) Evolution curve of System (9) when $\tau_3 = \tau_4 = \tau_0 = \frac{1}{2} \tau^*_1$; (b) The evolution progress of $p$ as $t$ changes; (c) The evolution progress of $q$ as $t$ changes.
Figure 7. (a) Evolution curve of System (9) when $\tau^* = \tau_3 + \tau_4 = 0.15 + 0.1 = 0.25 > \tau_1^* = 0.0916$; (b) The evolution progress of $p$ as $t$ changes; (c) The evolution progress of $q$ as $t$ changes.

Figure 7 is the evolution process of the delayed dynamic System (9) when $\tau^* = \tau_3 + \tau_4 = 0.15 + 0.1 = 0.25 > \tau_1^*$. It is obvious from the figure that there is no ESS between the two sides, and the path is a closed-loop line around (0.38, 0.45). It is also known from the figure that the players of both sides present periodic behavior patterns. Figures 5–7 prove the objective fact that time delay affects the stability of the system; when it is less than threshold, the system remains stable and goes through Hopf bifurcation at threshold, and when it is greater than the critical value, there is a qualitative change in the system. In real life, before reaching critical conditions, if players’ strategies cannot be adjusted, that means digital financial enterprises and regulators need to control the delay of obtaining information and establish a good information sharing platform.

Effect of Initial Value on Amplitude of State Curve of System (9)

Based on the setting of the previous parameters, the impact of different initial values on the evolutionary curve of System (9) are compared. When the probability $p = 0.38$ for enterprises to adopt compliance innovation, $q = 0.3$ and $q = 0.8$ are taken as the initial values of active supervision by the regulators; when $q = 0.45$, $p = 0.3$ and $p = 0.8$ are taken as the initial values of financial enterprises. The corresponding evolution curves are shown in Figure 8.

$p$ and $q$ oscillate in the initial stage, and the larger the initial values of $p$ and $q$, the larger the oscillation amplitude. It can be seen from the evolution curve that the greater the possibility of compliance innovation of financial enterprises in the initial stage, the greater the fluctuation of its evolutionary stability curve, and the smaller the possibility of regulators’ active regulation at the beginning, the smaller the fluctuation of its evolutionary stability curve. If the strategy in the initial stage is (illegal innovation, negative regulation), then both sides of the game can quickly achieve evolutionary stability, and market fluctuations will be relatively small, which is more conducive to market coordination and long-term development.
Figure 8. (a) The evolution process of $p$ as $t$ changes when $q$ is set to 0.3 and 0.8; (b) The evolution process of $q$ as $t$ changes when $p$ is set to 0.3 and 0.8

7. Conclusions and Recommendations

7.1. Conclusions

In this paper, from the establishment and analysis of the models, we draw the following conclusions.

Firstly, under the static condition, the internal equilibrium point $\Psi_5(p_1, q_1)$ is not ESS for Systems (1) and (2), and whether the delay exists or not does not affect its stability. It shows that regulators and digital financial enterprises cannot reach a stable state, and their evolution process shows a cyclical movement. According to the theoretical results, there are boundary stability strategies between them under certain conditions. Among them, if the fines of digital financial firms are greater than the excess returns, and the cost of active regulation is less than negative regulation, then (compliance innovation, active regulation) is ESS, indicating that active regulation plays an important role in promoting compliance innovation and can achieve this by increasing the penalties and reducing regulatory costs to regulate the behavior of innovation.

Secondly, under the dynamic mechanism, for Systems (8) and (9) ESS equilibrium exists, and its stability changes with the change in delay. The system is stable before the delay reaches the critical value, Hopf bifurcation occurs at threshold, the bifurcation direction is forward, the periodic solution of the bifurcation is stable and the period gradually increases, and the system becomes unstable if the delay exceeds the threshold. In the process of evolution, regulators and firms can achieve a stable state, which shows the superiority of dynamic mechanisms. However, this stable state only exist under certain conditions, so digital financial enterprises and regulators need to limit the delay of information acquisition to a certain range when making decisions.

7.2. Recommendations

A few suggestions can be made from the theoretical results of this paper.

For regulators, first, improve the financial regulatory framework and rules, and improve risk compensation, emergency response, service withdrawal, and other mechanisms. They must control financial industry overall risk, limit excess competition in the financial sector, and promote the healthy and stable financial sector in accordance with the law. Second, promote the idea of compliance innovation, and conduct reasonable guidance and constraints on innovation activities. Third, regulators can take the initiative to supervise financial institutions through technological means. Big data, cloud computing, artificial intelligence, and other technologies can be used to build data platforms and analysis platforms for financial regulation. The use of digital regulatory means to continuously and dynamically monitor the operation status of innovative applications can in a timely manner locate, track, prevent, and resolve risks and hidden dangers. Through the digital expression of regulatory policies and compliance requirements, the establishment of an information sharing platform can effectively solve the problem of information asymmetry, which is
conducive to easing regulatory delays, improving regulatory penetration, and enhancing regulatory uniformity.

Digital financial enterprises should consciously innovate in compliance with regulations and improve their professional quality. They should establish and improve the self-supervision system, self-supervision management, and internal control management. Financial innovation is conducive to the improvement in financial efficiency, the effective allocation of resources, and the promotion of economic development, but the innovation of financial models, products, services, and tools must be carried out under certain institutional constraints to avoid the occurrence of financial risks and realize the healthy and sustainable development of financial innovation.

7.3. Weaknesses and Prospects

Although this paper introduces the delay factor and obtains the relevant theoretical results, the influencing factors of financial innovation are not comprehensively considered. In addition, this article focuses on a two-party evolutionary game, which has certain limitations. Future work can consider building a three-party evolutionary game model; for example, the public can be added into the game model. In addition, it will be interesting to explore the influence of different delay types on the system’s stability, and the addition of a delay feedback controller to control critical values, and we will conduct further research on these issues in the future.
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