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Abstract: Social networks and official statistics have become vital sources of information in times of health emergencies. The ability to monitor and profile social sentiment is essential for understanding public perception and response in the context of public health crises, such as the one resulting from the COVID-19 pandemic. This study will explore how social sentiment monitoring and profiling can be conducted using information from social networks and official statistics, and how this combination of data can offer a more complete picture of social dynamics in times of emergency, providing a valuable tool for understanding public perception and guiding a public health response. To this end, a three-layer architecture based on Big Data and Artificial Intelligence is presented: the first layer focuses mainly on collecting, storing, and governing the necessary data such as social media and official statistics; in the second layer, the representation models and machine learning necessary for knowledge generation are built, and in the third layer the previously generated knowledge is adapted for better understanding by crisis managers through visualization techniques among others. Based on this architecture, a KDD (Knowledge Discovery in Databases) framework is implemented using methodological tools such as sentiment analysis, fuzzy 2-tuple linguistic models and time series prediction with the Prophet model. As a practical demonstration of the proposed model, we use tweets as data source (from the social network X, formerly known as Twitter) generated during the COVID-19 pandemic lockdown period in Spain, which are processed to identify the overall sentiment using sentiment analysis techniques and fuzzy linguistic variables, and combined with official statistical indicators for prediction, visualizing the results through dashboards.
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1. Introduction

In the last few years, the world has faced multiple health-related crises, including the Ebola outbreak in 2014, Zika in 2015, Dengue in 2019, and most recently, the COVID-19 pandemic in 2020. These crises have had a profound impact on public health and the global economy. In addition, financial crises and geopolitical pressures have increased uncertainty in both markets and political stability. Moreover, these crises have left a significant social impact on various social groups worldwide. The COVID-19 pandemic, in particular, has highlighted existing inequalities, disproportionately affecting vulnerable groups and widening such socio-economic disparities.
These challenges have emphasized the importance of having a well-prepared and systematic approach to health crisis management. On the one hand, there is evidence of the relevance of expert information that can be provided by official statistical sources [1]. Among other indicators, monitoring of “social sentiment”, which has been captured in surveys conducted by official bodies such as the Centro de Investigaciones Sociológicas (CIS) (https://www.cis.es/detalle-ficha-estudio?origen=estudio&idEstudio=14551) accessed on 1 January 2024) in Spain, has become relevant. On the other hand, through the use of social networks, citizens have a mechanism for conveying their feelings. Social networks have revolutionized the way people communicate and share information and have thereby become a crucial forum for expressing and monitoring public reactions to health crises. Their influence on the perception of and response to these crises is significant [2]. The usefulness of such information for crisis management is therefore beyond doubt. This information source is processed by natural language processing (NLP) techniques and can be used for the same purpose of gathering feelings through surveys such as the one by CSIC mentioned above. This can reveal how the population feels about the emergency at hand and, consequently, help identify emerging trends such as symptoms, treatments, or logistical challenges. These trends can inform authorities on areas where they should focus their efforts to manage public concerns.

While social networks serve as a mechanism for understanding the collective mindset, official statistics offer a solid foundation for validating and contextualizing information. Data provides crucial context for comprehending the severity of emergencies and their impact on society, aiding in the assessment of the effectiveness of public health measures and their acceptance by the population. Integrating data from official statistics and social networks into sentiment profiling can be a powerful tool for health emergency management. Indeed, by understanding how the population perceives and reacts to the crisis, health authorities can (1) adjust communication strategies to address specific concerns; assess the effectiveness of public health measures; (2) identify emerging challenges, such as atypical symptoms or lack of medical supplies; and (3) make informed and adaptive decisions in real time. It is therefore essential for agile, evidence-based decision making in times of health emergencies, and this methodology has significant potential to improve the response to future public health emergencies. Effective crisis management must then use a variety of sources, which are often generated in real-time and may also be unstructured. Therefore, a Big Data and Artificial Intelligence-based architecture may be appropriate to manage all this information for effective crisis management.

This research endeavors to investigate the implementation of social sentiment monitoring through the combination of data sources from social networks (for the endogenous variable sentiment analysis) and official statistics, particularly focusing on series that significantly impact the endogenous variable. The objective is to elucidate how integrating these diverse data sources can provide a more comprehensive understanding of social dynamics during emergencies, thereby supplementing the insights derived from official statistical indicators [3,4]. For this purpose, we present an architecture founded on Big Data and Artificial Intelligence, as outlined in [5], designed to tackle a case study on crisis management, specifically centered on the first lockdown in Spain during the COVID-19 crisis. Following this, we offer a more in-depth explanation of these layers (refer to Figure 1):

1. **Data Management Solutions for Social Analytics (DMSSA):** This layer plays a crucial role in allowing organizations to collect, store, organize, tag, and govern the data needed for crises: social media, financial and economic data, health data, political and social data, etc. These data are usually not free of uncertainty, especially those coming from social networks. Since the objective is to monitor social sentiment, social network data are the primary data source, complemented by other reliable data sources such as data from official health statistics, public health records, economic indicators, etc. that can be accessed relatively quickly to feed the model.

2. **Insight Generation for Society (IGS):** In this layer, we build the representation models, sentiment analysis, and machine learning necessary for the generation of knowledge
that allows the anticipation of social problems arising from the crisis. Undoubtedly, there is uncertainty in the information expressed in the natural language of social networks; therefore, this paper will propose the use of fuzzy 2-tuple linguistic modeling as a representation of such information, which has been successfully used in similar circumstances [6–9], allowing the complexities presented in the linguistic expressions related to feelings to be captured. Finally, for better crisis management, time series prediction techniques are applied to allow the system manager to foresee events and the inclusion of external regressors from official data sources is expected to improve the predictive capabilities of the models.

3. Social Application (SA): the previously generated knowledge is adapted for better understanding by crisis managers through visualization techniques, monitoring, warning generation, etc. These tools can be integrated into dashboards to facilitate informed decision making.

The rest of the study is structured as follows: Section 2 discusses the related work, highlighting the originality of our proposal. Section 3 explains the main pillars of the proposed model. In Section 4, we address a case of social monitoring during the COVID-19 pandemic in Spain, within the framework of the aforementioned architecture, following the typical phases of a data science project. The obtained results are deliberated in Section 5, while conclusions and future prospects are outlined in Section 6.

2. Related Works

This Section reviews the existing research works involved in the monitoring of social media data and how each of them relates to the architecture proposed here.

Simranpreet et al. [10] describe the monitoring of the dynamics of emotions during COVID-19 using X (formerly known as Twitter) data and TextBlob for analyzing sentiment. Moreover, IBM Cloud is employed to predict the emotional tone associated with the text, aiming to extract information about the user’s emotional engagement while writing the tweet. Kambiz et al. [11] focus on monitoring and recommending systems for privacy settings for the social network Facebook using KNN in Weka to classify the participants based on their disclosed common personal information. Alexander et al. [12] assess the impacts of participation and network ties on the decisions of fishers to voluntarily report rule violations in two Jamaican marine reserves using a logistic regression model for analysis. Thin et al. [13] investigate whether the content contributed by members of the depression community to community blogs differs from what they post on their personal blogs, employing Lasso as the classifier, Feature Selector, and Statistical Testing for analysis. In their study, Nepali et al. [14] introduce a social network model called SONET, designed for privacy monitoring and ranking. This model offers a fresh, efficient, and pragmatic approach to quantifying, assessing, and evaluating privacy concerns. Piedrahita-Valdés et al. [15] examine the role of vaccine-related discussions on social media.
in identifying factors influencing vaccine confidence across various historical periods and geographical regions. Zucco et al. [16] examine techniques and resources for analyzing textual and social network data sources to extract sentiment. Meanwhile, Sufi et al. [17] conduct an analysis of locally focused public sentiments regarding global disaster events. Their study is the first to integrate location intelligence with sentiment analysis, regression, and anomaly detection applied to social media messages concerning disasters, covering a wide array of languages. Tran et al. [18] track the well-being of vulnerable transit riders during the COVID-19 period by employing machine learning-based sentiment analysis and social media data. Finally, El Barachi et al. [19] develop a framework capable of providing real-time insights into the evolution of public opinion.

A summary of the data, the analysis technique, and the sentiment representation techniques used are provided in Table 1. None of these works provide an interactive dashboard for effective crisis management that can be analyzed almost in real-time. Also, none of these frameworks use a 2-tuples fuzzy linguistic approach, which allows a continuous representation of the linguistic information in its domain.

Table 1. Related works.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>DMSSA</th>
<th>IGS</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaur et al. [10]</td>
<td>A total of 16,138 COVID-19 related tweets from February to June 2020.</td>
<td>TextBlob for sentiment (−1, 1)</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Ghazinour et al. [11]</td>
<td>Data collected from three Facebook users</td>
<td>KNN in Weka with K = 3 to classify the participants</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Alexander at al. [12]</td>
<td>Questionnaires with fishers (n = 277)</td>
<td>logistic regression model</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Nguyen et al. [13]</td>
<td>A total of 25,012 community posts and 104,033 personal posts crawled from depression.livejournal.com</td>
<td>Lasso as the Classifier and Feature Selector, Statistical Testing</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Nepali et al. [14]</td>
<td>Search results from an existing search engine, such as Google and Bing, and deep web searches</td>
<td>PIDX algorithm</td>
<td>None</td>
</tr>
<tr>
<td>Piedrahita-Valdés et al. [15]</td>
<td>Vaccine-related tweets published on Twitter from 1 June 2011 to 30 April 2019.</td>
<td>SVM classifier, One-way ANOVA, Kruskal–Wallis… Positive, negative, and neutral polarity</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Zucco, Chiara et al. [16]</td>
<td>Polarity detection</td>
<td>Detection of subjectivity; SFE, extraction of semantic features; SL, sentence level; WL, word level</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Sufi et al. [17]</td>
<td>Twitter feeds from 28 September to 6 October 2021</td>
<td>Named entity recognition (NER), anomaly detection, regression, and the Getis Ord Gi* algorithms</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Tran et al. [18]</td>
<td>The Twitter dataset captures the travel experiences of approximately 120,000 transit riders in Metro Vancouver, Canada, both before and during the pandemic.</td>
<td>Sentiment analysis</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>El Barachi, May et al. [19]</td>
<td>A total of 278,000 tweets related to the topic of climate change</td>
<td>LSTM classifier</td>
<td>Static tables and graphs</td>
</tr>
<tr>
<td>Our proposal</td>
<td>~4.5 million tweets</td>
<td>Sentiment analysis, 2-tuples, and time series analysis</td>
<td>Interactive dashboard</td>
</tr>
</tbody>
</table>
3. Methods and Materials

For the development of the proposed system, sentiment detection techniques have been used, the polarity of the detected sentiments has been represented by the fuzzy 2-tuple linguistic model, and also time series has been used for the prediction of the sentiment. The fundamentals are explained below.

3.1. Sentiment Analysis

To determine the sentiment expressed in an opinion, different techniques can be used [20]. Particularly, in our case study, traditional machine learning has been used, as well as semantic-based, and pre-trained language models tech.

On the one hand, with traditional machine learning techniques, patterns can be found among the published messages that determine whether they are positive or negative. Particularly, the labeled dataset is partitioned into a training set (70%) and a test set (30%), and the models neural network, naïve Bayes, SVM, XGBoost [21], and K-Nearest Neighbor [22] are used for sentiment detection.

On the other hand, a masked language model based on transformers’ semantic-based techniques are tested, using prefixed dictionaries where each word has a sentiment assigned to it. Within these techniques, two options are presented, the ISOL [23], where a set of words are used and assigned a value of 1 if they contribute positivity to a message, −1 otherwise, and 0 in case of neutrality. There are numerous examples of dictionaries in English, although not so many in Spanish. The one chosen for the project was the Spanish resource published in [24], composed of a total of 2509 positive words and 5626 negative words. Within this same paradigm of dictionaries is the Affective Norms for English Words (ANEW) lexicon model [25]. From this model, an adaptation to Spanish [26] known as Emotional norms for Spanish words (ENSW) is derived [27]. The sentiment values proposed in this paper combine and encapsulate both dimensions—quality and intensity of sentiment—into a singular score for each word, as detailed in [28]. Initially, arousals are linearly adjusted to a range between 0 and 1, representing minimum to maximum intensity. Subsequently, valences are mapped onto the interval $[-4, 4]$ to reflect the negative/positive polarity by subtracting 5 from the original values. Assessing the sentiment strength for each word involves multiplying these adjusted valences by their corresponding precomputed weights (intensity). Thus, the weight alters the valence value in the appropriate direction, covering the entire intensity spectrum. To finalize these computations, the measures are translated to the interval $[0, 1]$ to derive the ultimate sentiment value. The expression for the final computed score for each word $w$ is as follows:

$$s(w) = \frac{a arousal(w) - 1}{8} \cdot \frac{valence(w) - 5}{8} + 4$$  

(1)

The mean values of $arousal(w)$ and $valence(w)$ correspond to the word $w$ found in the ENSW dictionary. Consequently, words conveying positive sentiments are allocated higher values, while those with negative connotations are assigned lower values.

Lastly, the RoBERTa pre-trained language model is used [29]: The model known as roberta-base-bne is a masked language model based on transformers, specifically designed for the Spanish language. The model is built upon the RoBERTa base architecture and underwent pre-training utilizing the most extensive Spanish corpus available up to the present moment. This corpus comprises 570 GB of meticulously curated and deduplicated text specifically processed for this project. The content was sourced from web crawls conducted by the National Library of Spain (Biblioteca Nacional de España) spanning the years 2009 to 2019.

3.2. The 2-Tuple Fuzzy Linguistic Model

In the previous Section, we have seen several mechanisms for extracting the sentiment from natural language. Many authors have presented the advantage of interpretability of
representing these feelings employing fuzzy linguistic variables (with labels such as Positive, Negative, and Neutral) instead of numbers \([30]\). A problem to be solved now is to compute (especially aggregate) these fuzzy labels without losing information. The 2-tuple model, as proposed by \([31]\), aims to address the issue of information loss encountered in computational processes involving linguistic labels. This model has as its basis of representation a pair of fuzzy labels \((s_i, a_i)\), where \(s_i \in S\), represents the fuzzy linguistic label, and \(a_i \in [-0.5, 0.5]\), signifies the symbolic translation from this label. The following provides a concise overview of the linguistic 2-tuple representation model and its computational framework.

**Definition 1.** Let \(S = \{s_1, \ldots, s_g\}\) a set of linguistic terms and \(\beta \in [1, g]\) a value in the granularity interval of \(S\). The symbolic translation of a linguistic term, \(s_i\), is a number valued in the interval \([-0.5, 0.5]\) which expresses the difference in information between a quantity of information expressed by the value \(\beta\) obtained in a symbolic operation and the closest integer value \(i\), with \(i \in \{1, \ldots, g\}\), that indicates the index of the closest linguistic term in \(S\).

This representation model establishes a pair of functions for converting numerical values within the granularity interval into 2-tuple linguistic values, facilitating computational processes involving 2-tuple linguistic values.

**Definition 2.** Let a set of linguistic terms \(S = s_1, \ldots, s_g\), \((S) = S \times [-0.5, 0.5]\) and \(\beta \in [1, g]\) a value representing the result of a symbolic operation, then the linguistic 2-tuple expressing information equivalent to \(\beta\) is derived using the following function:

\[
\Delta_S : [1, g] \rightarrow (S)
\]

\[
\Delta_S(\beta) = (s_i, a_i), \text{ with } i = \text{round}(\beta)\text{ and } a = \beta - i, a \in [-0.5, 0.5] \}
\]  

(2)

Here, \(\times\) denotes the Cartesian product between set \(S\) and the real half-open interval \([-0.5, 0.5)\), while \(\text{round}()\) represents the standard rounding operator. \(s_i\) signifies the label closest to \(\beta\) with an index, and \(a\) denotes the value of the symbolic translation. As a result, any value within the interval \(1 \left[1, g\right] \) is consistently associated with a 2-tuple linguistic value in \((S)\).

**Definition 3.** Let \(S = s_1, \ldots, s_g\) a set of linguistic terms, and \((s_i, a_i) \in (S) = S \times [-0.5, 0.5]\) the numerical value within the granularity interval \([1, g]\) representing the linguistic 2-tuple \((s_i, a_i)\).

This is obtained using the following function:

\[
\Delta_S^{-1} : (S) \rightarrow [1, g]
\]

\[
\Delta_S^{-1}(s_i, a_i) = i + a = \beta
\]

(3)

**Definition 4.** Let \((s_1, a_1), \ldots, (s_m, a_m)\) a vector 2-tuple linguistic values in \((S)\), the linguistic value 2-tuple symbolizing the Arithmetic Mean, \(\chi'\), is given by the function \(\chi' : (S)^m \rightarrow (S)\) defined as:

\[
\chi'(s_1, a_1), \ldots, (s_m, a_m) = \Delta_S \left(\frac{1}{m} \sum_{i=1}^{m} \Delta_S^{-1}(s_i, a_i)\right) = \Delta_S \left(\frac{1}{m} \sum_{i=1}^{m} \beta_i\right)
\]

(4)

As we have explained in the previous Section, in this article we will work with sentiments obtained from natural language. Therefore, the set \(S\) which we will use as a basis for the representation of these sentiments, is defined as: \(S = \{s_1, \ldots, s_g\}\) with \(g = 3\) : \(s_1 = \text{Neg}, s_2 = \text{Neu}, s_3 = \text{Pos}\) corresponding to the concepts Negative, Neutral and Positive, respectively, with the triangular fuzzy definition shown in Figure 2.
which are determined by independent variables. The commonly used designation for whether the inclusion of regressor variables in the model brings predictive power to the whether there is a relationship between the endogenous variable and the regressors.

First, we explore whether an a priori relationship can be established between the endogenous variable (the sentiment derived from the social media posts) and the other exogenous indicators to be used (the regressor series obtained from official sources). So, first, the cross-correlation coefficient among time-series one-by-one is calculated to determine whether there is a relationship between the endogenous and the exogenous one by one (Section 3.3.1). Also, we use the Granger test to determine whether one time series is useful in forecasting another one (Section 3.3.2). All this provides the basis for determining whether there is a relationship between the endogenous variable and the regressors.

Once this is verified, the time series prediction itself will be entered, investigating whether the inclusion of regressor variables in the model brings predictive power to the model. For this purpose, the Prophet model [32] is used (Section 3.4).

3.3.1. Cross-Correlation Coefficient (CCF) with Pre-Whitening in ARIMA Models

The ARIMA model [33] is utilized to analyze time series data and make predictions. This model can be applied in both linear and multiple regression contexts. In the multiple regression model, predictions are made regarding the outcomes of dependent variables, which are determined by independent variables. The commonly used designation for the model is ARIMA (p, d, q), where p, d, and q are non-negative integers. ARIMA relies on a time series that exhibits stationarity. Although designed for stationary time series, it can adapt to non-stationary time series data through the application of a multiple linear regression model. The methodology involves identifying optimal parameters for the ARIMA model, culminating in a singular fitted model. This involves conducting differencing tests to determine the optimal order of differencing 'd', followed by fitting models within defined ranges for starting p, maximum p, starting q, and maximum q.

It should also be noted that the series may require intervention analysis. The intervention model of interest for this work will be a step-type, which captures a persistent change in the level of all observations after a particular date by assigning \( x(t) = 1 \) if \( t \geq t^* \), with \( t^* \) being the point where the change in the series occurs.
Although there are different techniques to relate two time series, the first approach used in this study was the search for the dynamic regression model [34] between the two, whose generic form is presented below:

\[ y(t) = v(B)x(t) + n(t) \]  

where \( y(t) \) represents the endogenous variable, \( x(t) \) is the exogenous variable, and \( n(t) \) are the innovations of the model, which are assumed to have an ARIMA structure, i.e.,

\[ \phi(B)n(t) = \theta(B)a(t) \]  

For instance, if we want to analyze the influence that the sentiment series in the social network X has on another indicator, the exogenous variable would be the sentiment. Therefore, the goal would be to obtain the value of the coefficients \( v(B) \), known as the impulse response function, which determines the relationship. The procedure used is the one proposed by Box–Jenkins, who uses the pre-whitening technique. This method is based on the use of the cross-correlation function, which measures the strength and direction of the relationship between two variables from the covariance between them. Nevertheless, the autocorrelations existing between the value of a time series and its past values make it difficult to interpret the cross-correlation. Box and Jenkins showed [33] that if the \( x(t) \) series were white noise, the impulse response coefficient of order \( k \), \( \nu(k) \) would be directly proportional to the corresponding cross-correlation coefficient, \( \rho_{xy}(k) \) which can be estimated using the covariance between the series. Therefore, the pre-whitening technique is based on filtering the endogenous series with the model identified for the exogenous series (whose residuals should be checked for white noise). In this manner, the residuals of both series obtained with the same filter are determined. The significant lags account for the influence of one series on the other.

3.3.2. Granger Test

To determine the degree of causality between the series of variables, the Granger causality test is used. It is a statistical hypothesis test for determining whether a one-time series is useful in forecasting another, first proposed in 1969 [35].

A time series \( x \) is said to Granger-cause \( y \) if it can be shown, usually through a series of statistical tests on lagged values of \( x \) (and with lagged values of \( y \) also included), that those \( x \) values provide statistically significant information about future values of \( y \). We assert that a variable, denoted as \( x \), results in Granger causing another variable, denoted as \( y \), when forecasts of \( y \)'s value, incorporating both its historical values and the historical values of \( x \), outperform predictions solely based on \( y \)'s past values.

Consider \( y \) and \( x \) as stationary time series. To assess the null hypothesis suggesting that \( x \) does not Granger-cause \( y \), the first step entails identifying the suitable lagged values of \( y \) to include in a univariate autoregression of \( y \):

\[ y(t) = a(0) + a(1)y(t-1) + a(2)y(t-2) + \cdots + a(m)y(t-m) + error(t) \]  

Subsequently, the autoregressive model is enhanced by incorporating past values of \( x \):

\[ y(t) = a(0) + a(1)y(t-1) + a(2)y(t-2) + \cdots + a(m)y(t-m) + b(p)x(t-p) + \cdots + b(q)x(t-q) + error(t) \]  

In this regression, one includes all previous values of \( x \) that demonstrate individual significance based on their respective t-statistics. However, this inclusion is contingent on their collective contribution to the explanatory power of the regression, as determined by an F-test. The null hypothesis of this F-test is the absence of joint explanatory power added by the \( x \) variables. Using the notation from the augmented regression mentioned earlier, \( p \) represents the shortest lag length, while \( q \) represents the longest lag length for which the
lagged $x$ value is deemed significant. The null hypothesis that $x$ does not Granger-cause $y$ is not rejected if and only if no lagged values of $x$ are retained in the regression.

3.4. Time Series Prediction with Prophet Model

Prophet [32] is a versatile model capable of detecting trends, seasonality, missing numbers, and outliers [36]. Depending on the temporal trend, seasonality can play a crucial role in forecasting systems and profoundly influence predictions. Prophet, developed by Facebook, addresses certain challenges encountered with ARIMA [33]. Prophet operates by employing an additive model that effectively captures non-linear trends in the dataset by incorporating suitable seasonality. The visual representation of the Prophet model can be observed in Figure 3.

![Figure 3. Steps of the Prophet model, where the parameters can be adjusted based on the evaluation of the models.](image)

Given that the Prophet model operates on data patterns, intricate characteristics are derived from holidays and seasonal data. Seasonality is incorporated with considerations for daily, weekly, and yearly factors. The Prophet model utilizes time series data to represent consumption, and its data methodology can be articulated in the following manner:

$$y(t) = g(t) + s(t) + h(t) + e(t)$$

In this context, $y(t)$ represents the endogenous variable, $g(t)$ signifies the data trend function, $s(t)$ the seasonal data, $h(t)$ the holiday-based data, and $e(t)$ stands for the errors.

The trend function of the Prophet model, denoted as $g(t)$, is characterized by a piecewise linear growth model, also referred to as a saturation-growth model. However, the observed maximum load data does not exhibit a saturating growth pattern. This deviation is captured by a piecewise linear growth model described as follows:

$$g(t) = \left( k + a(t)^T \delta \right) t + \left( n + a(t)^T \sigma \right)$$

Here, $k$ represents the growth rate, $\delta$ denotes the rate adjustment, $n$ is an offset parameter, and $\sigma$ stands for the change point.
The Prophet model utilizes the Fourier series to model and predict seasonal effects. The expression of the seasonality function can be described by the following equation:

\[
s(t) = \sum_{n=1}^{N} a_n \cos\left(\frac{2\pi nt}{P}\right) + b_n \sin\left(\frac{2\pi nt}{P}\right) \quad (11)
\]

In Equation (12), \(s(t)\) represents the seasonality function, \(N\) denotes the number of cycles used in the model; \(P\) signifies the period length of the desired time series; \(2n\) represents the number of parameters that need to be estimated for fitting seasonality; \(a_n\) is the coefficient (amplitude) of the cosine of the frequency doubling of \(n\) and \(b_n\) is the coefficient (amplitude) of the sinusoidal frequency doubling of \(n\). For annual data, \(P = 365.25\), and for weekly data, \(P = 7\).

Conversely, to integrate holidays into the model, for each holiday \(i\), let \(D_i\) denote the set of past and future dates for that particular holiday. We introduce an indicator function to signify whether time \(t\) falls within holiday \(i\), and assign a parameter \(k_i\) to each holiday, representing the corresponding change in the forecast. This process parallels the handling of seasonality, where we generate a matrix of regressors \(Z(t)\) as discussed:

\[
Z(t) = [1(t \in D_1), \cdots, 1(t \in D_L)] \quad (12)
\]

and taking

\[
h(t) = Z_t k \quad (13)
\]

In Equation (13), \(h(t)\) indicates holidays and \(k\) indicates a corresponding change in the forecast.

### 3.5. Dataset

To apply the proposed model (see Section 5), a specific dataset has been built from the social network X focusing on the COVID-19 pandemic suffered in Spain. The tweets have been collected using a library programmed in R language that returns the messages (without retweets) published each day written in Spanish (“lang = es”) and within a geographical area with the center in Madrid and radius equal to 750 km (not including, therefore, the Canary Islands). The geo-referenced tweets were filtered and in the query the parameter “lang = ES” was used to filter the messages written in Spanish, finally obtaining a total set of 4,389,259 tweets. The dates considered in this study were from 23 February to 30 April, to cover the two-month lockdown.

In addition, a set of daily indicators from official sources are added; namely, the figures on deaths from the National Institute of Statistics (https://www.ine.es/dyngs/INEbase/en/categoria.htm?c=Estadistica_P&cid=1254735573175, accessed on 5 March 2024) (health indicator), the IBEX-35 stock market price data from Bolsa de Madrid (https://www.bolsasymercados.es/bme-exchange/es/Bolsa-Madrid, accessed on 5 March 2024) (economic indicator), and the data on infections provided by the National Epidemiology Center (https://cneCOVID.isciii.es/COVID19/, accessed on 5 March 2024) (health indicator). In this manner, a file is obtained that integrates various sources of information.

### 4. Proposed Model

A model for crisis management is proposed within the three-layer architecture based on Big Data and Artificial Intelligence [5]. In this architecture, a KDD (Knowledge Discovery in Databases) methodology is implemented (refer to Figure 4). This methodology was introduced in \([37,38]\).
In our model, we leverage information gathered from opinions expressed on social networks (tweets) to complement official statistics, thereby enhancing our understanding of the social context. This approach is applied to a case study focused on crisis management during the initial lockdown in Spain amid the COVID-19 pandemic. The following section provides a more detailed explanation of the KDD phases that were followed:

4.1. Understanding the Application Domain

In this first phase, it is necessary to understand the underlying domain of the application to be developed, in this case monitoring sentiments in case of a health crisis. As explained in the Introduction, the objective is monitoring social feelings using information from social networks and official statistics, and how this combination of data can provide a more complete view of the social dynamics in times of health emergency in the period of lockdown in Spain due to the COVID-19 pandemic.

4.2. Creating the Dataset

In this phase, the global set of data to be used to develop the project is obtained. In our case, it is a matter of determining the optimal set of data, both those that will allow us to determine the social network sentiment, as well as those from other domains in the same period, which will allow us to improve the predictive objective and the social sentiment monitoring. It is important to obtain the data rapidly and reliably to be able to automate the data ingestion and subsequent steps.

In particular, tweets are obtained as described in Section 3.5. In the successive phases, the processes of pre-processing the data, obtaining the average sentiment for each day, and integration with the official daily frequency indicators are carried out.

4.3. Pre-Processing the Data

Basic cleaning operations are performed on the data from the previous stage, such as the elimination of noise or incorrect data detected, treatment of missing and inconsistent values, etc. In the case of social networks, techniques such as tokenization of literals, and removal of stop words, among others, are used. Other indicators differ from social network data (“indicator variables”), since they come from official statistics, and thus do not generally require a deep cleaning.

The output consists of a total of 90 variables, of which the tweet text, location, author, hashtags, and date of publication are kept. Regarding the location, two fields are of special interest: the country where the tweet is written and the coordinates, which are collected in square cells. Thus, each geographical value has 4 coordinates: two latitude and two longitude values that result in the corresponding square. The date field is converted so
that you have two other new variables for the specific hour and minute when the message is posted.

The messages are then preprocessed to remove punctuation marks, graphic or web page references, words without content (stop words such as articles, prepositions, etc.), and sets of words shorter than 2 characters in length. An excerpt is shown in Figure 5.

**Figure 5.** Pre-processed data, accessed on 1 January 2024.

### 4.4. Data Transformation

For the data from the previous stage, additional operations are carried out to obtain the sentiment and the necessary transformations for the rest of the indicators. Indicators other than social network data (“indicator variables”), coming from official statistics, do not generally require a thorough cleaning.

#### 4.4.1. Sentiment Detection

To compute the sentiment from the posts on X, first, a training set is established. For this, a manual classification of a total of 55,841 tweets is performed. Negative, positive, and neutral sentiments will be distinguished. In total, the number of posts manually classified as positive amounted to 43,685, those classified as negative were 10,576, and neutral 1680.

The classification methods are then applied to the messages of the social network X on the dataset of 55,841 manually classified tweets, except for the Roberta model, which is sampled at 10% on the dataset and directly contrasted with the results of the manual classification. Table 2 shows the error obtained by each method explained using the manually classified messages. Although for the case of machine learning techniques, it may seem high, and this is probably due to the bias that exists in the manual classification that has its consequences when creating the training set. It is not straightforward to determine the sentiment of certain tweets, due to the context with which they are written (images or references) and the capabilities of the classifier with no context other than the tweet itself. To determine the resulting bias, a double check of 1000 random tweets is performed, through two manual classifications by two different people independently, observing that a percentage of 29.6% are classified incorrectly. In this study, the entire dataset with a labeled sentiment is used, whereby the automatic classifiers analyzed are also expected to have a relatively high degree of error.

**Table 2.** Mean average error for each method.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross Validation- XGBoost</td>
<td>21.77</td>
</tr>
<tr>
<td>Cross Validation: SVM</td>
<td>22.31</td>
</tr>
<tr>
<td>Cross Validation: k-NN</td>
<td>25.73</td>
</tr>
<tr>
<td>Cross Validation: naive bayes</td>
<td>34.71</td>
</tr>
<tr>
<td>Lexicon: ENSW</td>
<td>38.51</td>
</tr>
<tr>
<td>Lexicon: ISOL</td>
<td>66.43</td>
</tr>
<tr>
<td>Language model: RoBERTa</td>
<td>70.52</td>
</tr>
</tbody>
</table>
Consequently, it can be seen that among the best results is the option based on ENSW [25] applying Equation (1), with the already mentioned advantage of providing an exact value of the sentiment between 0 and 1 and allowing the interpretability of the algorithm used, so it will be the indicator selected to calculate the overall sentiment. To determine the sentiment of a tweet, once the sentiments suggested by each word are determined, the average sentiment of all words for each tweet is averaged.

4.4.2. Other Transformations

Once the algorithm for the calculation of the sentiment (endogenous variable) has been selected, the following transformations are carried out:

- A file is created for time series analysis, averaging the sentiment obtained for each day of the period analyzed.
- The series of exogenous variables (IBEX-35 share price, COVID-19 infections, and COVID-19 deaths related in Section 3.5) are transformed logarithmically and lagged over a period (a day) to stabilize the variance, linearize the trends, and facilitate interpretation.
- The resulting dataset has 66 observations. However, it is observed that the initial 9 observations do not provide any predictive value to the model, so they are discarded and therefore only the last 57 observations are left. Thus, a dataset $TU$ (Twitter Universe) is obtained with the endogenous variable $s_i$, the transformed variable of the IBEX-35, $i_i$ is the transformed variable for the COVID-19 infections, and $d_i$ is the transformed variable for the COVID-19 deaths, for each unit $u_i$ and each day.
- As it was mentioned, the classification is not free of uncertainty, for this reason, the calculated variable of sentiment is converted into 2-tuples by applying Equation (2). In this manner, the model can better capture ambiguity by considering multiple aspects or dimensions of the utterance, can facilitate the representation of the polarity and subjectivity of an utterance, allowing a richer and more accurate classification, capturing not only the sentiment, but also the emotional intensity. A sample of the result of this process can be consulted in Table 3.
- To perform the time series analysis in the next Section, Equation (3) will be applied to obtain the initial numerical value. The original transformation is applied again in Section 4.8 to interpret the results.

| Table 3. Sample of the 2-tuple representation of the sentiment per day. |
|-----------------|------------------|
| Date            | 2-Tuples Sentiment |
| 24 February 2020| (Neu, 0.084)      |
| 25 February 2020| (Neu, 0.078)      |
| 26 February 2020| (Neu, 0.201)      |
| 27 February 2020| (Pos, −0.175)     |

4.5. Selection of the Type of Machine Learning Technique to Be Applied

Depending on the objectives of the project (set in the first stage), the most appropriate machine learning techniques are selected to achieve these objectives, i.e., the prediction of time series. Several approaches are carried out to model the behavior of the sentiments on $X$ and to determine the relationship with the other daily frequency indicators. For this purpose, the models presented in Section 3.3 are then applied.

4.5.1. Determining the Influence between Time Series

The first approach, consisting of a dynamic regression model between the sentiment variable and the regressors one-by-one, using Equations (5) and (6). The IBEX-35 economic indicator as a regressor, is presented below, and a similar proceeding applies to the rest of regressors. The ARIMA model for the sentiment time series on $X$ is first identified.
The methodology used by Box–Jenkins [33] is followed. According to the Dickey–Fuller test ($p = 0.53$), the hypothesis of non-stationarity in the original series is not rejected, so it is necessary to make a difference to stabilize the mean. This transformation confirms that the series is stable ($p = 0.04$). The simple and partial autocorrelation functions are shown to be significant only at the first lag. Therefore, the models of the type ARIMA ($p, 1, q$) are tested, having $p, q \leq 2$. It is determined that the best model is ARIMA ($0, 1, 1$). Nonetheless, and looking at the behavior of the time series, it is necessary to model an anomalous behavior, such as the drop in positivity given by the confinement. This is done based on an intervention analysis, where a binary variable is added as a regressor variable; 0 before day 12 and 1 afterward. With this intervention, it is determined that the best model is still ARIMA ($0, 1, 1$) but with an improvement of the information criteria, both Akaike’s (AIC) and BIC, and therefore the second option is selected.

Using the pre-whitening process, the influence that sentiment has on the IBEX-35 is obtained. Using the previous model for sentiment detection on $X$, the series that determines the evolution of the IBEX-35 is filtered and its residuals are obtained.

Similarly, the residuals for the IBEX-35 are obtained as for the sentiment on $X$, verifying that they are white noise ($p = 0.5$ for the Ljung–Box contrast). By doing so, the cross-correlogram in Figure 6a is identified, where it can be seen that lag 1 with a positive sign is obtained as significant. This implies that the sentiment value at $X$ affects the current IBEX-35 value one day earlier. The negative value of $-8$ implies that the IBEX-35 value has a certain relationship with the sentiment value of the following week. It is inferred that the sentiment on $X$ could be used as an indicator for the IBEX-35, although it should be noted that the observation period coincides with a fall in both indicators as a consequence of the health crisis and it would therefore be necessary to have a considerably longer series to reach conclusions. The one-to-one relationship between the sentiment variable and the regressor variables is thus observed (Figure 6a–c).

![Figure 6. Cross-correlation function of IBEX-35 (a), COVID-19 infections (b), and deaths (c) with sentiment after pre-whitening.](image-url)
The following approach consists of using the Granger test, which is a test consisting of checking whether the results of one variable serve to predict another variable, and whether it is unidirectional or bidirectional. For this, Equations (7) and (8) are applied and it is obtained (see Table 4) that there is causality between the variables as a whole, therefore the variables that are being used, as a whole, indicate a causality in response to the sentiment variable.

Table 4. Results of the Granger test.

<table>
<thead>
<tr>
<th>Test</th>
<th>Type (Chi-Squared/F-Test)</th>
<th>Result</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho: No instantaneous causality between regressors and sentiment</td>
<td>Chi-squared</td>
<td>17.973</td>
<td>0.0004455</td>
</tr>
<tr>
<td>H0: COVID-19 infections and diseases do not Granger-cause sentiment</td>
<td>F-test</td>
<td>2.1343</td>
<td>0.03577</td>
</tr>
</tbody>
</table>

As a result, a baseline is available to determine that there is a relationship between the variables of the official statistics and the one obtained from the sentiment, and the best manner of combining all the information is explored with the sentiment prediction in Section 4.5.2.

4.5.2. Time Series Prediction with Regressors

In our case, a first approach with an ARIMA model is performed with the three lagged predictor variables and with a logarithmic transformation and introducing the intervention analysis from the moment when the effects of the declaration of confinement are detected, but it is observed that when using automatic techniques for determining the ARIMA model, white noise is considered and a regression is used instead. In addition to this ARIMA model struggling to effectively incorporate predictor variables, traditional time series models face certain challenges that the Prophet model can address, such as:

1. The requirement for a consistent time interval between data points is a restriction not present in the Prophet model.
2. Prohibition of days with missing data (NA), a constraint that does not apply to the Prophet model.
3. Complexity in handling seasonality with multiple periods, an issue that the Prophet model effortlessly manages by default.
4. A more hands-on approach with a human-in-the-loop system. It provides numerous interpretable parameters that can easily be adjusted based on their forecast assumptions [39]. In contrast, the ARIMA model demands parameter tuning by an expert, whereas the Prophet model offers default settings that are easily interpretable.

Therefore, once evidence of the relationship between the predictor variables and the target is obtained (as shown in Section 4.5), the Prophet model is selected for prediction. Various models are tested to obtain the one offering the best predictive results, as explained in Section 4.6, which turns out to be the one with the series with the three predictor variables and the intervention analysis included.

4.6. Selection of the Machine Learning Models and Algorithms to Be Applied

The specific models and algorithms to be used for the project are selected considering the business requirements specified in the initial phase.

Prophet incorporates a feature for conducting time series cross-validation to assess forecast accuracy using past data. This involves identifying cutoff points in the historical data and, for each of these points, training the model using data available only up to that specific cutoff point. Subsequently, we can evaluate the forecasted values against the actual values. Our model was fit to an initial history of 40 days, and a forecast was made on a six-day horizon. This cross-validation procedure is done automatically for a range of historical
cutoffs using the cross-validation function. We specify the forecast horizon (\(\text{horizon} = 6\)),
the size of the initial training period (\(\text{initial} = 40\)), and the spacing between cutoff dates
(\(\text{period} = 5\)). By default, the initial training period is set to three times the horizon, and
cutoffs are made every half a horizon, so in our case it makes three forecasts with cutoffs
between 13 April 2020 and 23 April 2020. The result of cross-validation produces a data
frame containing actual values (\(y\)) and forecasted values (\(\hat{y}\)) for out-of-sample predictions.
For each simulated forecast date and across different cutoff dates, this process is repeated.
Specifically, a forecast is generated for every observed point between the cutoff and the
cutoff + horizon. Subsequently, this dataset is utilized to calculate error metrics comparing
\(\hat{y}\) and \(y\), notably the Mean Squared Error (MSE).

4.7. Construction of the Model

By training the model, the patterns of interest sought in the project are obtained
depending on the selection made in the previous stage. For this purpose, several tests
are performed to find the model achieving the best predictive results using Equations of
Section 3.4 and they are plotted in Figure 7 from best (green) to worst (red) predictive result
for each time period.

![Figure 7. Better and worse results according to the Prophet model measured by MSE.](image)

The first (1) is the best model that includes the three transformed regressor variables
and the intervention analysis discussed in Section 4.4. The next best model (2) is the model
that introduces the seasonality but without other regressors and finally (3) the one that
includes the three regressor variables (not transformed) and the intervention analysis.
Among the worst models is model (5) which includes the seasonality and a compact
regressor that includes the information of the three predictor variables. Through an iterative
trial/error process, it is decided to generate it with the regressors lagged one period
and in such a manner that the difference between the values of infections and deaths ex-
ceeds a threshold \((1000\) and \(500\), respectively) and the drop of IBEX-35 index is at least 100 points.
Next comes model (6) where the ranking of the sentiment variable is performed by counting
the total number of values lower than the value of the observation and dividing it by the
number of observations minus 1, and finally, (7) the same best model but performing a
min-max transformation to the sentiment variable.

The above is evidence that Prophet is a suitable model for the time series analysis
being performed and that the regressors add predictive value to the model.

4.8. Interpretation of the Knowledge Obtained

The results of the model from the previous stage are interpreted and evaluated in this
phase. Thus, the previously generated knowledge is adapted for a better understanding
by crisis managers through visualization techniques, monitoring, alarm generation, etc.
These tools are integrated into dashboards, made with the R package shiny [40], to facilitate
informed decision making, such as those in the following figures. In Figure 8, which
operates as a general Dashboard, the social sentiment is interactively plotted from the
desired number of observations.
by crisis managers through visualization techniques, monitoring, alarm generation, etc. These tools are integrated into dashboards, made with the R package shiny, to facilitate informed decision making, such as those in the following figures. In Figure 8, which operates as a general Dashboard, the social sentiment is interactively plotted from the desired number of observations.

**Figure 8.** Social Dashboard.

From Indicator 1 (Figure 9), the emotions, the geographical distribution of sentiment, the word cloud, and the description of tweets are plotted.

**Figure 9.** Social Dashboard Indicator 1.

In the next Indicator (Figure 10), the prediction model results are plotted and in the last one (Figure 11), the model data can be consulted interactively.

**Figure 10.** Social Dashboard Indicator 2.

From the above dashboards, the following interpretation is derived. The model is shown graphically in Figure 12, where the points representing the sentiment and the predictive capability can be observed. The sentiment of the model is explained as discussed for the tendency. Note that the measure in this case has been presented using 2-tuples.

**Figure 12.** Prediction model with the 2-tuple sentiment and the Prophet time variable (ds).
From the above dashboards, the following interpretation is derived. The model is shown graphically in Figure 12, where the points representing the sentiment and the predictive capability can be observed. The sentiment of the model is explained as discussed for the tendency. Note that the measure in this case has been presented using 2-tuples.

It is observed that, in the best of the models, the coefficient of the IBEX-35 predictor variable is a fixed term of value $1.616751 \times 10^{-12}$, that of COVID-19 deaths is $4.161798 \times 10^{-12}$, that of COVID-19 infections is $-2.73167 \times 10^{-12}$ and other coefficients such as variable trend, additive term, extra regressors, and seasonality are incorporated. With all these coefficients, we arrive at the results of four forecasts, with cut-offs between 8 April 2020 and 23 April 2020, in Table 5.

**Table 5. Prophet model results at a range of 6 days.**

<table>
<thead>
<tr>
<th>Horizon</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day</td>
<td>$4.301527 \times 10^{-6}$</td>
<td>0.002074012</td>
<td>0.001629149</td>
<td>0.003047079</td>
</tr>
<tr>
<td>2 days</td>
<td>$1.635199 \times 10^{-6}$</td>
<td>0.001278749</td>
<td>0.001231178</td>
<td>0.002296699</td>
</tr>
<tr>
<td>3 days</td>
<td>$3.527363 \times 10^{-6}$</td>
<td>0.001878128</td>
<td>0.001819491</td>
<td>0.003400851</td>
</tr>
<tr>
<td>4 days</td>
<td>$2.307668 \times 10^{-6}$</td>
<td>0.001519101</td>
<td>0.001246469</td>
<td>0.002321230</td>
</tr>
<tr>
<td>5 days</td>
<td>$4.438489 \times 10^{-6}$</td>
<td>0.002106772</td>
<td>0.001875714</td>
<td>0.003477166</td>
</tr>
<tr>
<td>6 days</td>
<td>$5.618449 \times 10^{-6}$</td>
<td>0.002370327</td>
<td>0.001954363</td>
<td>0.003652629</td>
</tr>
</tbody>
</table>
The components of the model can be seen in Figure 13.

![Figure 13. Model components.](image)

A change in the tendency from slightly positive to sharply negative can be observed starting a few days before the official announcement of the lockdown (period 8–14 March). This is due to the uncertainty in the previous days, which aggravated the sentiment of the population, until finally the definitive announcement of the confinement took place, when a slightly positive trend started.

At the weekly seasonality level, it is observed that on Tuesday and Friday, there is a negative peak, and on Sunday and Thursday a positive peak. Concerning the rest of the regressors, greater volatility is observed during the fortnight after the announcement of the confinement.

The total number of tweets obtained are distributed temporally as shown in Figure 14. The days showing the highest presence of messages correspond to important events, such as the announcement of the state of alarm on 14 March where 100,000 tweets are reached or the successive prorogations. Specifically, it is observed that during the time of the lockdown, the number of messages increased by nearly 50%. Per hour, huge differences are also appreciated, with the last part of the afternoon being the preferred time to post on the social network X.

![Figure 14. Number of tweets per hour (a) and day (b).](image)
It can be seen how the lockdown changed the words that users used most frequently, with 'lockdown' or 'quarantine' being common words that previously had not appeared. Similarly, much of the information on the posts was collected as hashtags. Figure 15 shows the most frequently used hashtags. It can be seen how the words have enormous significance and are indicative of the period analyzed.

Figure 15. Word cloud of the most used hashtags during the lockdown.

4.9. Application of the Discovered Knowledge

In this stage, the patterns discovered are applied to the actual project according to the objectives set in the project. In our case, we found that the decision maker can make informed decisions and act consequently with the dashboard provided. Specifically, a model has been achieved that robustly predicts the sentiment of the population through social networks by relying on auxiliary information that can be available at short notice and improving the results without them. Therefore, the tools made available must be able to quickly integrate this information and provide individualized and combined information on the analyzed phenomenon, as well as descriptive information.

5. Discussion

To assess the effectiveness of this combination of data and its ability to provide a more comprehensive view of social dynamics, thereby complementing the indicators of official statistics, on the one hand, it is necessary to consider the complementarity of data sources, which is a fundamental feature of this strategy. While official data provide a solid and structured database, real-time social network information reflects the opinions and emotions of society more immediately and dynamically [41]. This combination allows the capture of events and tendencies in real-time, complementing official information that may suffer from a time lag [42].

On the other hand, monitoring social sentiment in times of emergency, such as pandemics or natural disasters, is crucial for understanding public perception and the population’s needs [43]. Social network information can provide unique insights into fear, solidarity, misinformation, and evolving attitudes during a crisis [44]. The combination with the official statistics, such as public health data, allows a more comprehensive assessment of the social impact and effectiveness of the governmental measures [45].

It is important to note that monitoring social sentiment through social networks is not free of challenges. The truthfulness of information, data privacy, and the bias inherent within social networks are significant concerns [46]. In addition, the representativeness of social network data samples is limited and may not reflect the diversity of the society [47]. These challenges have constrained us to a careful analytical approach and the use of advanced NLP techniques, such as those presented in the present study.
6. Conclusions

The proposed model provides a practical way to monitor social sentiment with information from social networks and official information, being a novel and powerful strategy for gaining a deeper understanding of social dynamics, especially in times of a health emergency.

The suggested model encompasses the following characteristics:

- **Precision**: the model offers an effective means to predict social sentiment accurately by analyzing both social media and official data.
- **Dynamism**: unlike traditional surveys, the model leverages real-time data from social media, enhancing its responsiveness and adaptability.
- **Real-time Monitoring**: the model enables the continuous calculation of Indicators, facilitating the implementation of a real-time privacy monitoring system.
- **Flexibility**: the model can be tailored to different emergency scenarios by incorporating diverse social media sources and other official statistics based on the specific nature of the situation being monitored.

For a successful implementation of the model proposed in this study, an IT architecture must be considered to support the processes described here in the various layers, in order to minimize the time required to obtain the results. In the DMSSA layer, the necessary APIs would be considered to automate the acquisition and processing of the data to be further processed, as well as the necessary storage and software infrastructure. In the IGS phase, the specific workflows process the social network data and make the predictions, and in the SA phase, to create and display the dashboards based on the data obtained in previous phases.

The combination of social network data and official information can be applied to a variety of applications, especially in assessing the effectiveness of public health campaigns and in understanding society’s response to government policies [48]. It can also be valuable for real-time decision making and risk communication.

Monitoring social sentiment through the combination of information from social networks and official information provides a more comprehensive view of social dynamics in times of emergency. This strategy allows understanding of societal attitudes, emotions, and perceptions more immediately and contextually, thus complementing official statistics indicators. Despite the inherent challenges, its potential to improve decision making and crisis management makes it a valuable tool in the field of research and public policy.
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