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#### Abstract

Feynman diagrams represent one of the most powerful and fascinating tools developed in theoretical physics in the last century. Introduced within the framework of quantum electrodynamics as a suitable method for computing the amplitude of a physical process, they rapidly became a fundamental mathematical object in quantum field theory. However, their abstract nature seems to suggest a wider usage, which actually exceeds the physical context. Indeed, as mathematical objects, they could simply be considered graphs that depict not only physical quantities but also biological or economic entities. We survey the analytical and algebraic properties of such diagrams to understand their utility in several areas of science, eventually providing some examples of recent applications.
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## 1. Introduction

In the late 1940s, Richard Feynman published a renowned paper [1], in which he proposed a pictorial formulation of the quantum field theory (QFT) by introducing the so-called Feynman diagrams for describing particle interaction as field propagation (see Figure 1). His original attempt was to simplify the tricky computations coming from quantum electrodynamics theory (QED), namely the quantum description of electromagnetic phenomena. As highlighted by David Kaiser [2], the contribution to quantum physics was enormous and, at least, twofold. On the one hand, Feynman diagrams provide a powerful tool to simplify the critical calculations emerging from the perturbative approach in QFT. From this point of view, the diagrams become a topological way to treat enumeration and combinatorical issues. On the other hand, the pedagogical influence that this diagrams had in the second half of the 20th century cannot be overlooked.


Figure 1. Standard representation of a second-order Feynman diagram in QED. The usual interpretation is the following: fix a time direction; consider the external lines physical particles and the internal lines virtual particles.

The usage of analogous instruments has, not so surprisingly, spread in many other physical field theories. For instance, their application in quantum chromodynamics
(QCD) [3-5], or even in quantum gravity (QG) [6,7], effective field theory (EFT) [8], and condensed matter physics [9], is quite common nowadays.

There also exists a third philosophical interpretation that considers Feynman diagrams not only merely computational tools, but something that actually provides an in-depth depiction of physical processes [10-12]. However, most quantum field theorists actually lean in favour of Feynman diagrams as merely book-keeping devices (namely, they are conveniently employed for calculations) [13-15]. In some sense, this work actually shows that, at least as powerful organizational tools, Feynman-type diagrams can be used in different domains not directly linked with quantum phenomena. Indeed, inspired by this intriguing formulation of fundamental physics, namely the graphical description, with its intrinsic topological and algebraic nature, the diagrams began to be used in different domains, such as mathematical biology and economic science. In this manuscript, we survey different applications of Feynman-type diagrams in order to aim at a broad audience, in the hope that these techniques can provide an inspiring starting point for future developments in many scientific areas. We remark that this work fits into the context of a renewed interest in Feynman diagrams, as evidenced by the recent experimentation of their use in a high school setting [16] or the more technical reformulation in categorical semantics [17].

This paper is organized as follows: In Section 2, we briefly introduce the diagrams, stressing their mathematical significance. Section 3 is devoted to the first application of these kinds of graphs in a biological context. A completely different example is given in Section 4, where we review the usage of diagrams in the field of the so-called quantum economy. Finally, in Section 5, we conclude by taking stock of the overview by proposing some other fascinating applications of these particular mathematical tools.

## 2. From Matrix Integrals to Diagrams

In this section, we propose a brief summary of how diagrams can be generated from a classical mathematical apparatus. There are many authors who discuss the construction of Feynman diagrams and the contextual Feynman rules in QFT [3,5]. In this section, we plan to point out the most important steps in the creation of such graphs, in terms of mathematical operators. Naturally, once you have fixed the graphical apparatus, one can skip the evaluation of the generating functional and the associated Green functions for obtaining amplitudes, as presented in this section. Indeed, the Feynman rules allow us to easily compute the amplitude just by using a list of several formal steps. However, for our purpose, it is important to explain the mathematical formulation behind the diagrams, in order to understand how the same techniques can be used in different scientific domains. Now, we are going to work in a finite-dimensional setting to provide a better explanation of the various passes. Analogous arguments can be found, for instance, in [3,5,18-21].

As is often the case in mathematics, we start by considering an integral, that is,

$$
\begin{equation*}
Z_{0}=\int_{\mathbb{R}^{n}} \mathrm{~d} \mathbf{x} \exp \left(-\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}\right)=(2 \pi)^{\frac{n}{2}}(\operatorname{det} A)^{-\frac{1}{2}} \tag{1}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and $A \in \mathcal{M}_{n}$ is a symmetric matrix. After some straightforward computation, it is also possible to prove that, given a generic vector $\mathbf{b} \in \mathbb{R}^{n}$, we can write the following integral:

$$
\begin{equation*}
Z_{b}=\int_{\mathbb{R}_{n}} \mathrm{~d} \mathbf{x} \exp \left(-\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\mathbf{b}^{T} \mathbf{x}\right) \tag{2}
\end{equation*}
$$

as

$$
\begin{equation*}
Z_{b}=Z_{0} \exp \left(\frac{1}{2} \mathbf{b}^{T} A^{-1} \mathbf{b}\right) \tag{3}
\end{equation*}
$$

We can now fix a set of $k$ indices as $i_{1}, \ldots, i_{k}$ in $\{1,2, \ldots, n\}$, so that we can define the so-called $k$-point function as follows:

$$
\begin{equation*}
\left.\left\langle x_{i_{1}}, \ldots, x_{i_{k}}\right\rangle=\frac{1}{Z_{0}} \int_{\mathbb{R}^{n}} \mathrm{~d} \mathbf{x} \exp \left(\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}\right)\right) x_{i_{1}} \cdots x_{i_{k}} . \tag{4}
\end{equation*}
$$

This kind of function plays a central role in the development of the theory. Indeed, it is possible to compute Equation (4) by differentiating $Z_{b}$ :

$$
\begin{align*}
\frac{\partial Z_{\mathbf{b}}}{\partial b_{i}} & =\frac{\partial}{\partial b_{i}} \int_{\mathbb{R}^{n}} \mathrm{~d} \mathbf{x} \exp \left(\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\mathbf{b}^{T} \mathbf{x}\right) \\
& =\int_{\mathbb{R}^{n}} \mathrm{~d} \mathbf{x} \frac{\partial}{\partial b_{i}} \exp \left(\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\mathbf{b}^{T} \mathbf{x}\right)  \tag{5}\\
& =\int_{\mathbb{R}^{n}} \mathrm{~d} \mathbf{x} \exp \left(\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\mathbf{b}^{T} \mathbf{x}\right) x_{i} .
\end{align*}
$$

Thus, we immediately obtain the following expression for the one-point function:

$$
\begin{equation*}
\left\langle x_{i}\right\rangle=\left.\frac{1}{Z_{0}} \frac{\partial Z_{b}}{\partial b_{i}}\right|_{\mathbf{b}=\mathbf{0}}, \tag{6}
\end{equation*}
$$

and then the generic formulation for the $k$-points function:

$$
\begin{equation*}
\left\langle x_{i_{1}}, \ldots, x_{i_{k}}\right\rangle=\left.\frac{1}{Z_{0}}\left(\frac{\partial}{\partial b_{i_{1}}} \cdots \frac{\partial}{\partial b_{i_{k}}} Z_{b}\right)\right|_{b=0}=\left.\frac{\partial}{\partial b_{i_{1}}} \cdots \frac{\partial}{\partial b_{i_{k}}} \exp \left(\frac{1}{2} \mathbf{b}^{T} A^{-1} \mathbf{b}\right)\right|_{\mathbf{b}=0} \tag{7}
\end{equation*}
$$

Thanks to these computational steps, we have actually translated the original problem into another one: now, we simply need to compute the derivatives of the exponential function in Equation (3). To reduce this intricate operation to a combinatoric affair, we make use of the well-known Wick's theorem (which is stated and proved in every book concerning QFT; see, for instance, [5]). In our framework, this theorem immediately leads to a combinatorical expression of the form

$$
\begin{equation*}
\left.\frac{\partial}{\partial b_{i_{1}}} \cdots \frac{\partial}{\partial b_{i_{k}}} \exp \left(\frac{1}{2} \mathbf{b}^{T} A \mathbf{b}\right)\right|_{b=0}=\sum_{\text {all pairings }} A_{i_{l_{1}}, i_{l_{2}}}^{-1} \cdots A_{i_{l_{k-1},}, i_{l_{k}}}^{-1} \tag{8}
\end{equation*}
$$

With "all parings", here we denote all possible pairings of the indices $i_{1}, \ldots, i_{k}$. Now, it seems to be clear that the sum of Equation (8) can be split in different contributions by using the $N$-order series expansion of the exponential function as follows:

$$
\begin{equation*}
\exp \left(\frac{1}{2} \mathbf{b}^{T} A^{-1} \mathbf{b}\right)=\left(\frac{1}{N!}\right)\left(\frac{1}{2^{N}}\right)\left(\sum_{i, j=1}^{n} A_{i, j}^{-1} b^{i} b^{j}\right)^{N} \tag{9}
\end{equation*}
$$

In particular, if we use a lighter notation for the derivative, namely

$$
\begin{equation*}
\frac{\partial}{\partial b_{i}} \equiv \partial_{i} \tag{10}
\end{equation*}
$$

by fixing $N=1$, we immediately obtain the following from Equation (9):

$$
\begin{align*}
& \partial_{2} \partial_{1}\left(\frac{1}{2} \sum_{i, j=1}^{n} A_{i, j}^{-1} b^{i} b^{j}\right)=A_{1,2}^{-1}=\left\langle x_{1}, x_{2}\right\rangle, \\
& \partial_{1} \partial_{1}\left(\frac{1}{2} \sum_{i, j=1}^{n} A_{i, j}^{-1} b^{i} b^{j}\right)=A_{1,1}^{-1}=\left\langle x_{1}, x_{1}\right\rangle, \tag{11}
\end{align*}
$$

Let us remark that the paring $\left(\partial_{1}, \partial_{2}\right)$ is equivalent to the paring $\left(\partial_{2}, \partial_{1}\right)$, because of the symmetry of the matrix $A^{-1}$. Similarly, for $N=2$, expressions involve other combinations of indices, for instance,

$$
\begin{align*}
\partial_{4} \partial_{3} \partial_{2} \partial_{1}\left(\frac{1}{2!}\right)\left(\frac{1}{2}\right)^{2}\left(\frac{1}{2} \sum_{i, j=1}^{n} A_{i, j}^{-1} b^{i} b^{j}\right)^{2} & =A_{2,3}^{-1} A_{1,4}^{-1}+A_{2,4}^{-1} A_{1,3}^{-1}+A_{3,4}^{-1} A_{1,2}^{-1}  \tag{12}\\
& =\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle \\
\partial_{4} \partial_{3} \partial_{1} \partial_{1}\left(\frac{1}{2!}\right)\left(\frac{1}{2}\right)^{2}\left(\frac{1}{2} \sum_{i, j=1}^{n} A_{i, j}^{-1} b^{i} b^{j}\right)^{2} & =2 \cdot A_{1,4}^{-1} A_{1,3}^{-1}+A_{3,4}^{-1} A_{1,1}^{-1}  \tag{13}\\
& =\left\langle x_{1}, x_{1}, x_{3}, x_{4}\right\rangle .
\end{align*}
$$

Thus, Wick's theorem provides a practical way to compute $n$-points functions as we show in the latter formulas for the two-points and four-points functions (the generalization is quite obvious). Now, the combinatorial computations arising from Wick's argument can actually be graphically represented. In particular, let us consider the right-hand side of Equations (12) and (13). They can be depicted as graphs, where the indices of the points $x_{i}$ in the $m$-point function become the vertices and and each term $A_{i, j}^{-1}$ becomes an edge from vertex $x_{i}$ to vertex $x_{j}$. Practically speaking, it turns out that it is possible to visualize such an expression by means of graphs, as we propose in Figures 2 and 3.


Figure 2. The three graphs representing the 4-points function $\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle$, which is explicitly given by Equation (12).


Figure 3. The two graphs representing the 4-points function $\left\langle x_{1}, x_{1}, x_{3}, x_{4}\right\rangle$. The first graph is multiplied by the same factor, 2, appearing even in the explicit formula of Equation (13).

Remark 1. The previous paragraphs have explored in depth the link between the mathematical framework and the graphical structures. As mentioned above, the construction of these diagrams can be formulated in a pure formal context by the list of Feynman rules. The latter formulation really provides an easier way to construct the diagrams. However, as we are going to see in the next sections, the mathematical background represents one of the cores of this work, which one needs in order to have a better understanding of the translation of these techniques in other studies.

Physically speaking, the structure of Feynman diagrams arises directly from the integrals (namely the generating function) due to the path integral approach to QFT [5]. In fact, in the quantum field theory realm the studied integrals assume (by adapting the
previous notations) the following form, which involves some potential function $U(\mathbf{x})$ and the reduced Planck constant $\hbar$ :

$$
\begin{equation*}
Z_{U}=\int \mathrm{d} \mathbf{x} \exp \left(-\frac{1}{2} \mathbf{x}^{T} A \mathbf{x}+\hbar U(\mathbf{x})\right) \tag{14}
\end{equation*}
$$

Equation (14) is trivially linked with the above discussion (we remark that the construction in QFT is actually more complicated, as it involves infinite quantities. However, for the purpose of this illustrative section, the most important thing is to capture the spirit of the mathematical formulation linked to Feynman diagrams). Now, as one can deduce from the proposed construction, it is possible to fix some formal rules in order to connect this abstract mathematical formulation to the corresponding physical significance. This procedure imposes the classical QED interpretation first provided by Feynman (and formally developed by Dyson [22]), in which objects as virtual particles are introduced in order to explain the physical phenomena underlying the diagrams (the ontological nature of virtual particles is still an open debate in the philosophical community [23,24]). However, for the purpose of this work, we just consider the mathematical formulation of such diagrams and how their generality can be translated to other scientific domains. Indeed, in this section, we show how it is possible to construct a graph theory starting from a specific class of integrals.

In the next two sections, we apply this impressive trick coming from QFT to develop a graph theory for approaching the problem of RNA folding and for modelling the bond prices in quantum finance.

Remark 2. It is important to underline that the application of diagrams in the biological and economical contexts actually comes from two different perspectives. In fact, in the first case, the analogy inspiring the construction comes, as we are going to see, directly from the similarity between the pictures in the QFT and RNA framework. Instead, in the second case, the analogy is mediated by the path integral formulation. It is now quite clear that the formal mathematical construction can be based directly on the path integral formulation instead of its diagrammatic version. However, we consider the choice of Feynman-type diagrams for developing and studying the most suitable theories in order to disseminate such an approach to different scientific communities. For the role of the analogy in the mathematical reasoning and discovery, we refer interested readers to [25,26].

## 3. RNA Folding Problem

In the previous section, we formally show the connection between matrices and diagrams. This deep link can be exploited to study many kinds of problems once one has reformulated the link in terms of matrix field theory. In this spirit, in 2002 Orland and Zee [27] proposed a method for predicting the tertiary structure of RNA based on such a matrix theory. Indeed, the usage of diagrams to describe secondary and tertiary RNA structures is actually a common practice, as testified by a large number of representations, which one can find in the literature [27-35].

We briefly recall that RNA is usually defined as a single-filament polymer, made of ribonucleosides with four main nucleobases: adenine (A), cytosine (C), guanine (G), and uracil (U). Despite being single-filament, RNA bases can form bonds (similarly to DNA) with bases from other molecules, or even within the same molecule, thus creating more complicated 2D and 3D structures. In standard Watson-Crick base-pairings, A binds U with two hydrogen bonds, and G binds C with three hydrogen bonds. Moreover, RNA structural motifs are made up of two components: the first one consists of free bases, like in bulges, loops, or junctions, and the second one is made up of stems of paired bases. While the secondary structure could be assimilated to RNA's planar conformation (i.e., planar graphs), the tertiary structure is its 3D conformation, which determines its specific function (see [36]). The main role in the passage between 2D and 3D models is played by the so-called pseudoknots. Roughly speaking, a pseudoknot is composed of at least two helices
with both internal bonds and free bases interacting across the two motifs and separated by an additional stretch of free bases (see [37]). In the next paragraphs, we explore in-depth the contribution of pseudoknots in this framework and their graph representation.

Returning to the main topic, Orland and Zee noticed a profound analogy between the model obtained by stretching the manipulation of RNA secondary structures (see Figure 4) and the classical Feynman diagrams defined above.


Figure 4. Classical diagram of a kissing hairpin pseudoknot.
It turns out that such an approach is strictly related to the topology of such diagrams, as it was already proved by t'Hooft [38]. Thanks to this topological perspective, we can introduce the fundamental notion of genus, which can be used to topologically classify RNA structures $[30,32,33,39]$. It is important to underline that the formal construction, which we are going to explain in the following, is none other than a particular case of a the so-called maps enumeration problem belonging to the theory of dessin d'enfant, whose contemporary formulation in terms of graph embedding into manifolds is due to Grothendieck [40]. Readers interested in the latter topic may also consult the manuscript published by Zvonkin [41]. The matrix formalism introduced in [27] and then developed in [32] is based on the standard energy models for RNA studied in recent years. These energetic models are based on the following partition function:

$$
\begin{equation*}
\mathcal{Z}=\int \prod_{k=1}^{L} \mathrm{~d}^{3} \mathbf{r}_{k} f(\mathbf{r}) Z_{L}(\mathbf{r}) \tag{15}
\end{equation*}
$$

where $\mathbf{r}_{k}$ is the 3D position vector $k$-th base, $L$ is the length of the sequence, and $f(\mathbf{r})$ is a function, which takes into account the properties of the RNA chain. A fundamental role is played by the function $Z_{L}(\mathbf{r})$, which provides the description of base interactions; it is given by

$$
\begin{equation*}
\mathrm{Z}_{L}=1+\sum_{\langle i, j\rangle} V_{i j}\left(\mathbf{r}_{i j}\right)+\sum_{\langle i, j, k, l\rangle} V_{i j}\left(\mathbf{r}_{i j}\right) V_{k l}\left(\mathbf{r}_{k l}\right)+\cdots, \tag{16}
\end{equation*}
$$

where $\langle i, j\rangle$ denotes the pair relation $j>i,\langle i, j, k, l\rangle$ the quadruplets relation $l>k>j>i$, and so on. In this formalism, the function $V_{i j}(\mathbf{r})$ represents the Boltzmann factor with energy $\epsilon_{i j}$ that relates the $i$-th and the $j$-th bases at the distance induced by the vector $\mathbf{r}_{i j}$ :

$$
\begin{equation*}
V_{i j}\left(\mathbf{r}_{i j}\right)=\exp \left(-\beta \epsilon_{i j} s_{i j}\left(\mathbf{r}_{i j}\right)\right), \tag{17}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ is the usual symbol for the inverse temperature multiplied to the Boltzmann constant, and $s_{i j}\left(\mathbf{r}_{i j}\right)$ is the space-dependent part of the interaction. And, precisely in this context, Orland and Zee noticed the analogy with QCD that induced them to rewrite the above problem in terms of integrals over the space of $N \times N$ dimensional Hermitian matrices:

$$
\begin{equation*}
Z_{n}(a, N)=\frac{1}{A(N)} \int \mathrm{d}^{N \times N} \phi \exp \left(-\frac{N}{2 a}\right) \operatorname{Tr} \phi^{2} \times \frac{1}{N} \operatorname{Tr}(\mathbb{I}+\phi)^{n} \tag{18}
\end{equation*}
$$

where $\phi$ is a Hermitian matrix, $\operatorname{Tr}(\cdot)$ represents the trace operator, and $A(N)$ is a computable normalization factor.

These latter integrals can be represented by means of diagrams inspired by the Feynman diagrams that we introduced in the previous section. Let us consider for the sake of simplicity the one-dimensional case $(\mathbb{R})$, with $n=2$. By basic computations, we obtain $Z_{2}(a)=1+a$, namely, if one depicts a circle with two points, the addendum 1 is the nochord diagram, and the term $a$ is the diagram with chords joining the two points. Now, it is also possible to represent $Z_{4}(a)=1+6 a+3 a^{2}$, where, in addition to the no-chord diagram, there are also six one-chord diagrams (all the possible combinations) that provide the term $6 a$. Finally, $3 a^{2}$ are intuitively the three possible combinations of two-chord diagrams (see Figure 5 for some examples).


Figure 5. Four examples of diagrams representing terms of the integral $Z_{4}(a)=1+6 a+3 a^{2}$. We represent here the no-chord diagram (a), that is, the addendum 1, a one-chord diagram (b) contributing to the first-order term $6 a$, and two of the three second-order two-diagrams in $3 a^{2}$ : one planar (c) and one non-planar (d).

Remark 3. As we are going to explain in the next paragraphs, the power of this approach becomes relevant for large $N$ and large $-N$ expansion. In particular, one can notice that the computation of $Z_{2}(a, N)=1+a$ does not depend on $N$; instead, by computing $Z_{4}(a, N)=1+6 a+2 a^{2}+a^{2} / N^{2}$, one explicitly obtains the dependence on $N$. We remark that, in this example, the term involving $1 / N^{2}$ actually represents the non-planar diagram.

Once the matrix framework is recovered, it is possible to evaluate such integrals in terms of diagrams, by using the already mentioned Wick's theorem. Moreover, thanks to this graphical approach we can also describe pseudoknots in terms of topological quantities, namely the genus. Figure 4 depicts the standard way to represent a well-known pseudoknot, called kissing hairpin [42]. This picture can be used to derive (by stretching the backbone) two other useful graphs, namely the stretching (or arc) diagram (Figure 6a) and the circle (or disk) diagram (Figure 6b).

(a)

(b)

Figure 6. Stretching (or arc) diagram of a kissing hairpin pseudoknot (a). Circle diagram of kissing hairpin pseudoknot (b).

Now, in terms of crossing diagrams, pseudoknots can be computed by using the genus of a surface. Topologically speaking, the genus of a surface is the number of holes or handles of a (orientable) surface. In this framework, the genus of a diagram can be defined as the genus of the surface with the lowest genus, in which our diagram can be drawn with no intersections. In particular, if we consider the case of the kissing hairpin, we obtain the
representation in Figure 7, in which the diagram appears embedded in a surface with genus $g=1$, namely a torus.


Figure 7. Kissing hairpin pseudoknot embedded on a torus. Notice that the circle diagram can be actually drawn without any crossings. This corresponds to the topological genus of the torus, namely $g=1$ (adapted from [43]).

It is clear now how the topology allows us to classify pseudoknots, which have a central role in the theory. We remark, indeed, that the genus $g$ is included explicitly in the original formulation of the theory [27,32,43], in which the authors consider power series of Equation (18) with respect to terms of the form $N^{-2 g}$ (where $N$ is the dimension of the matrix), so that Equation (16) can be rewritten by also including the topological contribution due to pseudoknots (we can assume that the chains are infinitely flexible, so that all spatial degrees of freedom are gotten rid of when simplifying the notation):

$$
\begin{equation*}
Z_{L}(N)=1+\sum_{\langle i, j\rangle} V_{i j}+\sum_{\langle i, j, k, l\rangle} V_{i j} V_{k l}+\frac{1}{N^{2}} \sum_{\langle i, j, k, l\rangle} V_{i k} V_{j k}+\cdots \tag{19}
\end{equation*}
$$

Remark 4. We point out that Equation (19) explicitly provides the link between secondary and pseudoknot structures from a topological perspective. In particular, the topological considerations that lead to Equation (19) are based on the $N$ expansion used in the already mentioned matrix field theories. Indeed, this approach predicts that non-planar Feynman diagrams have amplitudes proportional to the negative power of $N$, and then we can get rid of them when $N$ is large. The same technique has been applied to the problem of RNA folding, leading to the same sort of cancellation of non-planar configurations [27].

The standard way to compute the genus of a diagram is the well-known Euler characteristic that, in the case of diagrams, is provided by the celebrated formula $\chi=V-E+F$, where $V, E$, and $F$ are the numbers of vertices, edges, and faces, respectively. We remark that, in this view, a vertex is a nucleotide, an edge is any line connecting two nucleotides, and a face is a part of the surface within a closed loop of edges. In the case of $n$ arcs, one trivially obtains $E=V+n$. There is also a famous theorem due to Euler stating that any polyhedron homeomorphic to a sphere with a boundary has an Euler characteristic $\chi=1$. As a corollary, all RNA secondary structures with no pseudoknots can be represented by disk diagrams with $\chi=1$. Let us suppose that the RNA secondary structure admits pseudoknots; as in the case of kissing hairpin, the computation of the Euler characteristic leads to the value $\chi=-1$. The geometrical significance of such a value is strictly related to the number of holes on a surface. In particular, we recall that for any orientable surface, we have $\chi=2-2 g-p$, where $p$ is the number of punctures. In conclusion, the kissing hairpin pseudoknot induces a genus $g=1$, and can be drawn without crossing on a surface with one hole, that is exactly a torus (Figure 7).

Now, we want to stress two more properties about pseudoknots that turn out to be very important for computational reasons. The genus of a diagram is an additive quantity, and so it is possible to provide two notions to characterize the intrinsic complexity of a pseudoknot, namely the concepts of irreducibility and nested pseudoknots [42]. A diagram is said to be irreducible if it cannot be split into two disconnected parts by cutting a single line, as in Figure 8b. In parallel, a diagram is said to be nested in another one if it can be
removed by cutting two lines and keeping the rest of the diagram connected in a single component, as in Figure 8d. These two definitions can be combined as follows: if a diagram is both irreducible and non-nested, it is called a primitive diagram. Other interesting details about genuses and pseudoknots can be found in [32,33,39,42,44].


Figure 8. Four example of pseudoknots (reproduced from [42]). A reducible (a) and an irreducible (b) pseudoknot. (a) can be split in two disconnected pieces with a single cut. A nested (c) and a non-nested (d) pseudoknot. Two disconnected components can be obtained in (c) by making two cuts.

Remark 5. This section is devoted to the explanation of how the matrix theory can be applied in the context of RNA folding prediction problems and the way to connect pseudoknots with genuses by using graphs and their embedding into manifolds. The interests for this method assume a greater significance when such an approach is used to developed specific software for modelling and predicting RNA structures. In particular, we want to mention McGenus [45] and its precursor TT2NE [46]. Indeed, the notion of pseudoknots and the graphical apparatus outlined above allow us to consider, in producing a suitable predictive software, having both the perspectives: the global one (provided by genuses and pseudoknots) and the local one (provided by the energy function due to the coupling rules of the biological theory). A useful overview about these topics and the most recent applications of McGenus is eventually proposed in [47].

For the sake of completeness, finally, we want to mention some other recent works that describe a topological approach based on graphs to RNA folding problems. A similar outlook to the one described above is given in [28], where the authors studied a Hermitian matrix model with a given potential that enumerates the number of chord diagrams by using the formalism of the topological recursion, and in [29], where the authors provided a classification and an enumeration of RNA structures by genus. Moreover, two interesting generalizations of the concept of genuses were introduced [31,35]. The first one is the genus trace, a function $g(i): \mathbb{N} \rightarrow \mathbb{N}$ providing the genus of a segment of the chain between the first and the $i$-th residue. The second one is the fingerprint matrix, which gives a useful mathematical visualization of all the genuses computed between two elements of a chain; namely, if one fixes the notation $\mathbf{G}=\left(g_{i j}\right)$ for the matrix, the generic element $g_{i j}$ represents the genus of the sub-chain between the $i$-th and the $j$-th residue. Another computational approach based on pseudoknot prediction is given in [34], where the authors proposed a quantitative analysis of the topological constraints on RNA three-dimensional conformational space, with specific attention to the distribution of helix orientations, for pseudoknots and loop-loop kissing structures. The results showed a strong topological coupling between helices and loops in RNA tertiary motifs.

## 4. Quantum Finance Experience

In this fourth section, we describe a completely different application of Feynman-type diagrams in the interdisciplinary field of econophysics [48-50]. In general, this field of study
exploit methods and approaches developed in the domain of physics to solve economical and financial problems.

In the following paragraphs, we focus on an intriguing topic, which is based on quantum theories, and therefore it is called quantum econophysics. Although there are several doubts about the ontological foundation of the analogy between quantum mechanics and finance [51], it is still interesting to describe the framework proposed by several authors in the last two decades based on the path integral formulation, which can even be reformulated with the graphical techniques introduced by Feynman and discussed in Section 2. The first attempt to merge quantum and economic theory dates back to the end of the 1970s with the first works of Qadir [52] and Samuelson [53]. Specifically, the first one proposed, under suitable assumptions, the use of quantum formalism to model micro-economics (in analogy with micro-physics). A renewed interest in these ideas started to emerge between the end of the 1990s and the beginning of the 2000s, thanks to researchers coming from the social sciences such as Shubik [54] and Haven [55].

However, at the same time, the two most important approaches to quantum econophysics came onto the stage, that is, the works of Ilinski [56] and Baaquie [57]. In the following years, Baaquie has considerably developed his own approach with several manuscripts [58-62] and books $[63,64]$, which represent the core of this section. Interested readers can find further materials on quantum methods for economics and finance in [65-69]. In the following paragraphs, we explore the formalism developed by Baaquie [57,59,70] for modelling European options on coupon bonds.

Remark 6. European options represent the most used path-independent options. An option is said to be path-independent if the payoff function is independent of how the security arrives at its final price. On the contrary, path-dependent options (such as American or Asian options) are ones in which payoff functions depend on the whole path that the security takes before the option expires. For further details, see [57,71]. Moreover, we recall that a bond is a primary negotiable financial instrument that at the pre-established maturity gives its owner the right to repayment of the capital lent to the issuer plus a fixed or variable interest rate, the coupon (basically, it is a special type of investment). A derivative financial instrument is instead the option, which gives to the owner the possibility to buy or sell the underlying bond at a certain price on or before the option expiry date.

The formalism introduced by Baaquie is inspired by QFT and it naturally leads to Feynman representation of a perturbative series, which, in this case, models a financial instrument, namely the forward interest rate (the forward interest rate is just the future yield on a coupon bond). More formally [70], we can denote by $f(x, t)$ the function representing the forward interest rates for a fixed time $t$ and a loan at some future times $x>t$. With this notation, it is possible to define the forward price of a bond (maturing at time $T_{i}$ ) in terms of the interest rate:

$$
\begin{equation*}
F_{i}=\exp \left(-\int_{t^{*}}^{T_{i}} \mathrm{~d} x f\left(t_{0}, x\right)\right), \quad t^{*}>t_{0} \tag{20}
\end{equation*}
$$

where $t^{*}$ is the future time (with respect to the initial time $t_{0}$ ) for which a zero coupon bond is going to be issued. The development of a rigorous mathematical formulation of the forward interest rates starts from the following equation that describes the time evolution of such rates $f(t, x)$ :

$$
\begin{equation*}
\frac{\partial}{\partial t} f(t, x)=\alpha(t, x)+\sigma(t, x) \cdot \mathcal{A}(t, x) \tag{21}
\end{equation*}
$$

where $\mathcal{A}(t, x)$ denotes the two-dimensional quantum field (a stochastic random field) associated with the forward interest rates, $\alpha(t, x)$ is the drift fixed by a choice of numeraire, and $\sigma(t, x)$ is the volatility given by the market itself. In this context, one can consider $f(t, x)$ and $\mathcal{A}(t, x)$ as two-dimensional quantum fields [70]. In this framework, it is possible
to express the quantum field theory of the forward interest rates thanks to the following generating function [57]:

$$
\begin{equation*}
\mathrm{Z}(h)=\frac{1}{Z} \int D \mathcal{A} \mathrm{e}^{S+\int_{t_{0}}^{\infty} \mathrm{d} t \int_{0}^{\infty} \mathrm{d} z h(t, z) \mathcal{A}(t, z)} \tag{22}
\end{equation*}
$$

where the stiff action $S$ and the partition function $Z$ are, respectively,

$$
\begin{equation*}
S:=S(\mathcal{A})=\int_{0}^{\infty} \mathrm{d} t \int_{t}^{\infty} \mathrm{d} x \mathcal{L} \quad \text { and } \quad \mathrm{Z}=\int D \mathcal{A} \mathrm{e}^{S} \tag{23}
\end{equation*}
$$

Here, $\mathcal{L}$ denotes a suitable Lagrangian describing the evolution of instantaneous forward rates depending on the three parameters, as explained in [57].

Now, following the argument in [59], in the case of (European) options for coupon bonds, the price of the call option has a partition function of the form

$$
\begin{equation*}
\mathrm{Z}(\eta)=\frac{1}{\mathrm{Z}} \int D \mathcal{A} \mathrm{e}^{S} \mathrm{e}^{i \eta V} \tag{24}
\end{equation*}
$$

where $Z$ was already defined in Equation (23), and $V$ is the so-called notional principal amount. Mathematically speaking, the price at time $t$ of a Treasury Bond maturing at some future time $T>t$ can be defined by using the forward interest rates $f(t, x)$ as

$$
B(t, T)=\exp \left(-\int_{t}^{T} \mathrm{~d} x f(t, x)\right)
$$

As explained in [59], it is also possible to rewrite the price of the coupon bond in terms of a zero coupon bond $B\left(t^{*}, T\right)$ and the interest rate $F_{i}$, defined in Equation (20) as

$$
\sum_{i=1}^{N} k_{i} B\left(t^{*}, T_{i}\right)=\sum_{i=1}^{N} k_{i} F_{i}+\sum_{i=1}^{N} k_{i}\left(B\left(t^{*}, T\right)-F_{i}\right)=F+V, \quad \text { with } V=\sum_{i=1}^{N} k_{i}\left(B\left(t^{*}, T\right)-F_{i}\right)
$$

Here, $k_{i}$ denotes (fixed) dividends payed at time $T_{i}$, for $i=1, \ldots, N$. Moreover, in these settings, one can prove (see [70]) that $V$ is actually a small perturbation of $F$.

As highlighted by Baaquie [57], the volatility of the forward interest rates is actually a little quantity, namely it is approximately $10^{-2}$ /year. Thus, the volatility function $\sigma(x, t)$ can be used as a perturbation, that is, an expansion parameter, and the approximation of the partition function can be systematically improved by expanding to higher orders. In other words, the goal now becomes the construction of an analytical expression that yields the price of the coupon bond option in terms of the power series (in $\sigma$ ) of the partition function $\mathrm{Z}(\eta)$ given in Equation (24). The analogy with QFT is exploited to develop the rigorous perturbation expansion for the partition function, whose terms can be computed in terms of Feynman diagrams. In particular, we have the following cumulant expansion:

$$
\begin{equation*}
Z(\eta)=\exp \left(i \eta a_{1}-(1 / 2) \eta^{2} a_{2}-i(1 / 3!) \eta^{3} a_{3}+(1 / 4!) \eta^{4} a_{3}+\cdots\right) \tag{25}
\end{equation*}
$$

where the parameters $a_{i}$ are computed thanks to the Feynman diagram representations. There is now a technical-financial hypothesis to add on our argument, namely the put-call parity constraint. Roughly speaking, put-call parity is a relationship between the price of a call option and a put option, which mathematically leads to the following conditions:

$$
Z(0)=1 \quad \text { and }\left.\quad \partial_{\eta} Z(\eta)\right|_{\eta=0}=0
$$

This imposes $a_{1}=0$, and it leads to the simplified version of Equation (25):

$$
\begin{equation*}
\mathrm{Z}(\eta)=\exp \left(-(1 / 2) \eta^{2} a_{2}-i(1 / 3!) \eta^{3} a_{3}+(1 / 4!) \eta^{4} a_{3}+\cdots\right) \tag{26}
\end{equation*}
$$

It is possible to expand the partition function even in a power series in $\eta$. Such an expansion yields to

$$
\begin{equation*}
Z(\eta)=\frac{1}{Z} \int D \mathcal{A} \mathrm{e}^{i \eta V}\left(1+i \eta V+\frac{1}{2!}(i \eta)^{2} V^{2}+\frac{1}{3!}(i \eta)^{3} V^{3}+\frac{1}{4!}(i \eta)^{4} V^{4}+\cdots\right) . \tag{27}
\end{equation*}
$$

By comparing Equations (26) and (27), it is possible to find the relation between the coefficients $a_{2}, a_{3}, a_{4}$ and $V$ (see also Remarks 7 and 8). Remarkably, one can see that the martingale condition implies that $a_{1}=0$, so that put-call parity is satisfied. Moreover, these coefficients can be described more specifically by introducing a suitable correlation function $G_{i j}$ (a real symmetric matrix) for expressing the correlation in the fluctuations of the forward bond prices $F_{i}$ and $F_{j}$. If we denote the magnitude of the matrix elements $G_{i j}$ as $G$ and use the relation $G \simeq \sigma^{2}$, we can rewrite partition function as

$$
\begin{equation*}
Z(\eta) \simeq \exp \left(-c_{2} \zeta^{2}-c_{3} \zeta^{3} \sigma-c_{4} \zeta^{4} \sigma^{2}+\cdots\right), \quad \text { with } \zeta=\sigma \eta \tag{28}
\end{equation*}
$$

where the coefficients $c_{i}$ are $O(1)$. Here, the quadratic term in the exponential for Z fixes the magnitude of the perturbations as $O(1)$. As a consequence, the remaining terms are of order $\sigma, \sigma^{2}$, and so on. This argument allows us to compute the partition function to any order of accuracy with respect to the parameter $G$ (or, equivalently, $\sigma$ ).

Remark 7. In the previous paragraphs, we described the construction of the series expansion of the partition function $\mathrm{Z}(\eta)$. It is now clear that the next step involves the computation of the following coefficients emerging from the comparisons of Equations (26) and (27), namely the following (we recall that the coefficient $a_{1}=\langle V\rangle$ has to be 0 because of the put-call parity condition):

$$
\begin{align*}
& a_{2}=\left\langle V^{2}\right\rangle ;  \tag{29}\\
& a_{3}=\left\langle V^{3}\right\rangle ;  \tag{30}\\
& a_{4}=\left\langle V^{4}\right\rangle-3 A^{2} . \tag{31}
\end{align*}
$$

The analytic computation of these values is given in full in Appendix of [59].
Once we fix this formalism, it appears quite natural to connect the perturbative expansion of the partition function $Z$ with the Feynman diagrams. Specifically, the forward bond propagator $G_{i j}$ that denotes the correlation between the forward bond price $F_{i}$ and $F_{j}$ can be depicted with a wavy line as in Figure 9.


Figure 9. The wavy line is the correlator $G_{i j}$ between the two forward bond prices, $F_{i}$ and $F_{j}$, represented by the small circles. Adapted from [59].

This graph formalism can be used to compute the coefficients $a_{2}, a_{3}$, and $a_{4}$ of Equation (27) as represented in Figure 10.


Figure 10. Diagrams representing the evaluation of parameters $a_{2}(\mathbf{a}), a_{3}(\mathbf{b})$, and $a_{4}$ (c). Adapted from [59].

We remark that all the diagrams contributing in the series of the partition function $Z$ are connected, namely none of the forward bond prices are decoupled from the forward bond propagator $G_{i j}$. However, it is also possible to produce disconnected Feynman diagrams (that do not contribute to any of the coefficients), as one can see in Figure 11.


Figure 11. Disconnected diagrams of the second (a) and third (b) order. As one can notice, the forward bond prices, namely the dots on the top line, have no link with the other forward bond prices. Adapted from [59].

The application of Feynman pictorialism in modelling financial objects represents an intriguing possibility for using such a formalism in a practical framework. In particular, it is interesting to underline that such a theoretical construction has a corresponding empirical study, which can be found in [62]. Apart from the interpretive aspects that surely represent a non trivial issue, the visualization of the terms arising from the series expansion (28) by means of Feynman-type diagrams provides a powerful tool, in order to compute the price of the option for a coupon bond in the framework of quantum finance. However, the works mentioned above can be considered the first technical step in a wider study in this fascinating field.

Remark 8. The computations of Remark 7 are summarized by the graphs represented in Figure 10. In particular, by some intricate calculations (see Appendix of [59]), it is possible to obtain the following expression for the coefficient $a_{1}$ depending on the propagator $G_{i j}$ :

$$
\begin{equation*}
a_{2}=\sum_{i, j=1}^{N} J_{i} J_{j}\left(\exp \left(G_{i j}\right)-1\right) \tag{32}
\end{equation*}
$$

where $J_{i}=k_{i} F_{i}$ and $J_{j}=k_{j} F_{j}$, with $k_{i}, k_{j} \in \mathbb{R}$. Thus, by expanding the exponential functions, we obtain

$$
\begin{equation*}
a_{2}=\sum_{i, j=1}^{N} J_{i} J_{j}\left(G_{i j}+\frac{1}{2} G_{i j}^{2}\right)+O\left(G_{i j}^{3}\right) \tag{33}
\end{equation*}
$$

which is equivalent to the Feynman-type representation in Figure 10a. Analogous expressions can be found also for coefficients $a_{3}$ and $a_{4}$, which are equivalent to the graphs in Figure $10 b$ and Figure 10c, respectively.

## 5. Conclusions

In this work, we have presented two different applications of the Feynman diagrammatic formalism belonging to two completely different domains. On the one hand, RNA secondary and tertiary structures can be modelled intuitively in terms of graphs by involving the matrix theory as theoretical support. On the other hand, the field of econophysics, based on the path integral formulation of the theory, finds a strong ally for studying nonlocal and nonlinear problems.

The abstract nature of the mathematics behind Feynman diagrams suggest the wider use of these tools, which actually transcends the original physical domain. Indeed, we remark that the mathematical significance of Feynman diagrams is well studied in terms of algebraic lattice structures in the framework of Hopf algebras [72,73] and tensor models [74].

In this concluding section, we want to propose a few more attempts to use Feynman diagrams in unusual scientific areas of study. One of the most natural applications of Feynman diagrams has arisen in geophysics for modelling different scenarios involving wave propagation. In this field, we indicate, by way of example, two interesting works. The first one regards wave propagation in a laterally heterogeneous medium [75]. Here, the authors used diagrams to find a solution for random media elastic wave problems involving Dyson's equation and the Bethe-Salpeter equation. The second study exploits the closer link between the perturbation graphs and collision diagrams for modelling scattering processes in oceanic wave guides involving surface and internal gravity waves [76].

Other stimulating employments of Feynman-type graphs come from the field of chemistry, where this kind of representation is used to derive a more accurate reaction-diffusion equation starting from a path integral formulation [77], or even for the so-called 2D-RamanTHz spectroscopy of liquid water [78].

A fascinating arrangement of Feynman diagrams is given in information theory for distributed quantities, which actually provides a Bayesian statistical field theory named information field theory. In this framework, interacting information field theories can be diagrammatically expanded in terms of Feynman diagrams [79,80].

Finally, we mention three different applications in the medical area. In the first case, the authors proposed a method for studying some neuronal function signal propagations based on the cable equation [81]. The benefit of this approach is the possibility of working with Green's function, corresponding to the propagator of the system that may be handled with techniques employed in the many body systems theory and then represented by Feynman diagrams. The second case aimed to investigate brain function by using electroencephalogram (EEG) combined with a set of Feynman rules inspired by quantum particle interactions [82]. In particular, the author introduces the brain state matrix, which is composed of several EEG indicators, for predicting several brain reactions that are analyzed as sensory-evoked and event-related potentials. The last medical example regards cardiac
arrhythmia. In [83], the authors introduced three quasiparticles (heads, tails, and pivots) in order to capture the rich dynamics in excitable systems (which are a large class of chemical and biological systems). Specifically, they used Feynman-like diagrams to represent the dynamical creation, annihilation, and recombination of the identified quasiparticles.

As we have seen in this paper, the usage of Feynman diagrams, as powerful computational tools, seems to go beyond the original physical setting. The graphical approach that many satisfactions gave to QED has an intrinsic capacity to reproduce complicated abstract concepts (such as matrix integrals) in a more suitable and intuitive way. We hope that such a work could be good inspiration for researchers coming from different scientific areas who want to look at things from a different and fascinating angle.
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