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Abstract: This research explores the synchronization issue of leader–follower systems with multiple nonlinear agents, which operate under input saturation constraints. Each follower operates under a spectrum of unknown dynamic nonlinear systems with non-strict feedback. Additionally, due to the fact that the agents may be geographically dispersed or have different communication capabilities, only a subset of followers has direct communication with the leader. Compared to linear systems, nonlinear systems can provide a more detailed description of real-world physical models. However, input saturation is present in most real systems, due to various factors such as limited system energy and the physical constraints of the actuators. An auxiliary system of Nth order is introduced to counteract the impact of input saturation, which is then employed to create a collaborative controller. Due to the powerful capability of fuzzy logic systems in simulating complex nonlinear relationships, they are deployed to approximate the enigmatic nonlinear functions intrinsic to the systems. A distributed adaptive fuzzy state feedback controller is designed by approximating the derivative of the virtual controller by filters. The proposed controller ensures the synchronization of all follower outputs with the leader output in the communication graph. It is shown that all signals in the closed-loop system are semi-globally uniformly ultimately bounded, and the tracking errors converge to a small neighborhood around the origin. Finally, a numerical example is given to demonstrate the effectiveness of the proposed approach.
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1. Introduction

As artificial intelligence advances, the analysis of consistency in multi-agent systems is considered as a core and significant issue in distributed collaborative control [1–3]. It refers to the adjustment of individual agent behaviors through local communication and collaboration to achieve the effect of having the same state for each agent. Consistency control is the foundation of multi-agent collaborative control, and it involves depicting the communication process between individuals using communication graphs that represent the information exchange between neighboring agents. Ultimately, a feasible distributed consistency control protocol is designed. Ma et al. [4] investigates the impact of agent dynamics and communication network on multi-agent consistency. By designing a distributed observer of the external system, Su et al. [5] solves the challenge of collaborative output adjustment synchronization of a linear multi-agent system through the dynamic total information control law. Zhang et al. [6] expands the application of event-triggered methods to linear multi-agent systems. However, the aforementioned linear models can only adapt to systems with simple linear relationships, and they may introduce errors when describing complex nonlinear systems. This limitation prevents linear models from fully capturing the true behavior of the system.
Compared to linear systems [7,8], nonlinear systems can provide a more detailed description of real-world physical models. Nonlinear systems exhibit more complex characteristics, like the existence of several distinct equilibrium states. Models obtained through linearization methods can only reflect the local behavior of nonlinear systems, and the robustness of feedback controllers is often compromised. Therefore, recently, there has been a notable surge in scholarly interest directed towards the development of control strategies for nonlinear systems. Dong et al. [9] crafted a multi-agent system afflicted by dead-zone phenomena, and devised a controller that is tailored to mitigate system failures, in which the uncertain parameters of the dead-zone model are estimated through the utilization of Nussbaum functions. Liu et al. [10] applied an event-triggered control strategy to ensure that the managed system achieves an equilibrium state within a predetermined time frame. This method achieves semi-global boundedness of system signals within a fixed time. The methods mentioned by Chen et al. [11] utilize neural networks to approximate unknown nonlinearities in a system. By training the neural network as a model, it can learn and represent the nonlinear behavior of the system; this approach gives the controller the ability to learn online, and uses a continuous adaptation method to modify the neural network model to better match the system’s nonlinear dynamics, based on real-time observations of its behavior. Verrelli et al. [12] solves the challenge of creating a simplified adaptive learning control system with state feedback by incorporating a method featuring a single adaptive learning estimator for a signal in the upper component and the addition of a term in the input path.

On the other hand, in practical industrial applications, input saturation is almost present in all real systems due to various factors such as limited system energy, the physical constraints of the actuators, and so on. For example, control amplitudes of ships and satellites are limited, motor speeds are constrained, and the output voltage and current of power equipment are restricted. If input saturation is not properly handled, it can lead to poor system control performance, and even disrupt system stability, resulting in serious accidents. Therefore, input saturation is of utmost importance, both in theoretical research and practical applications. Ren et al. [13] focuses on a group of nonlinear systems that operate under input saturation constraints. The approach employs an auxiliary system to estimate and counteract the discrepancy between the saturated and intended inputs. Furthermore, a disturbance estimator is developed to mimic the effects of unknown nonlinear disturbances within the system, resulting in enhanced control efficacy. Ni et al. [14] centers on a category of linear systems that experience input saturation. It transforms event triggering and saturated inputs into standard linear matrix equations, and provides the upper and lower bounds for the event-triggering time intervals.

In essence, this paper addresses a class of nonlinear multi-agent systems that take into account saturated inputs, with the aim of achieving consensus among all agents. Based on an adaptive fuzzy logic approximation method, a control approach is designed. Adopting the backstepping approach, the ultimate controller is crafted following n iterations, which is a nonlinear system design approach that divides the system into subsystems and designs virtual controllers for each subsystem to achieve control of the entire system. A first-order filter is utilized to manage the computational intricacies that arise during the backstepping procedure. To address the challenge of input saturation within the system, a n-order auxiliary system was meticulously designed in alignment with the n-step backstepping approach. Ultimately, by using Lyapunov stability theory, it is proved that the position tracking error will converge to an arbitrarily small neighborhood near the origin. The feasibility of the proposed method was validated through the visualization of the numerical simulation results obtained via MATLAB (https://www.mathworks.com/products/matlab.html).

Compared to existing methods, the motivation and innovations of this paper are as follows.

1. In [5–8], these scholarly works have conceptualized controllers that are tailored for application within linear systems. However, linear models can only adapt to systems with simple linear relationships, and may introduce errors when describing complex
nonlinear systems. This limitation prevents linear models from fully capturing the true behavior of the systems. This paper examines nonlinear systems characterized by non-strict feedback, relaxes the system’s application conditions, and investigates more realistic nonlinear systems. Nonlinear systems typically exhibit adaptability, allowing them to adjust their behavior based on external conditions and internal changes. This adaptability enhances the robustness of nonlinear systems in handling variations and uncertainties, enabling them to adapt to changes in system parameters.

(2) In [9–12], the control methods for individual systems were studied, but these papers did not consider the communication status among different entities. However, this paper investigates nonlinear multi-agent systems. By introducing a communication graph in the multi-agent system, it becomes possible to establish information transmission and interaction among followers. Moreover, the leader only requires the dissemination of information to a minimal subset of followers, thereby maintaining the uniformity of outputs across all followers in alignment with the leader.

(3) In [13–20], extensive research has been conducted on control methods for saturated inputs in individual systems. An essential contribution of this paper is the broadened applicability of the proposed control strategy to encompass nonlinear multi-agent systems with input saturation, thereby enhancing the versatility of the proposed method across a wider range of applications.

2. Background Knowledge and Problem Statement

2.1. Graph Theory

Graph theory is utilized to depict the interactions among agents in the network. The directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \Lambda)$ consists of a vertex set $\mathcal{V} = \{n_1, \ldots, n_N\}$, an edge set $\mathcal{E} = \{ (n_i, n_j) \in \mathcal{V} \times \mathcal{V} \}$, and an adjacency matrix $\Lambda = [a_{ij}] \in \mathbb{R}^{N \times N}$. The nodes represent the followers, and an edge $(n_i, n_j) \in \mathcal{E}$ indicates information flow from agent $i$ to agent $j$. The neighbor set of node $i$ is denoted by $\mathcal{N}_i = \{ j | (n_i, n_j) \in \mathcal{E} \}$. Each element $a_{ij}$ of $\Lambda$ is defined as $a_{ij} > 0$ if $(n_i, n_j) \in \mathcal{E}$ and $a_{ij} = 0$, if $(n_i, n_j) / \in \mathcal{E}$. It is assumed that $a_{ii} = 0$ and the topology is fixed. A directed graph has a spanning tree if there is a root node, such that there is a directed tree if there is a root node, such that there is a directed path from the root node to every other node in the graph. The Laplacian matrix $L = L_{ij} \in \mathbb{R}^{N \times N}$ is defined as $L_{ij} = -a_{ij}$ if $i \neq j$; otherwise, $L_{ij} = \sum_{j \in \mathcal{N}_i} a_{ij}$. Denote degree matrix $D = \text{diag}(d_1, \ldots, d_N)$, where $d_i = \sum_{j \in \mathcal{N}_i} a_{ij}$.

The leader adjacency matrix is defined as $\Lambda_0 = \text{diag}(a_{10}, \ldots, a_{N0})$, where $a_{i0} > 0$, if and only if follower $i$ can access the leader’s information; otherwise $a_{i0} = 0$. For the sake of simplicity, denote $H = L + \Lambda_0$.

Lemma 1. Assume the directed communication graph $\mathcal{G}$ contains a spanning tree, and the root agent is in possession of the reference model. Consequently, all eigenvalues of matrix $H$ possess positive real parts.

2.2. FLSs

To address the inherent unknown nonlinearities within the system, we will employ Fuzzy Logic Systems (FLSs). Fuzzy Logic Systems (FLSs) are often used to handle such nonlinear functions and have been shown to achieve good results, which are expressed as follows.

Rule:

$R^i: \text{IF } x_1 \text{ is } F^i_1 \text{ and } x_2 \text{ is } F^i_2 \text{ and } x_n \text{ is } F^i_n$ $\text{Then, } y \text{ is } G^i$

where $F^i_1, F^i_2, \ldots, F^i_n$ and $G^i$ are fuzzy sets defined in terms of membership functions.
where $F_j$ ($j = 1, 2, \ldots, n$) and $G^i$ denote fuzzy set. Moreover, $x_i = [x_t, \ldots, x_n]^T$ and $y$ represent the input and output of FLSs, respectively. Based on this, the FLS is described by

$$y(x) = \frac{\sum_{i=1}^{N} \theta_i \prod_{j=1}^{n} \mu_{F_j}(x_j)}{\sum_{i=1}^{N} \prod_{j=1}^{n} \mu_{F_j}(x_j)}$$

where $\theta_i = \max_{y \in \mathbb{R}} \mu_{G^i}(y)$.

The fuzzy basis functions are defined as

$$\varphi_i(x) = \frac{\prod_{j=1}^{n} \mu_{F_j}(x_j)}{\sum_{i=1}^{N} \prod_{j=1}^{n} \mu_{F_j}(x_j)}$$

where $i = 1, \ldots, N$. Denote $\theta^T = (\theta_1, \ldots, \theta_N), \varphi(x) = [\varphi_1(x), \ldots, \varphi_N(x)]^T$, then the equation can be rewritten as

$$y(x) = \theta^T \varphi_i(x)$$

**Lemma 2.** For the continuous function $f(x)$ over a compact set $\Omega$ and any scalar $\epsilon > 0$, there exists a FLS, such that

$$\sup_{x \in \Omega} |f(x) - \theta^T \varphi(x)| \leq \epsilon$$

### 2.3. Young’s Inequality

**Lemma 3.** For any $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n, a > 1, b > 1, c > 0$, and $(a - 1)(b - 1) = 1$, the following inequality holds:

$$x^Ty \leq \frac{a^c}{a} |x|^a + \frac{1}{b^c} |y|^b$$

**Lemma 4.** Defining $x_p = [x_1, x_2, \ldots, x_p]^T, x_q = [x_1, x_2, \ldots, x_q]^T$, when $p < q$, the basis function $\varphi(x)$ satisfies:

$$\|\varphi(x_q)\|^2 \leq \|\varphi(x_p)\|^2$$

### 2.4. System Construction

Consider a multi-agent systems consisting of $N$ followers and a single leader, where the leader’s behavior is represented by a known signal, and the modeling of the $i$-th follower is as follows:

$$\begin{cases}
\dot{x}_{i,k} = x_{i,k+1} + f_{i,k}(\bar{x}_i), k = 1, \ldots, n_i - 1 \\
\dot{x}_{i,n} = u_i(\bar{v}_i(t)) + f_{i,n}(x_i) \\
y_i = x_{i,1}, i = 1, \ldots, N
\end{cases}$$

When the state vector of the $i$-th follower is $x_{i,n} = [x_{i,1}, \ldots, x_{i,n_i}]^T \in \mathbb{R}^{n_i}$ and its output signal is $y_i \in \mathbb{R}, f_{i,k}(\cdot)(k = 1, \ldots, n_i)$ is an unknown nonlinear function that cannot be described by a specific function among the followers. $\bar{v}_i(t) \in \mathbb{R}$ is the control input that will be designed by the Lyapunov function later, and $u_i(\bar{v}_i(t))$ is the control input affected by the follower’s input saturation.

$$u_i(\bar{v}_i(t)) = \begin{cases}
U_{i,\text{max}}, \bar{v}_i(t) > U_{i,\text{max}} \\
\bar{v}_i(t), U_{i,\text{min}} \leq \bar{v}_i(t) \leq U_{i,\text{max}} \\
U_{i,\text{min}}, \bar{v}_i(t) < U_{i,\text{min}}
\end{cases}$$

When the known bound of $u_i(\bar{v}_i(t))$ is $u_{i,\text{max}}$, $u_{i,\text{min}}$. In what follows, $u_i(\bar{v}_i(t))$ is abbreviated as $u_i$ for brevity.
The control objective of this paper is to design a distributed state fuzzy controller that allows all followers to approach the leader output $y_r(t)$, and the tracking discrepancy $y - \tilde{y}_r$ is confined to a small residual set, in which $y = [y_1, \ldots, y_N]^T \in \mathbb{R}^N, \tilde{y}_r = [\ldots ,1]^T \in \mathbb{R}^N$.

The nonlinear characteristics present in real systems, such as the air resistance encountered during drone flight or the tire slip during the operation of an unmanned vehicle, typically satisfy the Lipschitz condition. This allows for the approximation and modeling of these characteristics using fuzzy logic systems or neural networks. Furthermore, in real systems, the output signals and their derivatives of the leader are often bounded; for instance, the velocity and acceleration of the leader in drone formation flight are bounded. Additionally, there are communication constraints in real systems, such as the limited communication distance and bandwidth between nodes in drone or unmanned vehicle systems. Therefore, it is necessary to design directed communication topologies to ensure that information can propagate from the root node to all other nodes. In summary, we present the following assumptions.

**Assumption 1.** There exists a set of predefined constants $\rho_{i,k}(i = 1, \ldots, N, k = 1, \ldots, n_i)$, for $\forall X_1, X_2 \in \mathbb{R}^k$, the following inequality holds

$$|f_{i,k}(X_1) - f_{i,k}(X_2)| \leq \rho_{i,k} \|X_1 - X_2\|$$

in which $\|\cdot\|$ represents the Euclidean norm of a vector.

**Assumption 2.** The output signal of the leader $y_r(t) \in \mathbb{R}$ is a sufficiently smooth function of $t$, and $y_r(t)$, $\dot{y}_r(t)$ and $\ddot{y}_r(t)$ are bounded. $y_r(t)$ is available for the root agent.

**Assumption 3.** The leader can send signals to the root node’s followers, and the communication topology formed by all followers is a directed graph that contains a spanning tree.

3. The Design of Distributed Fuzzy State Feedback Controller

Nth-order auxiliary system:

$$\begin{align*}
\dot{X}_{i,1} &= q_iX_{i,2} - \rho_{i,1}X_{i,1} \\
\dot{X}_{i,k} &= X_{i,k+1} - \rho_{i,k}X_{i,k} \\
\dot{X}_{i,n_i} &= \Delta u_i - \rho_{i,n_i}X_{i,n_i}, \quad 2 \leq k \leq n_i - 1
\end{align*}$$

in which $\rho_i$ is design parameter. Moreover, define $\Delta u_i = u_i(v_i(t)) - v_i(t)$.

Coordinate transformation:

$$\begin{cases}
s_{i,1} = \sum_{j \in N_i} a_{i,j}(y_i - \hat{y}_j) + a_{i,0}(y_i - y_{i,r}) - X_{i,1} \\
s_{i,k} = X_{i,k} - z_{i,k} - X_{i,k} \quad k = 2, 3, \ldots, n_i \\
y_{i,k} = z_{i,k} - a_{i,k-1}
\end{cases}$$

Step 1: Differentiate with respect to $s_{i,1}$.

$$\begin{align*}
\dot{s}_{i,1} &= \sum_{j \in N_i} a_{i,j}(\dot{y}_i - \dot{y}_j) + a_{i,0}(\dot{y}_i - \dot{y}_{i,r}) - \rho_{i}X_{i,2} + \rho_{i}X_{i,1} \\
&= (d_{i} + a_{i,0})[X_{i,2} + f_{i,1}(\hat{x}_i)] - a_{i,0}\dot{y}_{i,r} - \sum_{j \in N_i} a_{i,j}[X_{j,2} + f_{i,1}(\hat{x}_j)] - q_iX_{i,2} + \rho_{i,1}X_{i,1} \\
&= q_i[s_{i,2} + y_{i,2} + a_{i,1} + f_{i,1}(\hat{x}_i)] - a_{i,0}\dot{y}_{i,r} - \sum_{j \in N_i} a_{i,j}[X_{j,2} + f_{i,1}(\hat{x}_j)] + \rho_{i,1}X_{i,1} \quad (11)
\end{align*}$$

Design parameter $\Theta_{i,1}^* = \left\|\theta_{i,1}^*\right\|^2 (i = 1, 2, \ldots, n_i)$, $\hat{\Theta}_{i,1}$ is an estimate of $\Theta_{i,1}^*$, and

$$\hat{\Theta}_{i,1} = \Theta_{i,1}^* - \hat{\Theta}_{i,1}, \quad \sum_{j \in N_i} a_{i,j} = d_{i} + a_{i,0}. $$
Construct the Lyapunov function based on the error.

\[ V_{i,1} = \frac{1}{2} s_{i,1}^2 + \frac{1}{2\Gamma_{i,1}} \Theta_{i,1}^2 \]  

(12)

Differentiate (12) with respect to time and substitute the expressions of (7) and (11) into the derivative of (12).

\[ \dot{V}_{i,1} = s_{i,1} [q_i(s_{i,2} + y_{i,2} + a_{i,1}) - a_{i,0} y_{i,r} - \sum_{j \in N_i} a_{ij} x_{j,2} + q_i f_{i,1}(\dot{x}_i)] \]

\[ - \sum_{j \in N_i} a_{ij} f_{j,1}(\dot{x}_j) + \rho_{i,1} \chi_{i,1} - \frac{1}{\Gamma_{i,1}} \hat{\Theta}_{i,1} \hat{\Theta}_{i,1} \]  

(13)

According to Lemma 3, we have

\[ s_{i,1} q_i(s_{i,2} + y_{i,2}) \leq \frac{1}{2} y_{i,2}^2 + s_{i,1}^2 q_i^2 + \frac{1}{2} s_{i,2}^2 \]  

(14)

\[ -s_{i,1} \sum_{j \in N_i} a_{ij} x_{j,2} \leq \frac{1}{2} s_{i,1}^2 + s_{i,1}^2 \left( \sum_{j \in N_i} a_{ij} x_{j,2} \right)^2 \]  

(15)

Substituting Equations (14) and (15) into Equation (13),

\[ \dot{V}_{i,1} \leq \frac{1}{2} \left( s_{i,2}^2 + y_{i,2}^2 \right) + s_{i,1} (q_i a_{i,1} + f_{i,1}(X_i) - a_{i,0} y_{i,r} + \rho_{i,1} \chi_{i,1}) \]

\[ - \frac{1}{\Gamma_{i,1}} \hat{\Theta}_{i,1} \hat{\Theta}_{i,1} + \frac{1}{2} \]  

(16)

where

\[ f_{i,1}(X_i) = q_i f_{i,1}(\dot{x}_i) - \sum_{j \in N_i} a_{ij} f_{j,1}(\dot{x}_j) + q_i^2 s_{i,1} + \frac{1}{2} s_{i,1} \left( \sum_{j \in N_i} a_{ij} x_{j,2} \right)^2 \]

Using a fuzzy logic system for estimation, we obtain the following equation:

\[ \hat{f}_{i,1}(X_i) = \theta_{i,1}^T \phi_{i,1}(X_i) + \delta_{i,1} |\delta_{i,1}| \leq \delta_{i,1}^* \]

where \( X_i = [x_i^T, x_i^T, y_{i,r}, y_{i,r}]^T \), \( \delta_{i,1} \) is the approximation error.

According to Lemmas 3 and 4, we can obtain

\[ s_{i,1} \left( \theta_{i,1}^T \phi_{i,1}(X_i) + \delta_{i,1} \right) \leq \frac{\mu_{i,1}}{2} + s_{i,1}^2 \left( \sum_{j \in N_i} a_{ij} x_{j,2} \right)^2 + \frac{1}{2} \delta_{i,1}^* \]

(17)

where \( X_{i,1} = [x_{i,1}^T, x_{i,1}^T, y_{i,r}, y_{i,r}]^T \), \( \mu_{i,1} > 0 \) is the design parameter. Therefore, Equation (16) is rewritten as

\[ V_{i,1} \leq s_{i,1} \left[ \frac{1}{2\mu_{i,1}} s_{i,1} \Theta_{i,1} \phi_{i,1}(X_i) \phi_{i,1}(X_i) - a_{i,0} y_{i,r} + \rho_{i,1} \chi_{i,1} + q_i a_{i,1} + \frac{1}{2} s_{i,1} \right] \]

\[ + \frac{1}{2} \delta_{i,1}^2 - \frac{1}{\Gamma_{i,1}} \hat{\Theta}_{i,1} \left( \hat{\Theta}_{i,1} - \frac{\Gamma_{i,1}}{2\mu_{i,1}} s_{i,1} \phi_{i,1}(X_i) \phi_{i,1}(X_i) \right) + \frac{1}{2} s_{i,1}^2 + D_{i,1} \]  

(18)

where the design parameters are \( \Gamma_{i,1} \) > 0, \( D_{i,1} = \frac{\mu_{i,1}}{2} + \delta_{i,1}^* + \frac{1}{2} \).
The designed virtual controller and parameter adaptation law are as follows:

\[ a_{i_1} = \frac{1}{\xi_1} \left[ -c_{i_1}s_{i_1} - \frac{1}{2} s_{i_1}^2 - \rho_1 \chi_1 - \frac{1}{2 \mu_{i_1}} s_{i_1} \dot{\phi}_{i_1}^T \Phi_{i_1}(X_{i_1}) \Phi_{i_1}(X_{i_1}) + a_{i_0} y_{i,r} \right] \]  

\[ \dot{\phi}_{i_1} = \frac{\Gamma_{i_1}}{2 \mu_{i_1}} s_{i_1} \Phi_{i_1}^T \Phi_{i_1}(X_{i_1}) \Phi_{i_1}(X_{i_1}) - \Gamma_{i_1} \dot{\phi}_{i_1} \]  

(19)  

(20)

Substituting Equations (19) and (20) into Equation (18), we have

\[ \dot{V}_{i_1} \leq -c_{i_1} s_{i_1}^2 - \frac{1}{2} s_{i_1}^2 + \frac{1}{2} y_{i_2}^2 - \frac{\Gamma_{i_1}}{\Gamma_{i_1}} \dot{\phi}_{i_1} + \frac{1}{2} s_{i_2}^2 + D_{i_1} \]  

(21)

Design a first-order filter as

\[ \tau_{i_2} \dot{z}_{i_2} + z_{i_2} = a_{i_1}, z_{i_2}(0) = a_{i_2}(0) \]  

(22)

According to \( y_{i_2} = z_{i_2} - a_{i_1} \), it can be inferred that \( \dot{z}_{i_2} = -y_{i_2}/\tau_{i_2} \)

\[ \dot{y}_{i_2} = \dot{z}_{i_2} - a_{i_1} = -\frac{y_{i_2}}{\tau_{i_2}} + B_{i_2} (\dot{\phi}_{i_1}, y_{i_2}, y_{i,r}, y_{i,r}, y_{i,r}, s_{i_1}, s_{i_2}) \]  

(23)

Step k (\( k = 2, 3, \cdots, n - 1 \)). From (7) and (10), we have

\[ s_{i,k} = s_{i,k+1} + y_{i,k+1} + a_{i,k} + f_{i,k}(X_i) \]  

(24)

The Lyapunov function constructed based on the error is:

\[ V_{i,k} = \frac{1}{2} s_{i,k}^2 + \frac{1}{2} \dot{\phi}_{i,k}^2 + \frac{1}{2} y_{i,k}^2 \]  

(25)

According to Formula (24), Equation (25) can be written as

\[ V_{i,k} = s_{i,k}(a_{i,k} + s_{i,k+1} + y_{i,k+1} + f_{i,k}(X_i) - \dot{z}_{i,k} + \rho_{i,k} \chi_{i,k}) \]

\[ - \frac{y_{i,k}^2}{\tau_{i,k}} + y_{i,k} B_{i,k}(\cdot) - \frac{1}{\Gamma_{i,k}} \dot{\phi}_{i,k} \dot{\phi}_{i,k} \]  

(26)

By Lemmas 3 and 4, we obtain

\[ s_{i,k}s_{i,k+1} \leq \frac{1}{2} s_{i,k}^2 + \frac{1}{2} s_{i,k+1}^2 \]  

(27)

\[ s_{i,k} f_{i,k}(\xi_i) \leq \frac{1}{2 \mu_{i,k}} s_{i,k}^2 \theta_{i,k}^T \Phi_{i,k}^T (X_{i,k}) \Phi_{i,k}(X_{i,k}) + \frac{\mu_{i,k}}{2} + \frac{1}{2} s_{i,k}^2 + \frac{1}{2} \delta_{i,k}^2 \]  

(28)

where \( X_{i,k} = [x_{i,1}, x_{i,2}, \cdots, x_{i,k}]^T \), \( \delta_{i,k} \leq \delta_{i,k}^* \) (\( \delta_{i,k}^* \) is a positive constant), \( r_{i,k} > 0 \) and \( \mu_{i,k} > 0 \) are design parameters.

Substituting (27) and (28) into (26), we obtain

\[ \dot{V}_{i,k} \leq s_{i,k}(a_{i,k} + y_{i,k+1} - \dot{z}_{i,k} + \rho_{i,k} \chi_{i,k}) - \frac{y_{i,k}^2}{\tau_{i,k}} \]

\[ + y_{i,k} B_{i,k}(\cdot) - \frac{1}{\Gamma_{i,k}} \dot{\phi}_{i,k} \dot{\phi}_{i,k} + \frac{1}{2} s_{i,k}^2 + \frac{1}{2} s_{i,k+1} \]

\[ + \frac{1}{2 \mu_{i,k}} s_{i,k}^2 \theta_{i,k}^T \Phi_{i,k}^T (X_{i,k}) \Phi_{i,k}(X_{i,k}) + \frac{\mu_{i,k}}{2} + \frac{1}{2} s_{i,k}^2 + \frac{1}{2} \delta_{i,k}^2 \]  

(29)
Design a virtual controller and parameter adaptation law based on Equation (29).

\[
\dot{\Theta}_{i,k} = \frac{\Gamma_{i,k} s_i^2 \varphi_i^T(X_{i,k}) \varphi_i(X_{i,k}) + \Gamma_{i,k} \dot{\Theta}_{i,k}}{2H_{i,k}}
\] (30)

\[
\alpha_{i,k} = -c_{i,k} s_i^2 - 2i_{i,k} + z_{i,k} - \frac{1}{2H_{i,k}} s_i \dot{\Theta}_{i,k} \varphi_i^T(X_{i,k}) \varphi(X_{i,k}) - r_{i,k} \chi_{i,k}
\] (31)

where \(c_{i,k}, r_{i,k}\) and \(r_{i,k}\) are positive constant design parameters.

By substituting the adaptive law parameter (30) and the virtual controller (31) into the derivative of the Lyapunov function (29), we have:

\[
V_{i,k} \leq -c_{i,k} s_i^2 + s_i y_{i,k+1} - \frac{\Gamma_{i,k}}{\Gamma_{i,k}} \dot{\Theta}_{i,k} \dot{\Theta}_{i,k} + \frac{1}{2} s_i^2
\] (32)

\[
- s_i^2 - \frac{y_i^2}{\tau_{i,k}} + y_{i,k} B_{i,k}() + D_{i,k}
\]

where \(D_{i,k} = \frac{\delta_{i,k}^2}{2} + \frac{\mu_{i,k}}{2}\).

Similarly, design a first-order filter

\[
\dot{z}_{i,k+1} + z_{i,k+1} = \alpha_{i,k} + z_{i,k+1}(0) = \alpha_{i,k}(0)
\] (33)

From \(y_{i,k+1} = z_{i,k+1} - \alpha_{i,k}\), we have \(\dot{z}_{i,k+1} = -\frac{\mu_{i,k+1}}{\tau_{i,k+1}}\) and

\[
\dot{y}_{i,k+1} = -\frac{\mu_{i,k}}{\tau_{i,k+1}} + B_{i,k+1}(S_{i,k}, Y_{i,k+1}, \dot{\Theta}_{i,k}, Y_{i,r})
\] (34)

where \(S_{i,k} = [s_{i,1}, \cdots, s_{i,k}], Y_{i,k+1} = [y_{i,1}, \cdots, y_{i,k+1}], \dot{\Theta}_{i,k} = [\dot{\Theta}_{i,1}, \cdots, \dot{\Theta}_{i,k}]\) and \(Y_{i,r} = [y_{i,r}, y_{i,r}, y_{i,r}]\).

Step \(n_i\):

From (7), (9) and (10), we have

\[
\dot{s}_{i,n_i} = x_{i,n_i} - \dot{x}_{i,n_i} - \dot{\chi}_{i,n_i}
\]

\[
= u_i + f_{i,n_i}(\bar{x}_i) - \dot{x}_{i,n_i} - \Delta u + \rho_{i,n_i} \chi_{i,n_i}
\]

\[
= v_i + f_{i,n_i}(\bar{x}_i) - \dot{x}_{i,n_i} + \rho_{i,n_i} \chi_{i,n_i}
\] (35)

The \(n_i\) th step Lyapunov function designed based on the error is:

\[
V_{i,n_i} = \frac{1}{2\Gamma_{i,n_i}} \dot{\Theta}_{i,n_i}^2 + \frac{1}{2} y_{i,n_i}^2 + \frac{1}{2} s_{i,n_i}^2
\] (36)

Substituting (35) into (36), we have

\[
\dot{V}_{i,n_i} \leq s_{i,n_i} \left[ v_i + f_{i,n_i}(\bar{x}_i) - \dot{x}_{i,n_i} + \rho_{i,n_i} \chi_{i,n_i} \right]
\]

\[
- \frac{1}{\Gamma_{i,n_i}} \dot{\Theta}_{i,n_i} \dot{\Theta}_{i,n_i} + y_{i,n_i} B_{i,n_i}() - \frac{y_{i,n_i}^2}{\tau_{i,n_i}}
\] (37)

By Lemmas 3 and 4, we obtain

\[
s_{i,n_i} f_{i,n_i}(\bar{x}_i) \leq \frac{1}{2H_{i,n_i}} s_{i,n_i} \dot{\Theta}_{i,n_i}^* \varphi_i^T(X_{i,n_i}) \varphi_i(X_{i,n_i}) + \frac{\mu_{i,n_i}}{2} + \frac{1}{2} s_{i,n_i}^2 + \frac{1}{2} \tilde{\mu}_{i,n_i}^2
\] (38)

where \(X_{i,n_i} = [x_{i,1}, x_{i,2}, \cdots, x_{i,n_i}]^T\), \(\mu_{i,n_i}\) is a positive constant design parameter.
By substituting inequality (38) into inequality (37), we have

\[ V_{i,n} \leq s_{i,n} \left( v_i - z_{i,n} + \rho_{i,n} \chi_{i,n} \right) + \frac{1}{2 \mu_{i,n}} s_{i,n}^2 \Theta_{i,n}^T \Theta_{i,n} + \frac{1}{2 \delta_{i,n}} s_{i,n}^2 \Theta_{i,n}^T \hat{\Theta}_{i,n} + y_{i,n} B_{i,n}(\cdot) - \frac{\mu_{i,n} y_{i,n}^2}{\tau_{i,n}} \]

\[ + \frac{\mu_{i,n}}{2} + \frac{1}{2} \delta_{i,n} s_{i,n} + \frac{1}{2} \delta_{i,n} s_{i,n} - \frac{1}{2 \mu_{i,n}} \Theta_{i,n}^T \hat{\Theta}_{i,n} + y_{i,n} B_{i,n}(\cdot) - \frac{\mu_{i,n} y_{i,n}^2}{\tau_{i,n}} \]

(39)

The final control law \( v_i(t) \) and the adaptive law \( \hat{\Theta}_{i,n} \) for the \( i \)-th follower are designed as

\[ v_i = -c_{i,n} s_{i,n} + z_{i,n} - \hat{\Theta}_{i,n} \varphi_{i,n}^T (X_{i,n}) \varphi_{i,n} (X_{i,n}) - s_{i,n} - \rho_{i,n} \chi_{i,n} \]

\[ \hat{\Theta}_{i,n} = \frac{\Gamma_{i,n}}{2 \mu_{i,n}} s_{i,n} \varphi_{i,n}^T (X_{i,n}) \varphi_{i,n} (X_{i,n}) + \Gamma_{i,n} \hat{\Theta}_{i,n} \]

(40)

(41)

Substituting (40), (41) into (39), we obtain

\[ V_{i,n} \leq - c_{i,n} s_{i,n}^2 - \frac{1}{2} s_{i,n}^2 - \frac{\Gamma_{i,n}}{\mu_{i,n}} \hat{\Theta}_{i,n} \hat{\Theta}_{i,n} - y_{i,n} B_{i,n}(\cdot) + \frac{1}{2} \delta_{i,n} s_{i,n} + \frac{\mu_{i,n}}{2} \]

(42)

4. Stability Analysis

**Theorem 1.** For the nonlinear multi-agent system constructed in this paper, System (7) satisfies Assumptions 1–3, and an output feedback adaptive fuzzy controller as shown in Equation (40) is constructed, along with a fuzzy adaptive law as shown in Equation (41), to achieve output tracking while ensuring that all signals in the control system are SGUUB.

**Proof.** The specific Lyapunov functions employed are (12), (25) and (26).

\[ V = V_{i,1} + V_{i,k} + V_{i,n} \]

From (16), (32) and (42), we have

\[ V = V_{i,1} + V_{i,k} + V_{i,n} \]

\[ \leq \sum_{i=1}^{N} \left( \sum_{j=1}^{m_i} \left( -c_{i,j} s_{i,j}^2 - \frac{\Gamma_{i,j}}{\mu_{i,j}} \hat{\Theta}_{i,j} \hat{\Theta}_{i,j} + D_{i,j} \right) + \sum_{j=2}^{m_i} \left( s_{i,m,y_{i,m+1}} + \sum_{j=1}^{m_i} \left( s_{i,m,y_{i,m+1}} + \frac{1}{2} y_{i,j}^2 \right) \right) \right) \]

\[ + \frac{\mu_{i,j}}{2} + \frac{1}{2} \delta_{i,j} s_{i,j} + \frac{1}{2} \delta_{i,j} s_{i,j} - \frac{1}{2 \mu_{i,j}} \Theta_{i,j}^T \hat{\Theta}_{i,j} + y_{i,j} B_{i,j}(\cdot) - \frac{\mu_{i,j} y_{i,j}^2}{\tau_{i,j}} \]

(43)

\[ \hat{\Theta}_{i,j} \hat{\Theta}_{i,j} \leq \frac{1}{2} \Theta_{i,j}^2 - \frac{1}{2} \hat{\Theta}_{i,j}^2 \]

(44)

\[ s_{i,m,y_{i,m}} \leq \frac{1}{2} s_{i,m}^2 + \frac{1}{2} y_{i,m+1}^2 \]

(45)

\[ |y_{i,j} B_{i,j}(\cdot)| \leq \frac{1}{2 \kappa_{i,j}} s_{i,j}^2 H_{i,j}^2 + 2 \kappa_{i,j} |B_{i,j}(\cdot)| \leq H_{i,j} \]

(46)

Substituting (39)–(41) into (38), we have

\[ V \leq \sum_{i=1}^{N} \left( \sum_{j=1}^{m_i} \left( -c_{i,j} s_{i,j}^2 + \sum_{j=2}^{m_i} \left( \frac{1}{2} + \frac{1}{2 \kappa_{i,j}} H_{i,j}^2 - \frac{1}{\tau_{i,j}} \right) y_{i,j}^2 \right) \right) \]

\[ - \sum_{j=1}^{m_i} \left( \frac{\Gamma_{i,j}}{2 \mu_{i,j}} \hat{\Theta}_{i,j} \hat{\Theta}_{i,j} + \sum_{j=1}^{m_i} \left( D_{i,j} + \frac{\Gamma_{i,j}}{2 \mu_{i,j}} \hat{\Theta}_{i,j}^2 \right) + 2 \kappa_{i,j} \right) \]

(47)
where
\[ C = \sum_{i=1}^{N} \sum_{j=1}^{n_i} \left\{ c_{i,j} \left( \frac{1}{2} + \frac{1}{2k_i} \right), \sigma_{j,i} \right\}, \]
\[ D = \sum_{i=1}^{N} \sum_{j=1}^{n_i} \left\{ D_{i,j} + \frac{\sigma_{j,i}}{2\Gamma_{i,j}} \right\}, \]
Therefore,
\[ V \leq -C(V_1 + V_2 + V_3) + D \leq -CV + D \] (48)

Below is a proof of the boundedness of \( \chi \).
From (43), we have
\[ 0 \leq V \leq \frac{D}{C} + \left[ V(0) - \frac{D}{C} \right] e^{-ct} \] (49)

It can be easily obtained from (10) that
\[ \sum_{j \in N_i} a_{i,j}(y_i - y_j) + a_{i,0}(y_i - y_{i,r}) - \chi_{i,1} \leq 2\bar{s}_{i,1}^2 + 2\chi_{i,1}^2 \] (50)

Inequality (48) implies that \( V \) is convergent, thus we have
\[ |s_{i,1}| \leq \sqrt{\frac{2D}{C} + 2 \left[ V(0) - \frac{D}{C} \right] e^{-ct}} \]

Consider the Lyapunov function candidate
\[ V_{i,\chi} = \frac{1}{2} \sum_{j=1}^{n_i} \chi_{i,j}^2 \] (51)

From (9), we have
\[ V_{i,\chi} \leq -\bar{P}_i V_{i,\chi} + \frac{1}{2} (\Delta u_i)^2 \] (52)
where \( \bar{P}_i = \min \{2P_{i,j}, j = 1, 2, \ldots, n_i\} \) and \( P_{i,1} = \rho_{i,1} - \frac{1}{2} q_{i,1}^2, P_{i,j} = \rho_{i,j} - 1(j = 2, 3, \ldots, n_i) \); therefore, we can obtain the bounds for a \( |\chi_{i,1}| \),
\[ |\chi_{i,1}| \leq \sqrt{\frac{\text{sup}^2 \left| \Delta u(\bar{s}) \right|^2}{\bar{P}_i} + \frac{\text{sup}^2 \left| \Delta u(\bar{s}) \right|^2}{\bar{P}_i}} e^{-\bar{P}_t} \]

\[ \Box \]

5. Simulation Example

Conduct a simulation experiment on a single-link robotic arm (seen in Figure 1) to validate the theoretical results. Based on the system model from the literature [21] and the system parameters from the literature [9], construct the dynamic model of the system.
\[ J_i \ddot{q}_i + B_i \dot{q}_i + M_i g L_i \sin(q_i) = u_i^f(t) \] (53)
where \( i = 1, 2, 3, 4 \). The angular position of the link is denoted as the state vector of the system: \( x_{i,1} = q_i; x_{i,2} = \dot{q}_i \); motor damping coefficient: \( B_i \); link mass: \( M_i \); distance from the center of gravity to the rotation axis: \( L_i \); gravity constant: \( g \); moment of inertia: \( I_i \).
Consider four intelligent agents in Figure 2, marked as 0, 1, 2, and 3, with the communication topology shown in the figure.

Leader trajectory: \( y_i = 0.8 \sin(t) \). The other parameters of the system are: \( f_i = 1, b_i = 2, M_i g L_i = 10 \).

The initial values of the system are selected as: \( x_{i1}(0) = 0.3, x_{i2}(0) = 0.1 \), other variables are initialized to 0. Auxiliary system parameters: \( p_1 = 19.75, p_2 = 85 \). Other parameters: \( \varepsilon_{ij} = 0.01, c_{i1} = 10.5, c_{12} = 85.78, \tau_{i2} = 0.98, \mu_i = 1, \Gamma_{i1} = 0.01, \bar{\Gamma}_{i1} = 0.01, \Gamma_{i2} = 0.01, \bar{\Gamma}_{i2} = 0.02, \beta = 97/99 \).

From the communication diagram, we have \( \Lambda = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \) and \( j = \begin{bmatrix} 0 & 0 & 0 \\ -1 & 1 & 0 \\ -1 & 0 & 1 \end{bmatrix} \).

The tracking performance of the anti-saturation method and the non-input saturation handling method are shown in Figure 3 and Figure 4, respectively.
From the simulation results above, it can be observed that, compared to the control method without using the auxiliary system, the control method with the auxiliary system exhibits better tracking performance, with smaller tracking errors, and eliminates the effects of saturated inputs.

After modifying system parameters $J_i = 1$, $B_i = 2$, $M_i g L_i = 10$, the simulation outcomes are depicted in Figure 5.

From Figure 5, it can be observed that after adjusting the system parameters, all followers are still able to track the leader quickly. However, compared to Figure 3, there are some minor changes in the control input. This indicates that the controller proposed in this paper has good adaptability to changes in system parameters, meaning the controller is highly stable.
6. Conclusions

This paper introduces an adaptive fuzzy state feedback control method for a category of uncertain nonlinear systems under input saturation. A distributed control algorithm is used to design controllers by obtaining information from neighboring nodes through communication diagrams. Additionally, to handle the effects of input saturation within the system, an Nth-order auxiliary system is integrated with the backstepping method to cancel out the saturated input. The Lyapunov stability theorem is then applied to demonstrate the stability and convergence of the robotic arm system. The outputs of all followers can stay consistent with the output of the leader, and the tracking error is limited within a small neighborhood.

However, this paper does not consider the situation where the system is subject to network attacks, and the security of the multi-agent control inputs is also a research focus. Control algorithms should be encrypted to protect control instructions from being tampered with or stolen. Secondly, fault-tolerant control algorithms should be designed to ensure that the overall tracking performance is maintained even when nodes are damaged. Complex network topologies also hold significant research value. The communication topology structure in this paper is relatively simple, while complex network topologies involve more connections and interactions, providing more diverse information exchange channels for multi-agent systems. However, this also increases the complexity of the system, making it more difficult to design effective synchronization controllers. Future research can explore different types of complex network topologies and their impacts on synchronization control performance. Moreover, further in-depth research is required to develop efficient synchronization controller design methods for specific complex network topologies. One limitation of this paper is the insufficient number of agents. As the number of agents increases, the dimensionality and computational complexity of the system also increase accordingly. How to maintain control performance while reducing computation and enhancing efficiency is a significant challenge in synchronizing control for large-scale multi-agent systems. Future research can explore distributed or hierarchical synchronization control methods suitable for large-scale systems, or leverage techniques such as dimensionality reduction and compressive sensing to alleviate computational complexity.
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