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Abstract: In this paper, we investigate the impact of latency aging on exchangeable (invariant
under permutation of indices) inter-arrival times arising from mixed renewal point processes
(statistical mixtures of point processes with renewal inter-arrival times) and explore the implications
for reliability and survival analysis. We prove that aging preserves the exchangeability of inter-
arrival times. Our data analysis, which includes both surrogate data and a Bayesian approach to
high-frequency currency exchange-rate data, shows how aging impacts key survival analysis metrics
such as failure survival, renewal, and hazard rate functions.
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1. Introduction

In this paper, we numerically and analytically investigate the impact of aging on
exchangeable inter-arrival times in renewal point processes. Renewal theory focuses on
stochastic systems whose temporal evolution is punctuated by events called renewals. It has
been extensively examined in seminal works [1–3] and is widely applied to reliability and
survival analysis [4,5]. The theory does not need to specify the meaning or effect of single
events, which is why renewal processes are at the core of many stochastic problems found in
applied mathematics throughout many fields of science, engineering, and economics [6–8].

This article explores two important notions in the theory of renewal stochastic point
processes, the exchangeability of inter-event times and a type of aging that we call “latency
aging”, since we consider a delay in the event detection process. Its main purpose is to
combine these two notions to describe the effect of latency aging on renewal point processes
with exchangeable inter-event times.

The first idea, exchangeability , was introduced by Bruno de Finetti [9,10]—a sequence
is defined to be exchangeable if its joint probability distribution is a symmetric function
of its arguments. Its significance is largely connected with "de Finetti’s representation
theorem" and its generalized formulations, elucidating conditions connecting frequencies
with subjective probabilities [10–12]. In the context of a generalized renewal theory for
stochastic processes, see [13,14], exchangeability replaces the conventional assumption of
observations being “independent and identically distributed with an unknown distribu-
tion,” considering exchangeable observations as a sequence of conditionally independent
and identically distributed (i.i.d.) random variables. Building upon the concept of ex-
changeability, a recent development in point processes has led to the introduction of mixed
renewal point processes, as in [15–17], where inter-event time intervals are exchangeable
rather than i.i.d.
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The second concept, latency aging, is a specific form of aging rooted in the tradi-
tional definition found in the physics literature, particularly within the realm of complex
systems such as glasses and spin glasses [18–21], as well as in discussions on stochastic
processes [22,23] and dynamical systems [24,25]. The phenomenon of aging, in general,
entails a reliance of properties—such as relaxation times or correlation functions—on the
time at which those properties are measured. In the context of latency aging, observation
of events is always followed by a delay in event detection, see [26,27]: when an event
takes place, the detection process pauses for a time, ta, known as the age. This “freezing”
generates waiting times with altered statistical properties [28–30]. If such a situation
occurs, the correspondent point process is said to be affected by renewal aging defined
by exchangeable lifetime intervals. However, we prove that if the original sequence of
inter-event time intervals is exchangeable, observational latency preserves exchangeability
of the new waiting-times. In the field of quantitative finance, reliability and renewal theory
are used in the study of market micro-structure models for the estimation of arrival times
of trades or orders in financial markets [31–34]. At the same time, understanding the aging
behavior of time series is fundamental to studies of the stability of financial markets [34–36].

Finally, as a case study, we examine high-frequency data of exchange rates among
currency pairs. Employing a Bayesian approach to survival analysis, we note that latency in
event recording introduces a significant change in the assessment of volatility risk. Specif-
ically, the practical implication is that delays in event detection create a false perception
of improved system performance compared to its true behavior. In essence, the system
shows a decreased likelihood of events happening immediately after activation (during the
latency period).

The paper is organized as follows: in Section 2, we remind the reader of some of the
central concepts in reliability theory and survival analysis of the renewal process under the
exchangeability assumption of inter-event time intervals. Later, in Section 3, we analytically
assess the implications of aging on exchangeable lifetimes. We formulate aged versions of
some key metrics in the survival analysis of exchangeable renewal processes, such as the
marginal distribution of waiting times (i.e., failure survival function), the average number
of events (i.e., renewal function), and the rate of failure at any instant (hazard rate function).
After the theoretical results, in Section 4 we discuss some archetypal examples of mixed
renewal processes with intrinsic fluctuations of the underlying parameters due the fact
that inter-arrival times between events may exhibit variability. We compare analytical and
numerical results for some exchangeable mixture models where the effect of aging on the
renewal process has some interesting implications for survival analysis. At the end of the
section, we present some empirical findings. As a case study, we investigate high-frequency
financial time series and, in particular, we use currency pairs with tick-by-tick historical
exchange rates, treated as conditional observations on which we apply the survival analysis
for exchangeable sequences. Finally, Section 5 will summarize the results obtained and
highlight the novel contribution to the literature of renewal theory and reliability analysis
from a subjective perspective.

2. Preliminaries

In this section, we report some fundamental definitions and propositions on exchange-
ability of sequences of time-interval variables in renewal processes. Later, we will frame
such property in the field of renewal theory for point processes with inter-event times that
are exchangeable rather than independent and identically distributed (i.i.d.).

A sequence of inter-event time intervals is said to be exchangeable if the order of
observations does not carry relevant information [11,37]. More precisely:

Definition 1. Let τ = {τi : i ∈ N} be a sequence of random variables defined over the probability
space (Ω, E , P), where the sample space Ω = R>0, the event space E is a measurable subset
of positive reals (namely a Borel set in R > 0), and the probability P is defined in terms of the
cumulative distribution function.
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A finite sequence of random variables (τ1, . . . , τn) is called exchangeable if ∀n ≥ 2,

(τ1, τ2, . . . , τn)
D
= (τσ(1), τσ(2), . . . , τσ(n)) ∀σ ∈ S(n), (1)

where S(n) is the group of permutations of (1, 2, . . . , n). If the sequence is infinite, it is said to be
exchangeable if the finite collections (τ1, . . . , τn) are exchangeable for every finite n ≥ 1 or every
permutation ∀σ ∈ S∞.

Let us note that the equivalence in distribution, D
=, simply means that the two prob-

ability distribution functions are the same. So the sequence takes values in a standard
Borel space (X , b), where X is the positive reals and b is all of the Borel subsets of the
positive reals. Exchangeability generalizes the notion of a sequence of random variables
being independent and identically distributed (i.i.d.) and, in the frequentist approach to
statistics, observed data is assumed to be generated by a series of i.i.d. random variables
with distribution parameterized by some unknown parameter that, contrary to the Bayesian
perspective, has some prior distribution, so the random variables that provide the data are
no longer independent. The representation theorem states that any infinite exchangeable
sequence of random variables is a mixture of independent and identically distributed (i.i.d.)
sequences, in the sense of the following proposition, which covers the general case for
real-valued exchangeable random quantities as in [12,38,39], known as generalized de
Finetti’s theorem:

Proposition 1 (representation theorem). Consider an infinitely exchangeable sequence {τ1, τ2, . . .},
where there exists a probability of de Finetti’s measure µ over the space F of all distribution functions
on R , such that the joint distribution function of the sequence has the form:

P(τ1, τ2, . . . , τn) =
∫
F

n

∏
i=1

F(τi) dµ(F) where µ(F) = lim
n→∞

P(Fn), (2)

where µ is the probability distribution of the empirical random distribution Fn defined by {τ1, τ2, . . . , τn}.

The previous proposition implies that we should proceed as if the observations
{τ1, τ2, . . . , τn} are independent conditional on F, an unknown cumulative distribution (an
infinite-dimensional parameter), with a belief distribution µ for F, having the operational
interpretation in Equation (2) of what we believe the empirical distribution function would
look like for a large sample. This means that infinite sequences of exchangeable random
variables can be regarded equivalently as sequences of conditionally i.i.d. random vari-
ables, based on some underlying distributional form described by the de Finetti probability
measure µ. Note that this equivalence does not quite hold for finite exchangeability, in the
sense that there are finite exchangeable sequences that cannot be represented as a mixture of
i.i.d. processes. However, they can be modeled as approximately being conditionally i.i.d.,
as shown in [40–42], under the condition that the sample size n ≫ k, where k represents the
first outcomes of the sample of size n in a sampling scheme of drawing without replacement.
In the trivial case, when the sequence is generated by a de Finetti mixture with a degenerate
mixing distribution, i.e., when µ = δF , with δa denoting a unit point mass at a, then the
sequence is (unconditionally) i.i.d. So, it is evident how the condition of exchangeability
is weaker than independence, but it is stronger than the identically distributed property.
The close relationship between exchangeable sequences of random variables and the i.i.d.
allows the application of the law of large numbers to the empirical distribution function, as
follows [43–45]:
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Proposition 2. For any distribution F ∈ F given τ1, τ2, . . . i.i.d.∼ F, the empirical distribution can
be written as:

Fn(t) =
1
n

n

∑
i=1

I(τi ≤ t) ∀t ∈ R>0, (3)

where Fn is the empirical distribution function defined by the first n random variables (τ1, τ2, . . . , τn).
Then, it holds that the limiting empirical distribution function is:

F(t) = lim
n→∞

1
n

n

∑
i=1

I(τi ≤ t) ∀t ∈ R>0, (4)

which exists almost surely, so the empirical distribution Fn is a sufficient statistic for the unknown
‘parameter’ F.

This is particularly interesting when combined with de Finetti’s Theorem 1 where,
by the law of large numbers (which we apply after conditioning on the draw F ∼ µ), the
unknown (random) distribution F can be recovered from the observed sequence by taking
the limit of its empirical distribution. In conclusion, the empirical distribution functions
are sufficient statistics for the sequence {τ1, τ2, . . . , τn}, in the sense that probabilities
conditional on the cumulative counting depend only on τ and are independent of the
choice of exchangeable P, which assigns the same probability to any two exchangeable
patterns. Furthermore, the probability distribution µ(F) represents the beliefs about the
outcomes {τ1, τ2, . . .} about lim

n→∞
∑(τi ≤ t)/n i.e., through the empirical distribution Fn.

In what follows, we recall the class of exchangeable mixed renewal processes, as
studied in [15–17]. Let us consider a counting process N(t) that counts the number of some
type of events occurring during a time interval [0, t] and let us suppose 0 ≤ t1 ≤ t2 ≤ . . . are
random times at which a certain event occurs. The time elapsed between consecutive events
are random variables and represent the inter-occurrence times τn = tn − tn−1, for n ≥ 1.
The tn are called renewal times, τn are the inter-event time intervals, and N(t) is the number
of renewal events in [0, t].

Definition 2. Let the inter-renewal times τ = {τi : i ∈ N} be a sequence of non negative
exchangeable random variables with de Finetti’s measure µ, and empirical distribution F, such that
F(0) < 1. Labeling Sn to be the epoch of the nth occurrence given by the sum Sn = τ1 + · · ·+ τn,
then the arrival process Nµ = {N(t) : t ≥ 0}, defined as:

N(t) = sup{n : Sn ≤ t}, t ≥ 0. (5)

This is an exchangeable (or mixed) renewal counting process.

In other words, N(t) counts the number of renewal events in (0, t], and since Nt ≥
n ⇔ Sn ≤ t then P{Nt = n} = P{Nt ≥ n} − P{Nt ≥ n + 1} = P{Sn ≤ t} − P{Sn+1 ≤
t} = Fn(t)− Fn+1(t), where Sn+1 = Sn + τn. According to the above assumptions and
definitions for renewal processes under exchangeability, the latency assessment in renewal
sequences is studied in the following Section 3. Another important function of interest in
survival analysis is the so called renewal function R(t) = E[N(t)], which represents the
expected numbers of renewals in an interval [0, t] for a renewal process with underlying
distribution F. The renewal function can be recovered from [15] to be:

R(t) =
∞

∑
n=1

∫
F

F∗n(t) dµ(F) =
∫
F
R(t |F) dµ(F), (6)

where R(t |F) is the conditional renewal function and F∗n denotes the n-fold convolution
of F. The previous relation shows that the renewal function, in the exchangeable case, is a
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weighted average of independent renewal functions, where the weight is given through
the de Finetti’s measure µ.

Bayesian analysis frequently employs a mixture modeling paradigm [12,46,47] where,
in many practical cases, the attention is often focused on representing data in terms of
a finite-dimensional parameter θ rather than an infinite-dimensional label F. Therefore,
it is useful to write the generalized de Finetti representation theorem in its parametric
version as:

Proposition 3. Under the conditions as in Proposition 1, if the distribution function F is indexed
by parameter θ ∈ Θ, with probability distribution Π(θ), then the joint distribution function of
{τ1, τ2, . . . , τn} can be written as:

P(τ1, τ2, . . . , τn) =
∫

Θ

n

∏
i=1

F(τi|θ)dΠ(θ) =
∫

Θ

n

∏
i=1

F(τi|θ)π(θ)dθ, (7)

where π(θ) denotes the a priori probability density on θ, when defined, and F(τi|θ) is the parametric
model labeled by the parameter θ.

In other words, when data are considered exchangeable, it implies that the data
constitutes a random sample from a probability model, and there exists a prior distribution
over the parameters of that model. Consequently, de Finetti’s representation theorem is
frequently regarded as the fundamental motivation for Bayesian analysis.

At this point, we have shown all the necessary notions to discuss the statistical aging
effect on point processes with exchangeable inter-event time intervals (i.e., renewal failures).

3. Statistical Aging in Mixed Renewal Processes

The concept of latency aging, as previously discussed, involves the introduction of
a delay time denoted as ta in event detection. This time, ta, signifies the period during
which a detection system temporarily fails to detect new events. Essentially, it remains
"blind" for a duration of ta after the observation of the last event. Consequently, to assess
the waiting time until the next event, one must position the observation time at a distance
of ta from each previously recorded event. This form of aging, termed latency aging in
this article, is informed by studies on aging experiments, as exemplified by research such
as [48–50]. The experiment begins by considering the sequence of event occurrence times:
{tn}N

n=0. Given an aging time ta, for each time tn we record the first time of the sequence at
a distance from tn equal to or larger than tn + ta: tk−1 < tn + ta; tk > tn + ta; k > n. Then,
we record the time distance τ

(a)
n = tk − (tn + ta), which we call waiting times, and they

coincides with inter-event times when ta = 0. Then, the procedure continues for all the
times of the sequence tn. At this point, as a last step, we reshuffle (permutation sampling)
the aged sequenced so we have a new sequence τ

(a)
σ , which is a permutation of the original

aged sequence τ(a). Figure 1 illustrates how to conduct the aging experiment with a given
latency period for a sequence of events. We move a window of size ta along the time series,
locating the left size of the window on the time of occurrence of an event. The window size
prevents us from assessing whether or not there are events before the end of the window.
We record the time distance between the end of the window and the occurrence time of the
first event that we can perceive.
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a)

b)

Figure 1. Illustration of an aging experiment for the latency assessment in order to establish the
exchangeable renewal nature of the process. In (a), we show a sequence of events with inter-event
interval times {τ1, τ2, τ3, τ4, . . .}. In (b), we age the sequence of events using the observation time ta,
from which the observer is ready to detect the next coming event. So, the observer cannot detect any

other events before another time ta is passed, thus registering new aged time intervals τ
(a)
i that are

the waiting times for that given latency period of ta > 0. As a consequence, we collect the new (aged)

intervals {τ
(a)
1 , τ

(a)
2 , τ

(a)
3 , τ

(a)
4 , . . .}, i.e., the waiting times. Let us note that the observation rate in the

process could have an impact to the statistical properties of the inter-arrival intervals.

It is evident that the times we record are portions of the original waiting times. In
this case, the aging experiment illustrated by Figure 1, generating only fractions of the
original inter-event time interval, has the effect of favoring the long-time periods, and the
short-time periods are affected much more from the delayed observation. Consequently
we introduce a mathematical formalization of the latency assessment through the aging
experiment as follows:

Definition 3 (aging). The operator −(a)(ta) : RN
>0 → R≤N

>0 , where N ∈ N is the aging operator

defined by taking a sequence τ1, τ2, τ3 . . . , τN to τ
(a)
1 , τ

(a)
2 , τ

(a)
3 . . . , τ

(a)
ℓ , with ℓ ≤ N, where

τ
(a)
1 = τ1 + τ2 + · · ·+ τm1 − ta and m1 is the least number such that τ1 + τ2 + · · ·+ τm1 > ta.

If no such m1 exists, then aging results in the empty sequence. Similarly, assuming τ
(a)
1 , . . . , τ

(a)
i

have been found, τi+1 = τji+1 + τji+2 + · · ·+ τji+mi+1 − ta, where ji = m1 + m2 + · · ·+ mi and
mi+1 is the smallest integer such that τji+1 + τji+2 + · · ·+ τji+mi+1 > ta. If no such integer exists,

then τ
(a)
ℓ = τ

(a)
i .

The intuition behind this definition is that one has a sequence of events, say, times
at which there is a decay in a sample of radioactive material. Suppose one is using a
detector with a “dead time” (time during which no decays can be detected) of duration ta.
Then, given that the true sequence of times between decays is τ1, τ2, τ3 . . . , τN , the detected
sequence of times (after subtracting ta) is τ

(a)
1 , τ

(a)
2 , τ

(a)
3 . . . , τ

(a)
ℓ . The sequence of detected

decays often ends before the true sequence, when the last decay is lost to the final dead
time of the detector. Note that there are different possible conventions as to the distance
between the event pertaining to the end of one aged inter-event time and the the beginning
of the window from which the next ta is counted. We have chosen one that makes the proof
of exchangeability more succinct.

We now present a crucial invariance property of exchangeability: we take an exchange-
able sequence, then we apply the aging operator as in Definition 3 so we obtain an aged
sequence, which we will prove is still exchangeable:
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Theorem 1 (aging preserves exchangeability). Let ta be the latency period in the aging exper-
iment and τ = {τ1, τ2, τ3 . . . , τN} be a sequence of positive real numbers. Applying the aging
operator, one has τ(a)(ta) = {τ

(a)
1 , τ

(a)
2 , τ

(a)
3 . . . , τ

(a)
ℓ }. For every ta ≥ 0, if τ is exchangeable, then

so is τ(a)(ta).

Proof. Let σ ∈ Sℓ be an arbitrary permutation and σ̃ ∈ SN be the corresponding permuta-
tion that preserves the blocks of indices in the aging construction. In particular, if σ(i) = p
one has σ̃(ji−1 + k) = jp−1 + k for all 1 ≤ k ≤ mi, where the ji are as in Definition 3 and

j0 = 0. By Definition 1, it suffices to prove that p(τ(a)
σ(1), . . . , τ

(a)
σ(ℓ)

) = p(τ(a)
1 , . . . , τ

(a)
ℓ ). Then,

by using the definition of the aging operator, one has that

p(τ(a)
σ(1), . . . , τ

(a)
σ(ℓ)

) = p(τσ̃(1) + τσ̃(2) + · · ·+ τσ̃(m1)
− ta, . . . , τσ̃(jℓ−1+1) + · · ·+ τσ̃(jℓ−1+mℓ)

− ta)

= p(τ1 + · · ·+ τm1 − ta, . . . , τji−1+1 + · · ·+ τji−1+mℓ
− ta)

= p(τ(a)
1 , . . . , τ

(a)
ℓ ), (8)

where the middle equality holds since the exchangeability of τ1, . . . , τN implies that for
every σ ∈ SN one has p(τσ(1), . . . , τσ(N)) = p(τ1, . . . , τN), which implies the equivalence
of the above distributions since the blocks of random variables do not overlap. Since
σ was arbitrary in the above equations, they hold for all σ ∈ Sℓ. Thus, τ

(a)
1 , . . . , τ

(a)
ℓ

is exchangeable.

So, in other words, the property of exchangeability of waiting times between consecu-
tive events is preserved under the latency assessment, and the arrival process in Definition
2 can be re-written as N(a)

µ = {N(a)(t) : t ≥ 0}, with N(a)(t) = sup{n : S(a)
n ≤ t} and

where the epoch of the nth waiting time is S(a)
n = τ

(a)
(1) + . . . τ

(a)
(n) . We denote with Fn(t, ta)

the aged cumulative distribution function of waiting times of a point process. It represents
the probability that, given a latency period ta, the time until the next event is less than
or equal to τ, or, equivalently, the probability that the next event occurs within the time
interval [ta, ta + τ]. Consequently, for an aged µ-renewal process, similarly to Proposition 2,
the aged probability measure is the limiting distribution of the aged empirical cumulative
function F(t, ta)

a.s.
= lim

n→∞
Fn(t, ta) := Fa(t). Despite that, the aged sequence according to the

representation theorem is equivalent to conditionally i.i.d. random variables that, however,
could be affected in some of their statistical properties in respect to the non-aged case.

Let us now focus on the effect of aging on the empirical distribution function of
the aged exchangeable sequences, so as to find a relation between the aged distribution
function F(t, ta) and the non aged one F(t). The following theorem will provide an implicit
analytical derivation of such aged CDF.

Theorem 2. Let τ be an exchangeable random variable with an absolutely continuous cumulative
distribution function F. Let F̂(u, sa) be a double Laplace transform of the CDF in respect to the
variable u (conjugate of τ) and the variable sa (conjugate of ta). The aged unconditional CDF of
the aged process at a latency period ta can be written, in a double Laplace space, as the marginal
distribution of mixed type:

F̂(u, sa) =
∫
F

sa F̂(sa)− uF̂(u)
(u − sa)u(1 − sa F̂(sa))

dµ(F) (9)

Proof. Let F(t, ta) be the CDF of an aged process; one can decompose the possible scenar-
ios for the occurrence of events in the aging window into the cases in which no events
occur and those in which at least one event occurs, along the lines of [51,52]. In the
first case, the probability of observing at most a time t before the first event after ta is
1 − F(t + ta). By integrating over the nuisance variable x, the second case has a proba-
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bility given by an integral of the renewal function with the complement of the CDF as∫
F
∫ ta

0 ∑n=1(F∗n)′(ta − x)(1 − F(x + t))dF(x)dµ(F), where the sum of convolutions takes
into account all the possible sequences of intervals of time with no event before a new event
eventually occurs, i.e., ∑∞

n=1 F∗n(ta − x), where Fn(ta − x) = P(Sn ≤ ta − x). So, since F
is absolutely continuous, its derivative indicates the probability that the last of n events
occurs at the given time, and ∑n=1(F∗n(·))′ is the rate of events dR(·|θ)/dt as defined
from Equation (6). The final result gives F(t, ta) as the distribution for a first observed
event at time t. The equation for F(t, ta) can be written in terms of the Laplace–Stieltjes
transformations, which are used to transform functions that possess both discrete and
continuous parts, and in the case of probability distribution functions the double Lapalce
transform is defined as F̂(u, sa) := LtLta{F(t, ta)} =

∫ ∞
0

∫ ∞
0 e−sata−utdF(t, ta) whenever

that integral exist [53,54]. The integral reduces to the standard Laplace transform in the
fully continuous case. Moreover, since 0 < F̂(u, sa) < 1, the convolution can be written
as LtLta{F∗n(t, ta)} = F̂(u, sa)n; consequently the joint distribution factorizes in Laplace
space, and we can finally write:

F̂(u, sa) =
∫
F

F̂(sa)− F̂(u)
u − sa

dµ(F)−
∫
F

(
1

usa
− F̂(sa)− F̂(u)

u − sa

)
∞

∑
n=1

(
sa F̂(sa)

)n
dµ(F)

=
∫
F

F̂(sa)− F̂(u)
u − sa

−
(

1
usa

− F̂(sa)− F̂(u)
u − sa

)
sa F̂(sa)

1 − sa F̂(sa)
dµ(F)

=
∫
F

(
1 +

sa F̂(sa)

1 − sa F̂(sa)

)
F̂(sa)− F̂(u)

u − sa
− 1

usa

sa F̂(sa)

1 − sa F̂(sa)
dµ(F)

=
∫
F

1
1 − sa F̂(sa)

F̂(sa)− F̂(u)
u − sa

− 1
u

F̂(sa)

1 − sa F̂(sa)
dµ(F)

=
∫
F

u
(

F̂(sa)− F̂(u)
)
− (u − sa)F̂(sa)

u(u − sa)
(

1 − sa F̂(sa)
) (10)

From the previous theorems we can directly derive many propositions that are of
practical use in reliability theory and the survival analysis of renewal processes. Let us
write the aged-probability density function in the parametric version as:

Corollary 1. If the de Finetti measure µ is induced by a parametric construction, we can write the
aged distribution functions:

F̂(u, sa) =
∫

Θ

sa F̂(sa|θ)− uF̂(u|θ)
(u − sa)u(1 − sa F̂(sa|θ))

π(θ)dθ =
∫

Θ
F̂(u, sa|θ)π(θ)dθ (11)

Under absolutely continuous assumption of the CDF, the probability density function of the aged
process at a latency period ta can be written in Laplace space as:

f̂ (u, sa) =
∫

Θ
f̂ (u, sa|θ)π(θ)dθ =

∫
Θ

f̂ (sa|θ)− f̂ (u|θ)
(u − sa)(1 − f̂ (sa|θ))

π(θ)dθ (12)

Let us note that, in the degenerate case of i.i.d. sequences, Equation (1) recovers the

known expression for ordinary renewal process [23,55], i.e., f̂ (u, sa) =
f̂ (sa)− f̂ (u)

(u−sa)(1− f̂ (sa))
.

The renewal function for aged processes represents the expected numbers of renewals
for a renewal process with underlying lifetime distribution F. In particular, after aging, the
following statement holds:
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Proposition 4. The aged mixed renewal function at a latency period ta ≥ 0 can be written as the
mean rate of events R(t, ta), which is the expected number of renewals between time (ta, ta + t].

R(t, ta) =
∫

Θ

∞

∑
n=1

F∗n(t, ta|θ)π(θ) dθ = L−1
u

{∫
Θ

F̂(u, ta|θ)
1 − uF̂(u, ta|θ)

π(θ)dθ

}
(13)

Proof. The result is derived directly from the de Finetti’s representation theorem and from
the definition of the renewal function R; as in Equation (6), we can write in the parametric
version of the de Finetti measure as:

R(t) = Eµ[E[N(t)]] =
∫

Θ

∞

∑
n=1

F∗n(t|θ)π(θ) dθ =
∫

Θ
R(t|θ)π(θ) dθ,

which, in the case of the aged process, can be written in one variable Laplace space:

R̂(u, ta) = Lt

{ ∞

∑
n=1

∫
Θ

F∗n(t, ta|θ)π(θ)dθ
}

=
∫

Θ

∞

∑
n=1

F̂(u, ta|θ)nπ(θ)dθ =
∫

Θ

F̂(u, ta|θ)
1 − uF̂(u, ta|θ)

π(θ)dθ

In the case of no aging, i.e., latency ta = 0, Equation (6) for the renewal function R(t)
can be written as:

R̂(u) =
∫

Θ

F̂(u|θ)
1 − uF̂(u|θ)

π(θ)dθ (14)

Let us observe that in the degenerate case of the de Finetti measure, µ(F) = δF, one
recovers the usual renewal function with i.i.d. inter-renewal times so that the renewal
function is R̂(s) = F̂(s)(1 − F̂(s))−1.

At this point, let us describe the effect of latency assessment on a mixed renewal
process by comparing the brand-new distribution (where there is no latency) and the aged
distribution with a given latency period ta > 0:

Definition 4. Let τ = {τi : i ∈ N} be the sequence of inter-event time intervals of a renewal
counting process N(a)

µ and let τ(a) = {τ
(a)
i : i ∈ N} be the sequence of waiting times after the

aging experiment of a latency period ta ≥ 0.
Then, the mixed renewal process is said to be characterized by renewal neutral aging if:

Fa(t) = F(t), (15)

and the mixed renewal process is said to be characterized by renewal effectual aging if

Fa(t) ̸= F(t), (16)

that is, the unconditional empirical distribution function at given latency period ta is not the same
as the unconditional empirical distribution of inter-event time intervals of the original (brand-new)
renewal process.

So, the aged empirical distribution function Fn(t, ta) is still a sufficient statistic for ex-
changeability of the correspondent aged µ-renewal point process, but it does not necessarily
converge to the same limiting distribution function as for the original non-aged process
F. However, if a process is renewal it is renewal for the all ages. If, on the contrary, the
process is not renewal but Equation (16) is still verified, then the process is characterized



Mathematics 2024, 12, 1529 10 of 27

by a non-renewal effectual aging. Let us note that in the case of a null latency, ta = 0, we
recover the ordinary result of Fa(t)|ta=0 = F(t, ta = 0) = F(t).

The concept of aging describes how a system or a process improves or deteriorates in
relation to the latency period, and it can be restated in terms of stochastic ordering between
waiting-times sequence respect and the brand-new inter-event time intervals (i.e., waiting
times where ta = 0) in a subjective aging framework [56,57]. Let us observe that the case of
no aging (”neutral aging”) in renewal processes implies that the distribution of the waiting
times for an occurrence (the time until the next event from the observation time) is not
affected by the latency period. Consequently, all stochastic orders based on CDF used in
reliability theory will result in being neutral.

For the sake of completeness, we will now write the expression of the hazard function
(or failure rate) for aged mixed renewal processes under statistical aging. The hazard
function is an important notion often used as the criteria of aging in renewal processes, and
it represents a conditional density, given that the event in question has not yet occurred
prior to time t. Usually, the failure rate of a system depends on time, with the rate varying
over the life cycle of the system. Let us call S the survival function (also known as reliability
function) which is simply the complementary of the cumulative density function (i.e., life
distribution) S(t, ta) = 1 − F(t, ta). In the particular case of aged exchangeable inter-failure
times [56,58], the hazard function for aged mixed renewal processes has the following
property:

Proposition 5. In the absolutely continuous case, the (unconditional) hazard rate function for the
aged mixed renewal process, with exchangeable inter-failure intervals under statistical aging, can be
written as:

h(t, ta) =
∫

Θ
h(t, ta|θ)π̃(θ|t)dθ (17)

Moreover, the mean residual lifetime can be written as:

m(t, ta) =
∫

Θ
m(t, ta|θ)π̃(θ|t)dθ, (18)

where 

h(t, ta|θ) = −S′(t, ta|θ)
S(t, ta|θ)

m(t, ta|θ) =
∫ ∞

t

S(t′, ta|θ)
S(t, ta|θ)

dt′

π̃(θ|t) = S(t, ta|θ)∫
Θ S(t, ta|θ)π(θ)dθ

π(θ)

The function π̃(θ|t) can be interpreted by the Bayes formula to be the conditional density of θ
given the observation of the survival t > ta.

Proof. Let us remember that H(t, ta|θ) = − ln S(t, ta|θ) is the conditional cumulative
hazard rate, and the conditional (instantaneous) hazard rate is h(t, ta|θ) = H′(t, ta|θ).
Consequently, the survival distribution and its probability density can be expressed in
terms of those functions as:

S(t, ta) =
∫

Θ
S(t, ta|θ)π(θ)dθ =

∫
Θ

exp{−H(t, ta|θ)}π(θ)dθ (19)

and
f (t, ta) =

∫
Θ

f (t, ta|θ)π(θ)dθ =
∫

Θ
h(t, ta|θ) exp{−H(t, ta|θ)}π(θ)dθ. (20)
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Finally, considering the definition h(t, ta) =
f (t,ta)
S(t,ta)

, the proposition follows. Regarding
the mean residual lifetime for aged mixed renewal process, we have:

m(t, ta) =
∫ ∞

0

P(X − t − ta > s, X > t + ta)

P(X > t + ta)
ds (21)

=

∫
Θ

∫ ∞
t S(t′, ta)π(θ)dt′dθ∫

Θ S(t, ta|θ)π(θ)dθ
. (22)

Let us note that both the failure rate function and the mean residual lifetime are
conditional concepts, since they are conditioned on survival to time t. Note that also for
the aged hazard rate h(t, ta) we found that it is a mixture of the conditional hazard rate
functions h(t, ta|θ). But, differently from what happens for probability distribution F and
renewal function R, the prior distribution this time is π̃a(θ|t), which varies with t. This fact
has important consequences in the study of the aging properties of exchangeable failure
time intervals as a mixture of conditional i.i.d. variables.

4. Analysis of Exchangeable Event Sequences: Simulations and Empirical Results

In this section,we will validate our analysis against synthetic samples of events gener-
ated by some archetypal mixed renewal processes. There are different methods to generate
exchangeable random variables [59,60]. We will use the procedure where one chooses ran-
domly the parameter of a family of distributions and then select a random sequence from
the distribution with the chosen parameter. In fact, exchangeability has been shown [12]
to be mathematically equivalent to assuming a hierarchical structure in the models; so,
such hierarchical models, also called multi-level or a mixed models, give us the statistical
framework to combine multiple sources of information in a single ensemble.

4.1. Exchangeable Mixture Models

In more conventional terminology, if a sequence of observations is judged to be
exchangeable, then any finite subset of them is a random sample of some model f (τi|θ),
and there exists a prior distribution π(θ), which describes the initially available information
about the parameter that labels the model. As stated in Proposition 1, the generalized
representation de Finetti’s theorem can be summarized in the hierarchical form as:

τi | θ
i.i.d.∼ f , i ∈ N
θ ∼π

}
⇐⇒ {τ1, τ2, . . . τn} is exchangeable ∀n , (23)

where the symbol ∼ denotes “has the probability distribution of”. We thus have that,
in any infinite sequence of exchangeable random variables, the random variables are a
mixture of conditional i.i.d. sequences. In terms of random variables and sequences, the
way to generate an infinite exchangeable sequence is to first randomly chose a distribution
for τ1, and then keep drawing all later τi, independently from that same distribution. Since
the sequences are exchangeable, the random variables are identically distributed according
their marginal mixed-type distribution as ψ(τi). The simulation method to generate mixed
point processes follows the hierarchical prescription in Equation (23). Algorithm 1 gives
the pseudo-code to simulate an exchangeable sequence conditioned upon the value of
the parameter vector θ and its prior distribution π. Generating multiple sequences with
different values of θ, we obtain a mixed renewal point process with exchangeable inter-
event time intervals.
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Algorithm 1 Generation of a Single Exchangeable Sequence Conditional to a Prior

1: Choose a distribution for τ, denoted by f (θ, τ).
2: Choose a distribution for θ, denoted by π(θ).
3: Generate a random value θ from the distribution π.
4: for i = 1 to N do
5: Generate a random value τi independently from the distribution f (θ, τi).
6: Output τi.
7: end for

In the context discussed, it is important that the sequences be virtually infinite. A finite-
dimensional exchangeable distribution is not necessarily a mixture of finite-dimensional
i.i.d. distributions, though in a sense it must be close to such a mixture, as discussed in the
validation of Proposition 1. Note that a mixture of i.i.d. distributions is not generally i.i.d.

4.1.1. Mixture of Exponentials

In this section, we generate a sequence of inter-event times with an exponential
distribution, where the rate is derived from a (compound) distribution. In the first instance,
the rate follows a uniform (compound) distribution, while in the second case it follows a
gamma (compound) distribution. The exponential distribution serves as a mathematical
framework for events characterized by a consistent failure rate, making it a staple in
reliability analysis. It derives from a Poisson point process where events occur with a
constant intensity. Practitioners often rely on this distribution under the assumption
that the failure rate remains constant or undergoes negligible change, simplifying the
computation of reliability metrics. In superstatistics literature, it is about obtaining Pareto
probability distribution (fat-tail) by mixing exponential distributions using uniform and
gamma distributions as weights. We will show that despite the fact that conditional
processes exhibit neutral aging, the marginal process, under proper weights, does show
effectual aging.

• At this point, we will switch our analysis to an exchangeable sequence delineated
by inter-event intervals, denoted as τ. These intervals are represented as random
variables drawn from an exponential distribution with a rate parameter λ, such that
τi|λ ∼ EXP(λ), where the rate parameter itself is taken from a uniform distribution,
denoted as λ ∼ U(0, 2m). The marginal density function of the waiting times ψ

τ
(a)
i
(t)

is given by the unconditional mixed-type pdf, as from Equation (12):

ψ
τ
(a)
i
(t) = f (t, ta) =

∫ 2m

0
f (t, ta|λ)

1
2m

dλ =
(
1 − e−2mt(2mt + 1)

)
/t2 = ψτi (t) (24)

The equation above is valid since the the Laplace transform of conditional aged
probability density function can be written as f̂ (u, sa|λ) = λ/sa(u + λ), so that:

f (t, ta|λ) =L−1
u L−1

sa

{
λ

sa(u + λ)

}
= L−1

u

{
λ

(u + λ)
L−1

sa

{
1
s

}}
=λe−λt = f (t, 0|λ)

Essentially, in this example case the renewal process is affected by neutral aging.
Moreover, the mixed renewal function R(t) can be written in terms of the Laplace
transform as from Proposition 4:

R̂(u, ta) =
∫ 2m

0

f̂ (u, ta|λ)
u(1 − f̂ (u, ta|λ))

1
2m

dλ =
1

2m

∫ 2m

0

λ
u+λ

u u
u+λ

dλ =
m
u2 ,

so the mean rate of events is:
R(t, ta) = mt, (25)
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so that the average number of renewals increases linearly with time, even in the
presence of aging, since it is independent from the latency period ta.
Moreover, regarding the hazard rate, we have:

h(t, ta) =
f (t, ta)

S(t, ta)
=

1 − (1 + 2mt)e−2mt

1 − e−2mt
1
t
∼ t−1, (26)

so that the hazard rate is a decreasing function, which is different from its conditional
hazard counterpart, which is constant. Finally, the asymptotic mean residual lifetime
is m(t, ta) ∼ t. In Figure 2, we compare the analytical results against simulations in
the case where m = 0.25. From Figure 2a, it is clear that, as expected, the marginal
distribution of τi both before and after the aging experiment follows the same fat-tail
distribution function with an asymptotic behavior of ψ

τ
(a)
i
(t) ∼ t−2, in agreement with

Equation (24). Moreover, in Figure 2b we show the agreement regarding the simulated
and the analytical estimate of the hazard rate, which does not depend on latency aging
as predicted by Equation (26). Finally, in Figure 2c,d we show the numerical and
analytical estimate of the renewal function before and after latency aging, as predicted
by Equation (25), and the renewal function maintain the same trend event after aging.
In all cases, the numerical simulations and analytical results are in perfect agreement.

• As a more general example, let us assume again τi|λ ∼ EXP(λ), but now the exponen-
tial rate follows a gamma distribution, i.e., λ ∼ GA(α, β), where α is the shape factor
and β is the scale factor. So, in this case, the marginal density function of the waiting
times ψ

τ
(a)
i
(t) is given by the unconditional mixed-type pdf:

ψ
τ
(a)
i
(t) = f (t, ta) =

∫ ∞

0
f (t, ta|λ)

β

Γ(α)
λα−1e−βλdλ =

αβα

(β + t)α+1 ,

which is is a Pareto Lomax density function. So, even in this case the process shows a
neutral aging since there is no dependence on the latency period ta. In addition, it is
easy to see that the unconditional hazard function is:

h(t, ta) =
αβα

(β + t)α+1
(β + t)α

βα
=

α

β + t
∼ t−1

Consequently, the cumulative hazard rate is H(t, ta) = α ln t. Similarly, one can find
that the mean residual lifetime asymptotic behavior is m(t, ta) ∼ t. Finally, the mixed
renewal function can be written as:

R̂(u, ta) =
β

u2Γ(α)

∫ ∞

0
λαe−βλdλ =

m
u2 =

β

u2Γ(α)
β−α−1Γ(α + 1),

so the average number of renewals is:

R(t, ta) =
α

βα
t,

which increases linearly with time even in presence of aging, as in the previous example.
Essentially, all the survival analysis is quite similar to the one in previous example.
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(a) Marginal survival distribution function (b) Hazard rate

(c) Renewal function (d) Renewal function under aging

Figure 2. An example of an exchangeable renewal point process, where the inter-event time
intervals are exponentially distributed conditional to a rate that is a uniform random variable, i.e.,
τi|λ ∼ EXP(λ) with λ ∼ U(0, 2m) where m = 0.25. In (a), we see how the marginal survival
distribution has a power law tail behavior so that the probability density function is f ∼ t−2, which
does not change after aging so that f (t, 0) = f (t, ta). In (b), the hazard rate is a decreasing function in
t, both before and after aging, with h ∼ t−1. In (c,d), finally, we plot the number of renewal events of
some conditional i.i.d. sequences (in gray); the black bold line represent the renewal function as the
average number of events and the orange dashed line the theoretical expected renewal function; the
orange dashed line represent the expected trend fitted as in the legend box.

4.1.2. Mixture of Generalized Exponentials

We now introduce an example of an exchangeable renewal process that can be ex-
pressed as a mixture of gamma-distributed time-intervals so as to obtain an exponential
marginal distribution, which manifests effective aging rather than neutral aging. Let us
consider a τi|θ ∼ GA(α, θ) with constant shape parameter α and a random scale parameter
θ. The gamma distribution can be frequently found in reliability studies in characterizing
phenomena where consecutive events or perturbations contribute to eventual system fail-
ure, as well as in modeling renewal processes. The shape parameter may be interpreted
as the number of events till failure; meanwhile, the scale parameter represents the rate or
frequency of events.



Mathematics 2024, 12, 1529 15 of 27

In this case, the generic marginal density function of the waiting times is given by the
unconditional mixed-type probability density:

f̂ (u, sa|θ) =
1

(1+θsa)α − 1
(1+θu)α

(u − sa)(1 − 1
(1+θsa)α )

.

In particular, a gamma-distributed random variable with α = 2 and θ uniformly
distributed θ ∼ U(m, M) marginally yields an exponential distribution that is affected
by aging, and the probability density, as derived in Appendix A.1, has the following
asymptotic function:

f (t, ta) =
1

2(M−m)
e−

t
M−m

(
1 + e−

2ta
M−m

)
, (27)

which clearly shows the presence of effective aging on the mixed renewal process since
the aged marginal pdf is f (t, ta) ̸= f (t). In conclusion, in this example, despite the
unconditional pdf being of the exponential type, the renewal process exhibits effective
aging. Subsequently, the cumulative hazard function is:

H(t, ta) = − ln S(t, ta) =
1

M−m t − log

(
1
2
+

e−
2ta

M−m t

2 + 4ta

)
, (28)

which is asymptotically linear in respect to t for large times.
Finally, the mixed renewal function R(t) has the following asymptotic behavior:

R(t, ta) =


(

ln M−ln m
2(M−n) + 1

4Mm ta

)
t for ta → 0+

4(ln M−ln m)
3(M−m)

t for ta → ∞,
(29)

as derived in Appendix A.2. Let us note that, in the asymptotic behavior of the brand new
renewal function, the average number of renewals increases linearly with a constant of
c = ln M−ln m

2(M−n) .
We highlight that the numerical simulations as in Figure 3 fully confirm the analytical

prediction for renewal aging in the survival analysis: the marginal distribution function
from Equation (27), the cumulative hazard rate in Equation (28), and the renewal function
Equation (29) have the behavior without and with aging, as predicted by the analytical
calculations, showing a shift in trend when the latency aging is applied. Also in this case,
the numerical simulations align perfectly with the analytical outcomes.

(a) Marginal survival distribution function (b) Cumulative hazard function

Figure 3. Cont.
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(c) Renewal function at ta = 0 (d) Renewal function under aging at ta = 40

Figure 3. An example of an exchangeable renewal process where the inter-event time intervals are
gamma distributed conditional to a rate that is a uniform random variable, i.e., τi|λ ∼ Ga(2, θ), with
θ ∼ U(m, M) where m = 1 and M = 21. In (a), we see how the marginal survival distribution is
exponential with estimation f ∼ e−t/(M−m) ∼ e−0.05t, as expected from Equation (27). The marginal
distribution undergoes effective aging since f (t, 0) ̸= f (t, ta), as represented by the dotted line. In (b),
the cumulative hazard function is linear over t, both before and after aging H ∼ 0.05t, as predicted
by Equation (28), where the shift in the aged rate is also explained. In (c,d), finally, we graphically
represent the count of renewal events for certain conditionally independent and identically distributed
sequences (depicted in gray). The bold black line symbolizes the renewal function, which is the
average number of events, while the dashed orange line illustrates the theoretical renewal function,
the orange dashed line represent the expected trend fitted as in the legend box.

4.1.3. Mixture of Heavy-Tail Distributions

As a final example, we discuss mixed renewal processes with Mittag–Leffler (ML) inter-
arrival time distribution conditional to a prior distribution of the ML scale parameter. As a
consequence, we obtain a fat-tail marginal distribution of inter-event time intervals, which
exhibits effective aging. The Mittag–Leffler waiting time distribution has been studied
by many authors and has considerable applications [61,62] since it can characterize both
heavy and fat tails, meaning that there is a higher probability of observing extreme values
compared to some other distributions, like the exponential. In mathematics, the Mittag–
Leffler functions play an important role in fractional calculus and stochastic models [63–65].
Let us assume that τi|θ ∼ ML(α, λ), where the Mittag–Leffler probability distribution is
defined in terms of its survival function for λ > 0 and 0 < α ≤ 1 as:

S(t|(α, λ)) =Eα(−(λt)α) ≡
∞

∑
n=0

(−1)n

Γ(1+nα)
(λt)nα

=


1 − (λt)α

Γ(1+α)
≈ e−

(λt)α

Γ(1+α) as t → 0+

1
Γ(1 − α)(λt)α

as t → +∞,

showing two types of heavy-tail behaviors, i.e., the stretched exponential (subexponential-
type) and the inverse power-law (Pareto-type) distributions. The ML distribution can be eas-
ily written in the Laplace space as Ŝ = (u + λαuα−1)−1 so that the pdf is
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f̂ = (1 + (u/λ)α)−1. Consequently, in double Laplace space the conditional Mittag–Leffler
probability density function under aging with latency ta can be written as:

f̂ (u, sa|(α, λ)) =

1
(sa/λ)α+1 − 1

(u/λ)α+1

(u − sa)(1 − 1
(sa/λ)α+1 )

=
(u/sa)α − 1

u/sa − 1
f̂ o(u, sa|(α, λ)),

where we have indicated the original (brand new) conditional pdf at ta = 0 as:

f̂ o(u, sa|(α, λ)) := lim
sa→+∞

f̂ (u, sa|(α, λ)) =
1

sa(1 + (u/λ)α)
.

Consequently, the unconditional pdf is given in general by:

f̂ (u, sa) =
∫

Θ

(u/sa)α − 1
u/sa − 1

f̂ o(u, sa|θ)dΠ(θ),

where θ = (α, λ).
In particular, let us make α constant, and the scale parameter λ a uniform random

variable with λ ∼ U(0, T). Consequently, the aged marginal probability density, as derived
in Appendix A.3, is the following asymptotic expression:

f (t, ta) =
Λα

(α−1)Γ(−α)

(
1 + cα

tα
a

tα

)
t−(1+α), (30)

where cα = Γ(−α)
Γ(1+α)Γ(−2α)

if α ̸= 1/2 and c1/2 = 1.
Subsequently, the cumulative hazard rate is:

H(t, ta) = ln
(

1
tα

+
cα

2
tα
a

t2α

)
+ ln

(
Λα

α(α−1)Γ(−α)

)
, (31)

which for times much larger than the latency period reads as H(t, ta)
t→∞
= α ln t.

Finally, as derived in Appendix A.4, the mixed renewal function reads:

R(t, ta) =


(Λt)α

(1 + α)Γ(1 + α)
for ta = 0

(Λt)α

(1 + α)Γ(1 + α)
Q(ta) for ta ̸= 0, t → ∞,

(32)

where Q(ta) is a function of ta . Thus, for α < 1 the renewal function is super-linear for
small t and sub-linear for large t. In Figure 4, we show and discuss the results of the
numerical simulations against the analytical predictions.
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(a) Marginal survival distribution function (b) Hazard rate

(c) Renewal function at ta = 0 (d) Renewal function under aging at ta = 40

Figure 4. An example of an exchangeable renewal process where the inter-event time intervals are
generated conditional to a Mittag–Leffler ML(0.75, λ) distribution, where λ is a uniform random
variable λ ∼ U(0, Λ) with Λ = 20. In (a), we see that the marginal survival distribution has a power
law tail with coefficient α = 0.5, as expected from Equation (30). The marginal distribution undergoes
effective aging since S(t, 0) ̸= S(t, ta). In (b), the cumulative hazard function is linear over t, both
before and after aging H ∼ 0.5 ln t, as predicted by Equation (31), where the shift in the aged rate
is also explained. In (c,d), finally, through numerical simulations we plot the renewal function and
see that it changes after aging. Both cases show, in gray, some of the trajectories for single sequences
of events, in bold black we show the estimated renewal function as the average number of events,
and the orange dashed line shows the expected renewal function as predicted in Equation (32), with
α = 0.75.

4.2. Case Study: High-Frequency Exchange Rates

Here, we analyze the times between successive events of the exchange-rate trans-
actions. In particular, financial time series exhibit a pronounced non-uniform temporal
pattern, particularly concerning aspects like volatility and activity, defined as the number
of transactions per unit of time [66–68]. When examining the return variance within a
given time frame, one can discern periods of relatively constant and predictable behavior
interspersed with intervals characterized by significant variations in price (or exchange
rate). Similarly, fluctuations exist in the frequency of transactions, with some days witness-
ing sparse trading and others marked by a considerably higher volume of trades. This
substantial variability in both volatility and activity is commonly denoted as volatility
clustering or intermittency in volatility and activity, which have a proportional relationship,
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as discussed in the literature on financial volatility modeling [69–72]. As an example of
real-world financial sequences, we will make use of currency pairs with tick-by-tick histor-
ical rates retrieved from [73]. In particular, we use top-of-book tick-by-tick market data,
with fractional pip spreads in millisecond detail, so they represent ultra high-frequency
data for exchange-rate markets. We have used exchange rates for nine different currency
pairs in Table 1 whose transactions occurred in the month of November 2023 at the level of
tick-by-tick data for a total of approximately 107 ticks with time resolutions of milliseconds.

Moreover, each tick represents a trade (transaction), and we call it a marker of the
time series. Time intervals between two consecutive markers are not independent because
of the presence of peaks (or clusters) in the mean activity followed by periods of relative
calm. In order to detect meaningful insights, we define as events the peaks of activity
(i.e., the event of volatility clustering) that are separated by periods with a low number of
transactions. We use a peak detection algorithm in order to define the events of intense
activity out of the tick markers (threshold has been used as minimum height difference
between a peak and its neighbors, so as to detect abrupt changes). In Figure 5a, we see a
schematic representation where the intensity, for example, x3 of the third peak, corresponds
to the total number of transactions attributed to this peak. In Figure 5b, the arrivals of
events are plotted for all the nine exchange-rate time series. Finally, in Figure 5c we show
their conditional distributions.

Table 1. Exchange rate currency pair names.

Code Pair Name

I USD/EUR US Dollar/Euro
II USD/AUD US Dollar/Australian Dollar
III USD/GBP US Dollar/British Pound
IV USD/NZD US Dollar/New Zealand Dollar
V USD/CAD US Dollar/Canadian Dollar
VI USD/CHF US Dollar/Swiss Franc
VII USD/JPY US Dollar/Japanese Yen
VIII USD/MXN US Dollar/Mexican Peso
IX USD/ZAR US Dollar/South African Rand
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(a) Event as activity peak

(b) Events’ sequences (c) Conditional survival distributions

Figure 5. Survival analysis of EURUSD exchange rates. In (a), there is a schematic example of the
definition of inter-event times τc between two consecutive peaks, seen as activity bursts of large
volumes of trades, yl(t); figure inspired by [68]. In (b), we plot the arrival sequences of the times
between successive peaks for all the nine exchange-rate pairs. Finally, in (c), we show the conditional
survival distributions of each of the nine event sequences.

Despite discussions regarding financial modeling is out of the scope of this study,
the analysis presented herein can offer valuable perspectives for empirical interpretations
in the examination of financial market dynamics of price fluctuations in high-frequency
trading [35,74,75]. The survival analysis in Figure 6 illustrates that the empirical process
responsible for generating exchange-rate events is compatible with a Mittag–Leffler function
as a prior distribution. As possible implications, we observe, in Figure 6a, that the time
intervals between peaks, denoted as τc, follow a probability density function ψ(τc) that
asymptotically behaves as ψ(τc) ∼ 1/τ1+α

c , with α ≈ 0.75. Furthermore, we identify the
occurrence of unconditional negative aging, given that S(τc

(a)) > S(τc), implying that the
aged variable τc

(a) is greater than the original τc in stochastic ordering. The event-time
distribution is thus characterized as “new worse than observed”, signifying that a latency
in the event detection process creates an illusion of the system performing better than
its actual behavior. In other words, the system exhibits a reduced probability of events
occurring immediately after activation (latency period). Similarly, in Figure 6b we compare
the brand new and the aged cumulative hazard rate functions. We can note that, since
the aged cumulative hazard rate function is stochastically smaller than the brand new
one, the aged process has a lower cumulative risk of volatility events. Finally, the analysis
of the renewal function in Figure 6c indicates that the expected number of arrivals (i.e.,
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renewal function) is nonlinear, a behavior maintained even after latency aging, as shown
and commented in Figure 6d.

(a) Marginal survival (b) Cumulative hazard

(c) Renewal function (d) Aged renewal function

Figure 6. Survival analysis of EURUSD exchange rates. In (a), we plot the complementary cumulative
distribution function S(t, ta) and the estimate of the power law coefficient, showing an asymptotic
Pareto distribution with exponent α = 0.75. In (b),we plot the cumulative hazard behavior for both.
The blue dotted line indicate the expected renewal function in cases of no latency and of a latency
of ta = 10−2. The plot shows that there is only a shift between the two functions, and in the central
part of the time axis there is a linear trend so that H(t, ta) ∼ α ln t with α ≈ 0.75. In (c,d), we plot
the number of renewal events for all the nine exchange-rate sequences (in light gray) and the
average number of renewals up to time t (solid black line). Finally, we superimpose (in dotted
blue) the expected renewal function under exchangeability assumption for Mittag–Leffler priors
so that the asymptotic trend is R ∼ tα , as in ML case Equation (32).

5. Concluding Remarks

In our research within the domain of reliability theory, we have introduced the idea
of statistical aging as latency, specifically in the framework of mixed renewal processes
where the intervals between events are considered exchangeable. This approach provides a
more accurate representation of the interdependence among failure events that occur at
unpredictable intervals, while preserving manageability. Simultaneously, it acknowledges
some level of dependence among events. Furthermore, it is important to note that the
event rate of a system can display fluctuations due to a variety of aging and latency factors.
These can include environmental conditions, operational stresses, or delays in detection.
The findings of this paper consist of a set of new propositions that asses how latency
aging affects the survival analysis of mixed renewal processes. Survival and aging analysis
involves analyzing data regarding time until an event of interest occurs and is particularly
relevant in finance due to the importance of modeling risk and uncertainty [76,77]. From
that perspective, we have provided evidence that exchange rates can be affected by a “new
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worse than observed” event distribution, which implies that detection latency can make
the system appear more efficient than it truly is, with a decreased likelihood of immediate
post-activation events. Concurrently, an aged process exhibits a diminished cumulative
risk of volatility events.

We have focused our study on an analysis of events, in general. In practical appli-
cations, as in the case of Section 4.2, these events are generated by latent processes that
describe the nature of the system under investigation. For example, the phenomenon
of aging in physics has been known for a long time as a property of spin glasses and
polymers. The manifestation of aging behavior often signifies that the system has not
achieved equilibrium and continues to evolve over time. A prevalent observation in aging
phenomena concerns two-time correlation functions that depend on two distinct moments,
t1 and t2 > t1, rather than solely on their time difference, t2 − t1. The rate of decay rela-
tive to t2 − t1 diminishes as t1 increases. Aging is believed to stem from systems being
out of equilibrium, with their return to equilibrium taking longer than the observation
period [78–81].

In a subjective probability perspective of complex systems, the notion of mixed renewal
processes is related to the concept of superstatistics, which indicates a superposition of
several statistics on different scales [82,83]. A superstatistical interpretation of renewal
processes has been applied in various fields, including financial markets, traffic delays, air
pollution dynamics, and hydrodynamic turbulence [84–87]. In future work, we would
like to establish a connection between the concept of superstatisics and the phenomenon of
persistence within the realm of non-equilibrium statistical mechanics. Persistence refers to
the long-time decay of the survival probability of stochastic processes [88,89], and mixed
renewal processes could be crucial for a deeper understanding of persistence phenomena.
Furthermore, we plan to explore the effect of aging on the persistence at different timescales
in diffusive processes, such as those used in the context of stock markets [90,91].

A related future research direction will be the development of an event-sequence
technique that may detect the presence of memory between the events through the effect of
renewal aging. This problem is of great interest in reliability assessment research [92,93]
under the assumption that events are exchangeable rather than i.i.d., which is a common
hypothesis that may not always be valid, especially in cases where repairs fail to fully
restore the system. Renewal aging can be exploited as a crucial property to determine
whether a pattern of events is compatible with a renewal process in the classical sense
of being i.i.d. rather than in the exchangeability sense. In terms of policy implications,
financial institutions and investors can make informed decisions by considering the chang-
ing dynamics of market behavior influenced by fixed latency periods and their associated
aging patterns.
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Abbreviations
The following abbreviations are used in this manuscript:

CDF Cumulative Distribution Function
eCDF empirical Cumulative Distribution Function
pdf probability density function
i.i.d. independent identically distributed
EXP Exponential
GA Gamma
ML Mittag–Leffler

Appendix A. Mixture Models Derivations

Appendix A.1. Derivation of Equation (27)

We can write the double Laplace transform of the aged conditional pdf as:

f̂ (u, sa|θ) =
(

1 + θu
θsa+2

)
f̂ o(u, sa|θ),

where
f̂ o(u, sa|θ) := lim

sa→+∞
f̂ (u, sa|θ) =

1
sa(1 + θu)2

is the original, brand new, conditional pdf without any latency effect on the mixed renewal
process. Then, the single space Laplace transform of the conditional pdf is:

f̂ (u, ta|θ) =L−1
sa { f̂ (u, sa|θ)} =

[
1 +

θu
2
(1 − e−2ta/θ)

]
f̂ (u, 0|θ)

Consequently, moving back to the time variable, the asymptotic expression of the aged
unconditional probability density is:

f (t, ta) =L−1
u

{∫ M

m
f̂ (u, ta|θ) 1

M−m dθ

}
t→∞∼ 1

2(M−m)
e−

t
M−m

(
1 + e−

2ta
M−m

)
(A1)

Appendix A.2. Derivation of Equation (29)

The mixed renewal function R(t) can be written in terms of the Laplace transform as,
from Proposition 4:

R(u, ta) =
1

M − m

∫ M

m

1 + θu
2

(
1 − e−2ta/θ

)
θu2
(

θu + 2 − 1
2 (1 − e−2ta/θ)

)dθ

u→0∼ 1
M − m

∫ M

m

1

θu2
(

2 − 1
2 (1 − e−2ta/θ)

) +
1 − e−2ta/θ

u
(

2 − 1
2 (1 − e−2ta/θ)

)dθ,

which, for large times, can be directly expressed as:

R(t, ta)
t→∞∼ t

M − m

∫ M

m

1

θ
(

3
2 + 1

2 e−2ta/θ
)dθ +

1
M − m

∫ M

m

1 − e−2ta/θ

3
2 + 1

2 e−2ta/θ
dθ

t→∞∼


[

ln M−ln m
2(M−n) + 1

4Mm ta

]
t + ln M−ln m

M−m ta for ta ≪ m

4(ln M−ln m)
3(M−m)

t for ta ≫ M
(A2)
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Appendix A.3. Derivation of Equation (30)

f̂ (u, sa) =
∫ Λ

0
f̂ (u, sa|λ)π(λ)dλ

=
(u/sa)α − 1

u/sa − 1

∫ Λ

0

1
sa(1 + (u/λ)α)

π(λ)dλ

=
(u/sa)α − 1

u/sa − 1
f̂ o(u, sa), (A3)

where f̂ o(u, sa) represents the brand new density. Therefore, according to Definition 4,
the process always exhibits an effective aging, since f (t, ta) ̸= f (t), ∀ta > 0. In particular,
we can calculate the brand-new mixture type probability density trough the following
marginal function:

f̂ o(u, sa) =
∫ Λ

0
f̂ o(u, sa|λ)

1
Λ

dλ =
1

Λsa

∫ Λ

0

λα

uα + λα
dλ

=
1
sa

2F1

(
1,− 1

α
, 1 − 1

α
,−
( u

Λ

)α
)
− 1

sa

u→0∼


1
sa

2
(u/Λ)α

for α = 1/2

1
sa

∞

∑
n=1

(−1)n+1 (u/Λ)nα

nα − 1
for α ̸= 1/2,

where 2F1 is the first hypergeometric function. So, the asymptotic aged marginal pdf in
Laplace space in Equation (A3) is:

f̂ (u, sa)
u→0∼ 1

sa

∞

∑
j=1

(
(u/sa)

j−1 − (u/sa)
a+j−1

)
f̂ o(u, sa).

At the slowest order, sa f̂ (u, sa) ∼ (1 − (u/sa)α)(u/Λ)α/(α − 1); so, one can write the
asymptotic behavior of the unconditional aged pdf in the time variable in the regime of
large times (t → ∞) as:

f (t, 0) =L−1
u L−1

sa { f̂ o(u, sa)}
t→∞∼ Λα

(α−1)Γ(−α)
t−(1+α) (A4)

f (t, ta) =L−1
u L−1

sa { f̂ (u, sa)}
t→∞∼

(
1 + cα

tα
a

tα

)
f (t, 0), (A5)

where cα = Γ(−α)
Γ(1+α)Γ(−2α)

if α ̸= 1/2 and c1/2 = 1.

Appendix A.4. Derivation of Equation (32)

Let us now focus on the mixed renewal function R(t). It can be written in terms of the
laplace transform as from Proposition 4 as:

R̂(u, ta) =
∫ Λ

0

f̂ (u, ta|λ)
u(1 − f̂ (u, ta|λ))

1
Λ

dλ,

where:

f̂ (u, ta|λ) =L−1
sa

{
(u/sa)α − 1
(u/sa − 1)

1
sa

1
1 + (u/λ)α

}
u→0∼ L−1

sa

{
1 − (u/sa)α

sa

}
1

1 + (u/λ)α

f̂−1(u, ta|λ) ∼
Γ(1 + α)(1 + (u/λ)α)

Γ(1 + α)− (uta)α
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So, the renewal function can be written for large times u → 0 as:

R̂(u, ta) =
∫ Λ

0

1
u( f̂−1(u, ta|λ)− 1)

1
Λ

dλ =
Γ(1 + α)− (tau)α

Λu1+α

∫ Λ

0

λα

Γ(1 + α) + (taλ)α
dλ

=

(
Γ(1 + α)

Λu1+α
− tα

a
uΛ

)
Λ1+α

(1 + α)Γ(1 + α) 2F1

(
1, 1 +

1
α

; 2 +
1
α

;− (ta Λ)α

Γ(1 + α)

)
=

Λα

(1 + α)u1+α
Q(ta)−

Λαtα
a

(1 + α)Γ(1 + α)u
Q(ta),

where Q(ta) is the hypergeometric function 2F1(·). Consequently, the renewal function, in
temporal coordinates, is:

R(t, ta) =
ΛαQ(ta)

(1 + α)Γ(1 + α)
tα − ΛαQ(ta)tα

a
(1 + α)Γ(1 + α)

,

and, for t ≫ ta, the asymptotic aged renewal function is R(t, ta) ∼ (t/ta)α.
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