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Abstract: The issues of the evaluation and prediction of the reliability and testability of mining
machinery and equipment are becoming particularly relevant, since the safety of technological
processes and human life is reaching a new level of realisation due to changes in mining technology.
The work is devoted to the development of a logical model for analysing the controllability of mining
equipment. The paper presents a model of reliability of the operation of mining equipment on the
example of a mine load and passenger hoist. This generalised model is made in the form of a graph of
transitions and supplemented with a system of equations. The model allows for the estimation of the
reliability of equipment elements and equipment as a whole. A mathematical and logical model for
the calculation of the availability and downtime coefficients of various designs of mining equipment
systems is proposed. This model became the basis for the methods to calculate the optimal values
of diagnostic depth. At these calculated values, the maximum value of availability factor will be
obtained. In this paper, an analytical study was carried out and dependences of the readiness factor
of parameters of the investigated system such as the intensity of control of technical systems, intensity
of failures, etc., were constructed. The paper proposes a mathematical model to assess the reliability
of mine hoisting plants through its integration into the method of improving the reliability of mine
hoisting plants.

Keywords: mathematical modelling; forecasting; technical reliability; verifiability; mining equipment;
operating efficiency

MSC: 34H99

1. Introduction

As the depth of mineralisation increases with an increasing depth of mineralisation
and the productivity of lifting systems under conditions of unstable loads, the requirements
of quality parameters of elements of the lifting complex elements as well as their reliability
and durability are increasing [1–3].

The significant depth of a shaft, the enlargement of mining enterprises, and an increase
in the number of operating horizons significantly complicate the functioning process of
mine hoisting installations. This causes an increase in loads on mine hoisting installations
and the intensity of their work, which leads to an increase in the number of electrical
failures and accelerated wear of the mechanical parts of mine hoisting plants [4,5].
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Therefore, issues of improving the reliability of mine hoisting plants are extremely
urgent. At the same time, the challenges of increasing the reliability and continuity in the
operation of mine hoisting installations to ensure safety, regulated by rules and regulations
must be met. Of great importance is the problem is defining the work reliability of mine
hoisting installations and the development of effective ways to improve the operational
reliability of the hoisting plant as mine hoisting plants are characterised by a high degree
of complexity [6,7].

Simultaneously, the increasing complexity increases the responsibility functions per-
formed by it. The provision of fail-safe operation of the plant is impossible without
automating the procedures of technical diagnostics, function checks, and fault finding.
Mine hoisting plants belong to the class of recoverable systems, and their reliability can
be improved by reducing the time spent on the search and elimination of a defect. This
issue cannot be solved without the appropriate adaptation of these systems to the technical
diagnostics [8,9].

The increase in the number of mine workings and the growth in mineral extraction is
now accompanied by an increase in the productivity of the equipment used. One of the
most important elements of the mining industry is hoisting equipment. Under conditions
of mining growth, these units also work under increasing loads. At the same time, the
requirements for the quality parameters of such lifting units are increasing. In order to
increase the production level and sustainable functioning of the whole mining system, it
is necessary to increase the reliability and durability of hoisting plants [3]. However, an
increase in the shaft depth, the growth of the scale of mining enterprises, and increase in
the number of operating horizons significantly complicate the functioning of mine hoisting
plants [5]. This leads to an increased load on them as well as an increase in their workload,
which entails more frequent failures of electrical equipment and the faster wear of the
mechanical components of mine hoisting plants [7]. In these conditions, it is extremely
important to find ways to improve the reliability of mine hoisting plants. An improvement
in reliability can be achieved through a comprehensive approach. This approach will
include the improvement of designs, the use of the latest technologies and materials as well
as the use of modern methods of maintenance and repair. Improving the reliability of mine
hoisting systems is of paramount importance to ensure the safety and efficiency of mining
operations. This will allow for a decrease in the number of accidents and downtime, an
increase in labour productivity, and a reduction in operating costs. At the same time, the
issues of increasing reliability and continuity in the operation of mine hoisting plants to
ensure that safety, regulated by rules and regulations, have been pushed to the forefront.
Therefore, improving the reliability of mining equipment and hoisting plants, in particular,
has become an extremely important task [8].

Some types of mining equipment were investigated in [9], but they only included
an analysis of the statistics of failure, but not diagnostic signs of an outstanding resource
of equipment. Mine hoists are repairable systems. Therefore, it is possible to improve
their reliability by reducing the time spent on the search and elimination of damage and
defects. For this purpose, an adaptation of these systems of reliability increase to the
process of technical diagnostics is obligatory. The automation of technical diagnostic
processes allows for an increase in the efficiency and accuracy of the detection of potential
problems. Intelligent systems can continuously monitor lift operation, analyse sensor
data, and detect deviations from normal operating parameters. This enables the early
detection of emerging faults, which facilitates troubleshooting and reduces the risk of
major failures [9–11]. The integration of diagnostic tools and algorithms into mine hoisting
systems provides a comprehensive approach to maintenance [12,13]. A good solution
in this case is the use of machine learning algorithms to recognise patterns and predict
potential problems [14,15]. Testability is a property that characterises the adaptability of an
object to technical diagnostics, allowing for its condition to be determined reliably with
minimum costs. Testability also means the ability of an object to be inspected, tested, and
evaluated for defects or malfunctions using various methods of control and diagnostics.



Mathematics 2024, 12, 1660 3 of 20

This property is important to ensure the safety, reliability, and efficiency of an object.
Testability includes aspects such as the accessibility of critical elements for inspection, the
availability of specialised equipment, and the technical means for carrying out inspections,
convenient access to the object for specialists, etc. Thus, testability plays an important role
in ensuring the quality and safety of technical equipment, mechanisms, and structures.
The automation of the technical diagnostics of mine hoists brings a number of advantages
including:

- Increasing the reliability and safety of the hoist operation;
- Reduced downtime and maintenance costs;
- Increasing the efficiency of resource utilisation;
- Increased productivity through timely fault detection and rectification.

The mine hoist is the key transport system linking the underground part of a mine or
mine shaft to the surface. An external view of the shaft hoisting plant is shown in Figure 1.
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Figure 1. External view of the shaft hoisting plant.

The purpose of this work was to assess and improve the reliability of mine hoisting
plants based not only on statistical information regarding equipment failures, but also
through the parameters of the diagnostic system of mine hoisting plants including the
testability of mine equipment. We also focused on the development of a mathematical
model of a mine hoisting plant in order to analyse its reliability as a complex technical
system with different depths of diagnostics of plant elements [16].

The goal was realised by solving the following tasks:

- Analysing the existing methods and algorithms to determine the reliability of mine
hoisting units, thus improving their testability;

- Developing a mathematical model of a mine hoisting plant in order to analyse its
reliability as a complex technical system with different depths of diagnostics of the
plant elements;

- Calculating the reliability of the mine hoisting plant according to its structural scheme
with the determination of the probability of the failure-free operation of elements and
the plant as a whole;

- Analysing the dependence of the availability factor on various parameters of the
technical system of the mine hoisting plant in order to ensure normative reliability.

The novelty of the work lies in the use of the theory of random pulse flows in describing
the functioning of a mine hoisting plant to substantiate ways and means of improving the
reliability of operation on the basis of diagnostic parameters.
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2. Research Methods

Hoisting systems are used in underground mines. The theoretical study of the re-
liability of mine hoisting plants was carried out using set theory and graph theory. In
addition, general probability theory and various methods of mathematical modelling were
used [17,18]. Implementation and verification of the constructed mathematical models
were performed using the MATLAB.v12 (Natick, MA, USA) software package [19].

In this paper, when calculating the maintainability indicators, we based these on the fact
that they are based on the representation of repair in a set of individual tasks. Similarly, the
equipment maintenance process is a set of individual tasks. Already, these tasks, of which
the maintenance process consists, are characterised by performance goals and probability.
The probability is determined by the durability or failure-free operation of the used mining
equipment. In our work, we investigated the operation of a mine hoisting plant.

The duration (labour intensity, cost) of each task directly depends on the structural
adaptability of the plant for maintenance (repair). This is due to the fact that design features
affect the complexity and time required to perform various repair and maintenance activi-
ties [20,21]. Various factors were considered in calculating the value of the maintainability
characteristics. Among these factors were:

- The qualification and experience in diagnostic work of the staff;
- The complexity of the design of the equipment under study;
- The availability and accessibility of facilities for repairs and maintenance work;
- The maintenance and repair strategy adopted;
- The operating conditions of the equipment.

The operation of a mine hoisting plant often involves unplanned and emergency
repairs. In such cases, it is essential for the manufacturer to optimise the distribution of
labour and time. This helps to reduce costs and increase productivity. This can be achieved
through forecasting. The probability of performing each work and the time required to
perform these works are taken into account [22,23]. The values of the expected probabilities
can be obtained by constructing and analysing failure trees. The description of the main
methods used for cost allocation and their estimation during repairs of mining equipment
is given in [24]:

- Ratio method: Time, labour, and cost standards established for specific repair tasks
are used.

- Regression models: Regression equations are constructed to relate repair costs to
various parameters such as task complexity, equipment characteristics, etc. [25].

- Expert judgement method: Calculations are made on the basis of estimates of experi-
enced specialists in the field of mine hoisting plant repair.

- Allocating costs to individual repair tasks allows for the most time-consuming and
costly operations to be identified, making it possible to optimise the repair process by
concentrating efforts on critical areas.

The efficient allocation of time, labour, and costs to rehabilitate a mine hoisting plant is
critical to ensure its smooth and safe operation, reduce downtime, and improve the overall
mine productivity.

In this work, we used a sequence of calculations consisting of three stages. In the first
stage, a list of possible failures of the equipment under study was compiled. Here, the
probabilities of occurrence of these failures were estimated. In the second stage, the method
of stratification of random sampling was used. This method allows for the selection
of a large number of tasks from the list obtained in the first stage. Additionally, the
calculation of the parameters of the distributions of failure durations was carried out.
Alpha distribution or truncated normal distribution was used in this case. The third stage
was the construction of the empirical distribution of costs. Repair costs for the object
under study were calculated by summing up the costs of solving individual problems. At
summarisation, the probability of failures was considered. In the last stage, the indicators



Mathematics 2024, 12, 1660 5 of 20

of the repairability of the equipment under study were calculated. The indicators were
calculated according to the parameters of the selected distribution law.

Assessing the Testability of a Technical System

Testability is ensured by distinguishing between defects. During production, operation,
and repair, it is possible to accurately determine the fault of a specific module of the object
under test. By analysing the test matrix, it is possible to identify the necessary number
of additional test points for the differentiation of so-called equivalent defects. Equivalent
defects represent faults of the object modules that are indistinguishable using the existing
set of test pairs [26,27].

In complex diagnosable systems such as electronic devices or industrial equipment,
individual components or blocks are often combined into design units (DUs) to simplify
assembly and maintenance. It is useful to place blocks with the same types of potential
faults in the same DUs [28]. This allows for the placement of test points (TPs) at the
output of each DU, increasing the diagnostic efficiency. The mechanism for selecting test
points (TSs) to maximise testability is flexible and most effective when implemented at
the system design stage. In complex systems, a large number of TSs may be required,
which can lead to complex and expensive hardware as well as delay the diagnosis and
troubleshooting process of specific components [29,30]. As additional information, the
impact of the hardware implementation of the TS on the testability of the system should be
considered [31]. It is important to select technologies and components that provide reliable
and accurate fault detection without affecting system performance or functionality. In
addition, the diagnostic strategies that will be used to localise faults should be considered.
Different diagnostic methods such as testing, monitoring, or the use of artificial intelligence
may have different requirements for TSs and their location. Planning the location of TSs
should also consider the potential repairability and maintainability of the system [32–34].
Access to the TSs should be convenient and without the need to dismantle significant parts
of the system. This will allow faults to be quickly identified and repaired, reducing the
downtime and maintenance costs [35]. In conclusion, the selection of control points in
complex diagnosed systems is a critical factor affecting the testability and reliability of the
system. By planning TSs during the design phase, considering hardware implementation,
diagnostic strategies and maintenance requirements, it is possible to provide efficient
diagnostics, reduce the downtime, and optimise system performance [36,37].

3. Model Description

In the coal industry, modern mines use both manually and automatically controlled
mine hoists (MCMHs). The latter operates more carefully in terms of the time spent in the
switched-on state [38]. Often, the MCMH is equipped with a diagnostic system (DS). This
subsystem allows for the diagnostics (without dismantling and disassembly) of mining
equipment [39,40]. For a mine hoist, diagnostics of its mechanical and electrical elements
is carried out. The DS performs diagnostics due to the presence of sensors. The use of
diagnostic models in the logic circuits of the DS allows the operator to manage the reliability
of the equipment on the basis of the obtained data [41].

At the same time, the system must be in a state ready for diagnostics [42,43]. This prop-
erty is defined as testability. Two approaches are most often used to assess the testability of
mining equipment. The first approach is to change the design in order to ensure the ease of
carrying out diagnostic procedures [44,45], while the second is to transform the structure
of the object without changing its functional properties. The first way is connected with
considerable expenses, though it is well-mastered by modern industry. This method does
not provide an opportunity to implement a formalised generalised model [46–48]. On the
other hand, the other path is relatively new. This path is less developed and does not lead
to the appearance of significant additional costs for its implementation, which allows one
to build formalised models [49,50].
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When using this approach, the diagnosed object of the technical system will be repre-
sented by a graph of cause–effect relations or in the form of a logic model [51]. The object
of the technical system in our work was a mine cargo and passenger hoist (MCPH). Such
objects consist of a certain number of related elements [52–54]. Even one and the same
object of research can be formed from different structures [55,56]. These structures are also
not identical, and can have a different number of components [57,58]. The composition of
these components can also be different. For modelling purposes, depending on the tasks
and needs, these constituent components can be divided into components or vice versa,
can be combined.

In our work, we represent the logic model as a directed graph

LM = G (V,U), (1)

where V is the set of vertices and U is the set of arcs.
The vertices show the blocks that make up the object of study, and the arcs indicate

functional relations between them.
In our work, we considered graphs in which arrows were directed from vertices with

smaller numbers to vertices with larger numbers. However, in our case, these graphs may
be unordered [59,60]. In this case, we optimised the unordered graph. For this purpose, we
used the following algorithm of testability optimisation based on the verification matrix:

B = ||bi,j|| (I = 1, n; j = 1,n).

The generated verification matrix is constructed using certain relations:
bi,j = 1—in the case when vertex j is included in the check of the i-th control pair;
bi,j = 0—in the opposite case.
The input and output nodes of a graph constitute verification pairs when their outputs

and inputs coincide. Output nodes are inherently checkpoints where information regarding
the functioning of the object can be obtained. The number of columns in the verification
matrix corresponds to the number of blocks, and the number of rows corresponds to
the number of verification pairs. The use of verification matrices in combination with
adjacency matrices is effective in analysing complex objects with numerous blocks. This
approach allows one to easily identify and analyse the relationships between the input and
output nodes, providing a deeper understanding of the functionality and reliability of the
system [61].

A square matrix of size (n × n) will be the adjacency matrix of a graph with n vertices

C = ||ci,j|| (I = 1, n; j = 1,n),

In this square matrix, each element is defined as follows:
ci,j = 1—if there exists an arc of graph (i,j);
ci,j = 0—in the opposite case.
In order to determine the depth of diagnosis, let us take the depth of diagnosis as a

measure of the depth of fault finding. The following expression [62] will serve to determine
the depth of diagnosis:

F =
1
n

k

∑
r=1

nrr, (2)

where nr is the number of blocks whose defects are searched with depth r. This number
of blocks will be determined by the number of r—distinguishable matching columns of
the check matrix Bz; n is the total number of blocks in the object and is determined by the
number of columns of the check matrix Bz; k is the number of possible classes of defect
distinguishability (k < n).

Diagnostic depth (F) is a parameter that characterises the ability of the diagnostic
system to localise and identify defects in the diagnostic object. The value of F can vary
from 1 to n, where:
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- F = 1 corresponds to the minimum level of diagnostics, providing only the indistin-
guishability of defects;

- F = n is characteristic of objects with one input and one output, in the case where the
exact location of the defect cannot be determined.

The depth of diagnostics is determined by the specifics of the task and the purpose of
the system, based on the location of control points during controlled signal discontinuities
or the placement of components in structural modules. The optimal number of control
points provides the maximum diagnostics for efficient hardware implementation [63,64].

This study analysed diagnostic systems in order to determine the optimal number of
test points to guarantee the maximum diagnostic performance and hardware implemen-
tation, given the specific requirements and purpose of a system. Testability is a measure
of the ability of a diagnostic system to detect and localise defects in an object [65,66]. It
depends on the number of control points and their placement. When determining the
optimal number of control points, the following factors should be taken into account:

- The more complex the object, the more control points may be required to achieve the
required diagnostic depth.

- Accessibility of control points. Control points shall be accessible for inspection without
the need to disassemble or modify the facility.

- The cost of adding monitoring points. Adding additional monitoring points can
increase the cost of the diagnostic system.

The following methods can be used to determine the optimum number of control
points:

- Graph analysis methods. In this case, the diagnostic object is represented as a graph,
where the vertices correspond to the control points and the edges to the possible paths
of defect propagation. Graph analysis allows one to determine the minimum number
of control points required to achieve a given diagnostic depth.

- Modelling methods. These methods allow you to simulate the behaviour of a diagnos-
tic system with different numbers of control points and assess its testability.

As a result of the analysis, it was possible to determine the optimal number of con-
trol points that provided the required depth of diagnosis with maximum efficiency and
minimum cost [67].

Let us define ξ(t) as a random process describing the state of the SNGPD system at
time t. Then, the finite number of state variants can be written in the following form:

pi(i) = Pr(ξ(t) = Ei) (3)

At any point in time, the system is in the state (N + 1). This is one of the possible
states of the system. At the moment of being in this state, the sum of probabilities of all
events that can happen to the system will be equal to one. The transformation of the system
between the two states Ei and Ej can be described by a Markov process. Ei is the state of the
system at time tk, and Ej at time tk+1. At the same time, pij is the conditional probability
of the system being in state Ej. Then, the Markov chain will describe our system under
study. In this system, the probability of transition between states Ei and Ej does not depend
on other factors and only depends on the initial states. This approach makes it possible
to predict the behaviour of the system based on its current state. At the same time, this
approach does not require considering the previous changes.

We used a square matrix with dimensions (N + 1) · (N + 1) to specify the probability
of transition between the states of the system. The elements of this matrix will satisfy the

condition 0 ≤ pij ≤ 1 and
N
∑

i=0
pij = 1. Let us introduce a transition intensity parameter. This

parameter will denote the probabilities of transitions for which time is continuous. Let us
introduce the notation qij for the transition intensity between states Ei and Ej. In this case,
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qij is defined as the limit of the ratio of the probability of transition of the system between
states Ei and Ej for the time interval ∆t to the length of this interval.

qij =
∆→0

lim
Pij(∆t)

∆t
, (i ̸= j). (4)

Consider a random process with continuous time, for which the time of being in
some state is described by an exponential distribution Fi(t) = 1 − e−λit where λi is the
distribution parameter.

Let us determine the probability of the transition of a random process to another state
Ej. The initial state will be Ei, and the process is in this state for the time t0. The transition
time between states is ∆t. This transition process does not depend on the duration of the
process being in state Et.

If it is true that the duration of a process in a certain state is described by an exponential
distribution with the parameter λi, then this exponential distribution will be true for the
time from any moment to the moment of state change. The parameter λi will also hold for
this distribution. The probability of transition for the time interval ∆t to another state will
be defined as follows:

Pij(∆t
∣∣t ≥ t0) = Pr(t0 ≤ t ≤ t0 + ∆t

∣∣t ≥ t0)

= Pr≤t≤t0+∆t
Pr(t≥t0)

= F(t0+∆t)−F(t0)
1−F(t0)

= 1 − e−λi∆t,
(5)

Let us consider for Expression (5) that the exponential distribution with the parameter
λi is true for the whole time of the process being in a certain state and for the time interval
between two random moments of time and the moment of transition to another state. Then,
the probability for the time ∆t of the transition to another state will be λi∆t

Piij(∆t) = Piij(∆t
∣∣∣t ≥ t0) = 1 − e−λi∆t (6)

Let us transform Expression (6) by decomposing the exponent e − λi∆t into a series of
powers λi∆t. In this case, we neglected the higher order terms of smallness. Then, (6) will
take the following form:

Piij(∆t) = 1 − (1 − λi∆t) ≈ λi∆t

Consider a homogeneous process in which time is continuous. This process will occur
in a system having the states E0, E1, . . . , EN .

Calculate the probability Pi(t) of the system being in state Ei for time t. Add to time t
the increment ∆t and determine the probability of the state at this time: (t + ∆t)Pi(t + ∆t).
The transition of the hoisting system at time t to the new state Ei is possible in two ways:

- The system is already in state Ei and the system has been in this state without making
any transitions for the time interval ∆t.

- The system is in one state Ej(j ̸= i) and has changed state from Ej to Ei and over the
time interval ∆t.

The probability for both cases will be different. For the first, it is defined through
the product of the probability Pi(t) and the conditional probability of transition Ei to state
Ej(j= 0)(j = 0, 1, . . . , i − 1, i + 1, . . . , N). Pi(t) is the probability of the system being in
state Ei at time t. The conditional transition probability is determined by the formula:

1 −
N

∑
j = 0
j = 1

qij∆t. (7)
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Expression (7) is obtained by considering that qij∆t defines the transition probability
between the states of the SNAP system. This is the transition from state Ei to Ej which
takes place during time ∆t. The sum of probabilities will give the probability of transition
from state Et to a state other than Ei. If we subtract this sum of probabilities from one, we
obtain the probability of the reverse event. From this, we can define for the first option the
probability as:

Pi
(1) = Pi(t)[1 + qij∆t], (i = 0, 1, . . . , N)

Let us similarly determine the second variant Pi
(2). The probability will be equal to

the probability Pj(t) for a fixed state Ej, that is, it will be the probability of the system
being in state Ej at time t multiplied by the probability of qij∆t moving in time ∆t to state
Ei : Pj(t)qij∆t.

In order to obtain the formula for calculating the total probability, we summed up the
value of all probabilities, but excluded the probability of state Ei, then:

P(2)
i =

N

∑
j = 0
j = 1

Pj(t)qij∆t, (i = 0, 1 . . . N) (8)

Let us sum the probabilities at time (t + ∆t), and then for the probability of state Ei,
we obtain the expression:

Pi(t + ∆t) = P(1) + P(2) = Pi(t)[1 + qii∆t] +
N

∑
j = 0
j = 1

Pj(t)qij∆t (9)

or

Pi(t + ∆t)− Pi(t) =
N

∑
i=0

Pj(t)qij∆t, (i = 0, 1, . . . , N). (10)

Divide the right and left parts of Expression (10) by ∆t and go to the limit. In this case,
∆t → 0 . As a result, we obtain the following expression:

lim
∆→0

Pi(t + ∆t)− Pi(t)
∆t

=
N

∑
i=0

Pj(t)qij, (i = 0, 1, . . . , N). (11)

For the stable mode of operation of the system, the probabilities of states will tend
to infinity. These state probabilities will not depend on the probabilities at the initial time
instant. In this stable mode of operation, the derivatives dPi(t)/dt = 0. Equating the
derivatives to zero changes the general system of differential equations for the steady-state
regime. It can be represented in this case as:

N

∑
j=0

Pi(t)qij = 0, (i = 0, 1, . . . , N), (12)

Taking into account that
N
∑

i=0
Pi = 1, we will have a single solution for the system of

equations.

4. Formation of the Transition Graph for Description of Variants of Use of the System of
Diagnostics of the Technical System

The ways of connecting diagnostic systems (DSs) to the MCMH system can be quite
diverse. The components of the DS are sensors, signal normalisers, switchboard, infor-
mation processing devices registration and indication units [68,69]. Depending on the
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location of these components, we can distinguish different structures of DSs with DSs. The
authors introduced the concept of an inbuilt technical diagnostics tool that was an integral
part of the object, and an external technical diagnostics tool that was structurally separate
from the object [70]. Intermediate variants are possible when separate elements of the DS
can be located in the object [71,72]. In practice, the variety of connection methods can be
caused by the design features of the DSs, where DSs will work more effectively either in
the built-in version or with built-in separate components. The influence of interference and
electromagnetic interference on the measurement accuracy is of great importance when
placing the DSs. It is necessary to consider that in the analysis of the testability of MCMH
systems, equivalent defects are revealed, therefore, a part of the blocks is concentrated
in separate constructive units. The economic factor is also of great importance, as differ-
ent configurations can have different costs [73–75]. It is possible to distinguish a general
approach, which allows for the analysis of the reliability of the DS of MCMH systems.

Figure 2 shows the state graph for the technical system (TS) with a DS for the general
case of the placement of individual components of the DS in the TS. The proposed approach
allows a general model to be built for the analysis and optimisation of reliability indicators.
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Figure 2. Graph for a general approach to the placement of the diagnostic system in the SNGPD
system.

The horizontal columns of the graph represent the states Cm, corresponding to the
operating modes of the MCMH and DS. These modes include the operation of the MCMH
system and verification of the monitored MCMH and DS. In practice, other modes may
also be used.

The vertical lines of the graph correspond to the states H1, . . ., Hn, in which the
elements of the SNAP system and the DS can be located. The number of these states
depends on the number of components of the DS and the MCMH system to be checked.
These can be sensor groups, individual sensors, switches, processing units, displays, and
indicators.

The scheme uses the following designations: λn—probability of failure of the elements
selected for diagnostics; νm—probability of switching to the control mode of the corre-
sponding element; µn—probability of recovery of this element; η—probability of returning
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to the operating mode; Pk—probability of finding the MCMH system with DS in one of the
specified states.

The system of equations of discrete processes with continuous time looks like this:

mn

∑
k=1

m

∑
j=1

n

∑
i=1

Pkqij = 0. (13)

By taking the normalising condition into account and solving this system of equations,
we are able to determine the probabilities. The availability factor is determined by these
probabilities. There is another option to solve the problem of testing diagnostic systems
and increasing the availability factor. It is possible to separate the diagnostic and technical
systems of the MCMH (Figure 3).
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Figure 3. Block diagram of the device with a separated technical system and external diagnostics
system.

The graph of the structure, which separates the diagnostic system from the technical
system, is shown in Figure 4. The technical system includes information processing devices,
sensors, and switches. The diagnostic system includes indication and registration units.
Information transfer between these systems is carried out by means of communication
channels. Possible states of the system are shown in the graph (Figure 4). The different
states are labelled by the letter P with an index. P is the probability of being in operation or
test mode with different states of the diagnostic system and the technical system.

P1—the system is working, DS and TS are in good working order;
P2—the system works, the TS is faulty;
P3—the system is operational, the DS is faulty;
P4—the system is in the DS test mode, DS and TS are OK;
P5—the system is in the DS test mode, the TS is faulty;
P6—the system is in the DS test mode, DS is faulty;
P7—the system is in the TS test mode, DS and TS are OK;
P8—the system is in the TS test mode, TS is faulty;
P9—the system is in the TS test mode, the DS is faulty.

It is also important to consider that a system can be in various combinations of these
states, which affects its overall performance and reliability:

P1 + P2 + P3 + P4 + P5 + P6 + P7 + P8 + P9 = 1. (14)
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The corresponding system of equations for the nine states of the SNAP system with
an external diagnostic system is as follows:

−(λ + λ1 + ν)P1 + ηP7 = 0
λ P1 − vP2 = 0
λ1P1 − vP3 = 0
vP1 − (ξ + λ + λ1)P4 + µ1P9 = 0
vP2 + λ P4 − ξP5 = 0
vP3 + λ1P4 − ξP6 = 0
ξP4 + µP8 − (λ + λ1 + η)P7 = 0
ξP5 + λP7 − µP8 = 0
ξP6 + λ1P7 − µ1P9 = 0


. (15)
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For this case, the availability factor and the idle factor are respectively equal:

Kg = P1 + P3, (16)

Knp = 1 − Kg. (17)

Based on the results obtained, it can be said that there is no universal way to connect
diagnostic equipment [76–78]. Each specific case is unique and requires its own optimal
method [79,80].

5. Discussion

The comparison of the reliability level of the used methods of placing the system of
the mine cargo-passenger hoist showed the change in values of the system availability
factor in a wide enough interval. The value of change of this coefficient largely depends on
the parameters of the object. This is true for various methods and allows one to say that
a universal and effective method cannot be singled out. For each specific condition and
parameter of the research object, any of the considered methods can be optimal. For some
conditions, one method will be optimal, and for others, another method will be optimal.
As a result, for each case, a different method of DS placement in the MCMH is suitable,
which will be optimal in technical terms. In the previous section, we provided formulas for
calculating the optimal value of the diagnostic depth F. At this value of F, the minimum
value of recovery time T will be achieved Tβ.

The recovery intensity value has an inverse dependence on the recovery time. Based
on this, we can say that there is a maximum value of recovery intensity and availability
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factor Kg. For further reliability analysis, we plotted the dependences of the availability
factor on the parameters of the mine hoist. Among these parameters were the diagnostic
depths, inspection intensity, etc. However, the most important, from the point of view
of system reliability, is the analysis of the dependences of the idle ratio Knp on the depth
of diagnosing F and of the readiness coefficients Kg on the depth of diagnosing F. These
dependences are shown in Figures 5 and 6. The dependences are shown for different values
of parameter α, which considers the complexity of the object.
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The dependences presented in Figures 5 and 6 have minima and maxima. These
extrema are clearly expressed. The influence of the structural parameter α on the values
of the coefficients Kg and Knp is also clearly visible. When analysing the reliability of
systems, as a rule, the increase in the complexity of the object leads to a decrease in the
reliability of its operation and increases the probability of failures. In this case, a similar
dependence is observed for the structural parameter α. The growth in the values of this
parameter leads to a decrease in the values of the availability factor, and vice versa, where
the growth in the values of diagnostic depth leads to the growth in the availability factor
values. These dependences are true for all four ways of diagnostics system (DS) placement.
The dependence is maintained, although the numerical values will be different.

Expressions for determining the derivatives of the availability and downtime factors
allow for the optimum value of the diagnostic depth to be calculated. These expressions
are derived for the integrated diagnosis system. If these expressions are equated to zero,
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the optimum values can be determined. The optimum value for the availability factor Kg
is the maximum value. For the idle factor Knp, the optimum value is the minimum value.
Calculating the values of these coefficients analytically is a rather complex and difficult
task. Figure 7 shows that the value of the maximum availability factor depends on the
complexity of the object. An increase in complexity leads to a decrease in the value of the
maximum coefficient. Similarly, the growth in the value of the initial depth of diagnostics
F0 leads to its decrease. On this basis, the dependence Kg (F) is extremely important in the
case of changing values of the initial depth of diagnostics [80]. This dependence (Figure 8)
allows one to determine the optimal value for the diagnostic depth Fopt. This optimal value
of Fopt will provide the maximum value of the availability factor. The relationship between
Fopt and the value of the diagnostic depth F will play an important role in analysing
and improving the reliability of the system. The value of F is obtained by analysing the
inspection matrix for equivalent defects.
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The depth of diagnostics required for diagnostics at the initial stage F0 will be determined
when designing the object with control points. The dependence of the readiness factor on
the diagnostic depth for different numbers of test points is shown in Figure 8. This figure
shows that in the case where Fonm < F0, it is necessary to reduce the value of F by introducing
additional control points. This makes it possible to break down the localisation of defects and
the classes of equivalent defects. In this case, the reduction in the value of the diagnostic depth
is limited to the value of the optimal diagnostic depth; F cannot be smaller.

In the opposite case, when Fonm > F0, the number of control points should be reduced.
This will decrease the value of Tβ. The analysis of the obtained results also showed other
dependencies and regularities. An increase in the value of the complexity coefficient α
naturally results in an increase in Fopt. There was a similar dependence for the search time
τ0, where the more τ0, the more Fopt.

The data in the graphs show important dependencies. The availability factor depends
to a large extent on the failure rate values. Reducing the failure rate increases the reliability
of the equipment and increases the availability. Graphs confirming this are presented in
Figures 9 and 10. These graphs show that the selection of values of diagnostic intensity
allows one to change the availability factor. However, from the same graphs, it is clear
that the degree of influence depends on the value of the diagnostic cycle frequency ξ. At
values ξ > 5 (Figure 9), the growth rate of the readiness factor slows down when changing
the values of the diagnostic intensity. Knowing this, it is possible to select the values of
the diagnostic cycle frequency, which will allow one to obtain the necessary value of the
availability factor. A similar analysis can be performed for Figure 11. The data presented in
this graph suggest that there is an optimum value of the frequency of control of the SNAP
system. At this frequency, the maximum value will be obtained by the availability factor.
This is very important to obtain the maximum reliability of the operating equipment [59].
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The performed research on the modelling and reliability assessment of the MCMH
operation allowed us to determine the optimal values of a number of parameters. The
optimal value of diagnostics depth was determined. At this value, the maximum avail-
ability factor is obtained. The dependence on the system parameters was obtained for the
availability factor.

The development of a model of reliability of operation for the object of study was
carried out in the form of a transition graph in combination with a system of equations.
The obtained system of equations allowed us to assess the reliability of the MCMH with
DS. Additionally, the developed model allows one to determine the readiness (using the
readiness factor) and downtime of the elements of the MCMH with a DS. This paper shows
the dependence of the readiness of the object under study for diagnostics on the system
parameters. We investigated the influence of various parameters of the MCMH system with
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DS. Among these parameters were the troubleshooting time, the failure rate, monitoring
intensity of the diagnosis system, etc. The obtained model showed the causal relationship
between the elements of the MCMH and allowed us to obtain the maximum value of the
availability factor and the depth of possible diagnostics for this value of the availability
factor. With the use of this model, a methodology for assessing the reliability of mine
equipment on the example of a MCMH was developed This methodology can be integrated
into the operation of equipment to reduce the probability of failure of equipment elements
and increase the reliability of its operation as a whole.
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The authors consider the topic to be original research and relevant in the field of
the assessment and improvement in the reliability of mining equipment. It concerns
quite a wide area—the reliability of mining equipment, power engineering, and mining
transportation. Additionally, this reliability model can be developed and applied in other
areas of industry.

The proposed mathematical logic model for analysing the controllability of mining
equipment, taking into account its resource and diagnostic parameters including testability,
correlates with the general reliability models described in [65,67,80,81], which allows us to
speak about its adequacy and applicability to the analysis of mining equipment.

As a result of compiling the reliability model, the authors drew the following conclu-
sions concerning the testability of equipment. After reliability modelling, the property of
the object, which characterises its adaptability to control and technical diagnostics, is the
testability of the object. The efficiency of diagnostics task solutions depends on whether the
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given object possesses controllability properties or not. It also means the minimisation of
all costs and expenses connected with the organisation of control and technical diagnostics
and leads to an improvement in operational characteristics. Without solving the issues
of testability, the application of special methods and automated means of diagnostics can
be ineffective. In this connection, an approach to bring the object to the controllability is
proposed, which consists of the following. The testability property of the object of diagnos-
tics is formed at the stage of its design, where the interrelationship is established. At the
stage of its design, where interrelations and parameters of the object are established, the
essence, variety, and character of these relations are revealed and the object of diagnostics
is represented through the received interrelations (i.e., in essence there is a construction of
an effective model of the diagnosed object).

6. Conclusions

As a result of the conducted scientific research and instrumental observations, the
following tasks were solved:

• The method of determining the reliability of mine hoisting installations and increasing
their testability was proposed;

• The dependence of the availability factor on various parameters of the technical system
of the mine hoisting plant was analysed in order to ensure normative reliability;

• A methodology for assessing the reliability of mine hoisting plants was developed
that includes effective ways to improve the reliability of plant operation by using
technological measures.

A mathematical model for the system of a mine hoisting plant with an external
diagnostic system was developed. This model was realised in the form of a transition
graph. The graph was supplemented with a system of equations to assess the reliability of
the system. The methods presented in this paper allowed us to determine the maximum
availability factor by achieving the optimal values of the diagnostic depth. A methodology
for assessing the reliability of mine hoisting systems was developed.

The practical significance of the work is as follows:

• A mathematical model of a mine hoisting plant was developed in order to analyse its
reliability as a complex technical system with different depths of diagnostics;

• The dependence of the availability factor on various parameters of the technical system
of the mine hoisting plant was analysed in order to ensure normative reliability;

• A methodology for assessing the reliability of mine hoisting plants was proposed
including effective ways to improve the reliability of operation of both individual
elements and the whole plant through the use of technological measures.

The practical value of the work consists of the development of a methodology for
assessing the reliability of mine hoisting plants in order to increase the plant availability
factor. The work shows a universal block in the realisation of the diagnostics process, which
is aimed at controlling the functioning of mine equipment and in particular, mine hoisting
plants. Control was carried out by obtaining information from sensors in analogue form
while sensors were located in control points.
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