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Abstract: This paper introduces a novel unsupervised domain adaptation (UDA) method,
MeTa Discriminative Class-Wise MMD (MCWMMD), which combines meta-learning with
a Class-Wise Maximum Mean Discrepancy (MMD) approach to enhance domain adapta-
tion. Traditional MMD methods align overall distributions but struggle with class-wise
alignment, reducing feature distinguishability. MCWMMD incorporates a meta-module
to dynamically learn a deep kernel for MMD, improving alignment accuracy and model
adaptability. This meta-learning technique enhances the model’s ability to generalize
across tasks by ensuring domain-invariant and class-discriminative feature representations.
Despite the complexity of the method, including the need for meta-module training, it
presents a significant advancement in UDA. Future work will explore scalability in diverse
real-world scenarios and further optimize the meta-learning framework. MCWMMD offers
a promising solution to the persistent challenge of domain adaptation, paving the way for
more adaptable and generalizable deep learning models.

Keywords: unsupervised domain adaptation; maximum mean discrepancy (MMD);
discriminative class-wise MMD (DCWMMD); meta-learning; deep kernel; feature
distributions; domain shift; transfer learning

MSC: 68T05

1. Introduction
The success of deep learning relies heavily on large annotated datasets. However,

annotating a substantial number of images with object content is a time-consuming and
labor-intensive task. The advent of Generative Adversarial Networks (GANs) [1] has
partially alleviated this issue, facilitating advancements in deep learning by enabling the
creation of synthetic data. Despite this progress, existing learning algorithms often struggle
with limited generalization across different datasets—a challenge known as domain adapta-
tion (DA). Traditional recognition tasks typically assume that training data (source domain)
and testing data (target domain) share a common distribution. In practice, this assumption
rarely holds, as test data can come from diverse sources and modalities, leading to poor
generalization and the phenomenon known as domain shift.

Various methods have been proposed to tackle domain adaptation [2–6], focusing
mainly on aligning feature distributions between domains by measuring and minimizing
differences. Another approach in UDA leverages meta-learning to generalize across new,
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unlabeled domains by learning adaptable representations. For instance, Vettoruzzo et al. [7]
proposed a meta-learning framework that optimizes model parameters to achieve effective
adaptation across domains with minimal labeled data, showing strong adaptability even
with limited unlabeled test samples. This method emphasizes efficient domain adaptation,
leveraging knowledge from prior domains to improve generalization under distribution
shifts. Recent advancements in deep unsupervised domain adaptation (UDA) have in-
troduced more sophisticated strategies. For instance, a comprehensive 2022 review [8]
examined developments such as feature alignment, self-supervision, and representation
learning, highlighting current trends and future directions. A 2023 approach employing
domain-guided conditional diffusion models [9] demonstrated enhanced transfer per-
formance by generating synthetic samples for the target domain, thus bridging domain
gaps more effectively. Additionally, cross-domain contrastive learning [10] has shown
promise in promoting domain-invariant features by minimizing feature distances across
domains, and manifold-based techniques like Discriminative Manifold Propagation [11]
have leveraged probabilistic criteria and metric alignment to achieve both transferability
and discriminability.

Domain-Adversarial Neural Networks (DANNs) [4] introduced adversarial training
with a gradient reversal layer, laying the groundwork for adversarial domain adaptation
approaches. ADDA (Adversarial Discriminative Domain Adaptation) [5] further improved
this framework by incorporating untied weight sharing for flexible feature alignment. Deep
Adaptation Networks (DANs) [6] employed Maximum Mean Discrepancy (MMD) for
kernel-based feature alignment, establishing an influential precedent in UDA. Techniques
such as CyCADA [12] combined pixel-level and feature-level adaptations to comprehen-
sively mitigate domain shifts, while MCD (Maximum Classifier Discrepancy) [13] used
classifier-based discrepancy maximization to enhance target domain adaptation.

A significant challenge in domain adaptation lies in effectively measuring these dis-
tances [2,14]. Classical metrics such as Quadratic [15], Kullback–Leibler [16], and Maha-
lanobis [17] distances often lack flexibility and fail to generalize across models. Maximum
Mean Discrepancy (MMD) [18], which embeds distribution metrics within a Reproduc-
ing Kernel Hilbert Space, has gained traction due to its robust theoretical foundation
and application in various settings, such as transfer learning [19], kernel Bayesian infer-
ence [20], approximate Bayesian computation [21], and MMD GANs [22]. Despite its
simplicity, selecting the optimal bandwidth for Gaussian kernels in MMD remains chal-
lenging. Liu et al. [23] addressed this by introducing a parameterized deep kernel, known
as Maximum Mean Discrepancy with a Deep Kernel (MMDDK), which adapts kernel
parameters for more precise domain alignment.

MMD effectively aligns overall domain distributions but struggles with precise class-
wise feature alignment. Long et al. [24] addressed this by proposing Class-Wise Maximum
Mean Discrepancy (CWMMD), which maps samples from both domains into a shared space
and calculates the MMD for each category, summing them to derive the CWMMD. However,
these approaches often involve linear transformations, which may not capture complex
relationships needed for deeper alignment. Wang et al. [25] provided insights into the
MMD’s theoretical foundations, highlighting its role in extracting shared semantic features
across diverse categories while maximizing intra-class distances between source and target
domains. This approach, however, reduced feature discriminativeness and relied on linear
transformations with L2 norm estimations, which may not suffice for general, nonlinear
relationships [26,27]. In contrast, deep neural networks, particularly convolutional neural
networks (CNNs), excel at learning expressive, nonlinear transformations. Our previous
work [28] proposed training a CNN architecture to automatically learn task-specific feature
representations.
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Meta-learning, or “learning to learn”, has gained attention for its ability to rapidly
adapt to new tasks [29,30]. This proposal introduces a novel UDA method that leverages a
class-wise, deep kernel-based MMD, optimized through meta-learning. This approach aims
to enhance the adaptability and performance of UDA models by incorporating flexible,
data-driven kernel learning mechanisms.

The contributions of this paper are summarized as follows: (1) It presents the de-
velopment of the novel MCWMMD framework, which combines meta-learning with a
Class-Wise MMD approach, specifically enhancing class-wise distribution alignment for
unsupervised domain adaptation (UDA). (2) It introduces a meta-module that dynamically
learns a deep kernel, optimizing domain alignment by adapting to the unique characteris-
tics of each class distribution. (3) It provides a demonstration of improved cross-domain
recognition performance, validated through extensive experiments on diverse benchmark
datasets, showcasing the framework’s adaptability and effectiveness.

2. Related Work and Key Concepts
This section delves into the foundations and advancements of the Maximum Mean

Discrepancy (MMD) metric, a widely used method for measuring the difference between
distributions in domain adaptation tasks. We review the evolution of MMD, discussing
its theoretical underpinnings, variations, and applications across different models. Addi-
tionally, we explore how recent research has extended the MMD to address more complex
distributional challenges, including conditional and joint distributions, and we highlight the
limitations that these methods seek to overcome. This study considers only two domains
for domain adaptation, one source domain and one target domain. Xs and Xt represent
the sample sets from the source domain and the target domain, respectively, and X (or Xst)
represents the union of all sample sets in both domains, i.e., X = Xst = Xs ∪ Xt. More
symbols and notations are presented in a nomenclature table provided in Table 1.

Table 1. Parameters and variables.

Symbol Meaning

Xs Set of samples from the source domain.

Xt Set of samples from the target domain.

Xc
s Set of samples of class c from the source domain.

Xc
t Set of samples of class c from the target domain.

Xc Union of source and target samples for class c.

X Union of all samples from source and target domains.

xs A single sample from the source domain.

xt A single sample from the target domain.

Zs Set of feature vectors of samples from the source domain.

Zt Set of feature vectors of samples from the target domain.

zs Feature vector of sample xs from the source domain.

zt Feature vector of sample xt from the target domain.

ns, nt Number of samples in the source and target domains, respectively.

nc
s , nc

t Number of samples of class c in the source and target domains, respectively.

ms, mt Mean of samples in the source and target domains, respectively.

mc
s , mc

t Mean of samples of class c in the source and target domains, respectively.

h(x) Deep kernel function mapping features into latent space.

Θ Set of parameters of the feature extractor network.

γ, λ Hyperparameters for balancing loss components.

η Learning rate for optimization.
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2.1. Domain Adaptation

In machine learning, domain adaptation (DA) is a subfield of transfer learning that
focuses on the scenario where there is a significant difference between the data distribution
of the training set (source domain) and the test set (target domain). The goal of domain
adaptation is to adapt a model trained on the source domain so that it performs well on the
target domain despite the differences in data distributions.

The source domain ∆s is the domain from which we have access to labeled data.
Let Xs = {(xsi, ysi)}m

i=1 denote the set of m labeled data points from the source domain
∆s, where xsi represents the i-th data point, and ysi is the corresponding label indicating
the class to which xsi belongs. The label ysi belongs to a set of predefined class labels
C = {1, · · · , C}. The target domain ∆t is the domain to which we want to apply the learned
model, but where we only have access to unlabeled data. Let Xt =

{
xtj
}n

j=1 denote the
set of n unlabeled data points from the target domain ∆t. Each data point xtj belongs to
one of the classes in C, but its corresponding label yti is not observed during training. The
source and target domains share a common set of class labels C = {1, · · · , C}. This implies
that, theoretically, the same classes exist in both domains, but the way these classes are
represented (i.e., the data distribution) may differ. For instance, the source domain might
consist of high-resolution images, while the target domain could consist of lower-resolution
images or images taken under different lighting conditions. This distributional difference
between the domains poses significant challenges for traditional machine learning models,
which typically assume that the training and test data are drawn from the same distribution.
To address this challenge, domain adaptation techniques often involve aligning the data
distributions between the source and target domains by transforming the feature space
or modifying the learning algorithm. One effective method for this is Maximum Mean
Discrepancy (MMD), which minimizes the distance between the distributions of the source
and target domains in a common latent space. By reducing this distribution shift, MMD
helps improve the model’s generalization ability on the target domain, making it a crucial
technique for successful domain adaptation.

2.2. RKHS, Kernels, and the Kernel Trick

A Reproducing Kernel Hilbert Space (RKHS) [31] is a powerful mathematical frame-
work widely used in kernel-based learning algorithms. In an RKHS, every function f can be
represented as an inner product involving a kernel function k, which serves as a measure of
similarity between data points. Specifically, for any function f in the RKHS and any point
x, the value of f at x can be represented as shown in Equation (1), where ⟨·, ·⟩H denotes the
inner product in the RKHS, and k(x, ·) is the kernel function centered at x.

f (x) = ⟨ f , k(x, ·)⟩H (1)

The kernel function k(x, y) implicitly maps data into a high-dimensional feature space,
enabling the capture of complex relationships that may not be apparent in the original lower-
dimensional space. A widely used kernel is the Gaussian (or RBF) kernel, defined as shown
in Equation (2), where σ is a parameter that controls the width of the kernel. The Gaussian
kernel measures the similarity between two points, x and y, based on their distance.

k(x, y) = exp

(
−
∥x− y2

2∥
2σ2

)
(2)

The kernel trick is a crucial technique that enables efficient computation in high-
dimensional spaces without explicitly performing mapping. This trick leverages the kernel
function to compute the inner product between two points in the feature space H directly
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in the input space X without needing to know the explicit form of the mapping φ(·). For
example, let φ(x) and φ(y) be the mappings of data points x and y into the feature space.
The inner product in x and y can be directly evaluated as shown in Equation (3), where
k(x, y) is the kernel function. This means that the product of two elements in the high-
dimensional feature space can be evaluated directly in the original input space using the
kernel function, such as the Gaussian kernel given in Equation (2).

⟨φ(x), φ (y)⟩H = k(x, y) (3)

By utilizing the kernel trick, algorithms can efficiently handle nonlinear patterns in
the data, making RKHS, kernels, and the kernel trick fundamental components of modern
machine learning. This approach simplifies the learning process and reduces compu-
tational complexity, enabling operations that would typically require high-dimensional
computations to be performed directly in the original input space.

2.3. Maximum Mean Discrepancy (MMD)

Assume that the random samples X = {x1, . . . , xm} and Y = {y1, . . . , yn} come from
two probability distributions P and Q, respectively. The kernel mean embeddings for these
distributions are given by µP = Ex∼P[ϕ(x)] and µQ = Ey∼Q[ϕ(y)], where the function ϕ(·)
maps the samples into a Reproducing Kernel Hilbert Space (RKHS) H. The Maximum
Mean Discrepancy (MMD) [18] between X and Y is defined as the difference between these
means in the RKHS, as shown in Equation (4), where F is the set of functions in the unit
ball of the universal RKHS. By squaring the MMD, we can use the kernel trick to compute
it directly on the samples with a kernel function k without needing the explicit form of ϕ(·),
as illustrated in Equation (5). The Gaussian kernel shown in Equation (2) is usually used as
the kernel function. In practice, for samples X and Y, the MMD formula can be adjusted to
yield an unbiased estimate, as described in Equation (6).

MMD(P, Q) = ∥ µP − µQ ∥H (4)

MMD2(P, Q) = ⟨µP − µQ, µP − µQ⟩H = ⟨µP, µP⟩H + ⟨µQ, µQ⟩H − 2⟨µP, µQ⟩H =

Ex,x′∼P[k(x, x′)] +Ey,y′∼Q[k(y, y′)]− 2Ex∼P,y∼Q[k(x, y)]
(5)

MMD2
u(X, Y) =

1
m(m− 1) ∑m

i ̸=j k
(
xi, xj

)
+

1
n(n− 1) ∑n

i ̸=j k
(
yi, yj

)
− 2

mn ∑m,n
i,j k

(
xi, yj

)
(6)

2.4. The Mean Discrepancy with a Deep Kernel

While the Maximum Mean Discrepancy (MMD) defined in a Reproducing Kernel
Hilbert Space (RKHS) is a powerful tool for measuring the mean difference between
two samples, one of the significant challenges lies in the selection of the bandwidth σ for
the Gaussian kernel used in the computation. The choice of σ is crucial as it directly impacts
the sensitivity of the MMD to differences in distributions. However, there is no definitive
method for optimally selecting this bandwidth, which can limit the effectiveness of the
MMD in practice. To address the issue of bandwidth selection, Liu et al. [23] introduced the
Maximum Mean Discrepancy with a Deep Kernel (MMDDK), as described in Equation (7).
In this approach, Fd represents a deep neural network that is employed to extract features
from the input data. Within this learned feature space, an inner kernel κ is applied, typically
a Gaussian function with bandwidth σϕ, as shown in Equation (8). Additionally, an inner
kernel q is applied directly in the input space, also using a Gaussian function but with
bandwidth σq, as depicted in Equation (9).

The MMDDK framework innovatively combines these kernels by defining a composite
kernel function kω(x, y) that integrates both the feature space kernel and the input space
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kernel. The bandwidth parameters σϕ and σq, the weight ϵ, and the deep network parame-
ters θd are all jointly optimized through a deep learning approach. This joint optimization
allows for adaptive bandwidth selection and improved alignment between the source and
target distributions.

The entire MMDDK framework is denoted by Fω, where ω =
(
θd, σϕ, σq, ϵ

)
, encap-

sulating all the parameters involved in the model. The training process aims to maximize
an objective function Jλ, as shown in Equation (10), which balances the MMD-based
discrepancy measure MMDDK2

u and the variance σ̂2
H1,λ, defined in Equation (11) and

Equation (12), respectively. Here, H1 refers to the alternative hypothesis in a two-sample
test, P ̸= Q, where λ is a regularization constant that ensures stability in the optimization
process. The function Hi,j, as defined in Equation (13), calculates the contribution of pairs of
samples from both domains, integrating the kernel evaluations across different sample pairs
to compute the overall discrepancy. This MMDDK approach addresses the limitations of
traditional MMD by allowing for more flexible and adaptive kernel learning, improving the
effectiveness of domain adaptation in scenarios where the optimal bandwidth is difficult to
determine. The assumption of equal sample sizes in both domains (i.e., m = n) simplifies
the computations and ensures that the statistical properties of the test remain robust.

kω(x, y) = [(1− ϵ)κ(Fd(x), Fd(y)) + ϵ]q(x, y) (7)

κ(a, b) = exp

(
−∥a− b∥2

2
2σ2

ϕ

)
(8)

q(a, b) = exp

(
−∥a− b∥2

2
2σ2

q

)
(9)

Jλ(X, Y; kω) =
MMDDK2

u(X, Y; kω)

σ̂H1,λ(X, Y; kω)
(10)

MMDDK2
u(X, Y; kω) =

1
n(n− 1) ∑i ̸=j Hi,j (11)

σ̂2
H1,λ =

4
n3 ∑n

i=1

(
∑n

j=1 Hi,j

)2
− 4

n4

(
∑n

i=1 ∑n
j=1 Hi,j

)2
+ λ (12)

Hi,j = kω

(
xi, xj

)
+ kω

(
yi, yj

)
− kω

(
xi, yj

)
− kω

(
yi, xj

)
(13)

2.5. Class-Wise Maximum Mean Discrepancy

In domain adaptation, the key challenge arises from the differences between the
source and target domains in both marginal and conditional distributions. The marginal
distribution captures the overall sample distribution within a domain, while the conditional
distribution refers to the distribution of samples within specific classes. Although the
Maximum Mean Discrepancy (MMD) is a powerful tool for measuring distributional
differences, its common application focuses solely on aligning marginal distributions,
often neglecting the alignment of samples with the same labels across domains. This can
result in suboptimal performance, particularly when the conditional distributions between
the source and target domains differ significantly. To address this issue, Long et al. [24]
proposed Joint Distribution Adaptation (JDA), which extends the use of MMD to align both
marginal and conditional distributions within a shared linear transformation space. JDA
aims to generate feature representations that not only bridge the domain gap but are also
robust to significant distributional differences.

In JDA, the source domain samples, Xs ∈ Rd×ns , and the target domain samples,
Xt ∈ Rd×nt , are mapped onto a common feature space through a linear orthogonal transfor-
mation. Here, ns and nt denote the number of samples in the source and target domains,
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respectively, and d is the dimension of the samples. The transformation matrix A, which
is of size d× K, maps the original data points into a K-dimensional feature space. The
transformed data points for the source domain are given by ATxi, and similarly, for the
target domain by ATxj. The primary objective of this transformation is to minimize the
discrepancy between the means of the transformed samples from the source and target
domains in this new feature space. The discrepancy is formalized in Equation (14), which
represents the MMD they define, where the terms 1

ns
∑xi∈Xs ATxi and 1

nt
∑xj∈Xt ATxj repre-

sent the mean vectors of the transformed data points from the source and target domains,
respectively. Their goal is to minimize the Euclidean distance between these two mean
vectors, which effectively aligns the marginal distributions of the two domains in the new
feature space. On the right side of Equation (14), the trace operation tr

(
ATXst M0XT

st A
)

is
used to express the squared Euclidean distance between the means in a matrix form; the
matrix Xst = [Xs|Xt] is the concatenated data matrix containing both the source and target
samples, resulting in a matrix of size d× (ns + nt); and the matrix M0 ∈ Rnst×nst , defined
in Equation (15), is constructed to measure the pairwise relationships between samples in
the source and target domains. The elements (M0)ij define how the relationship between
pairs of samples is weighted during the optimization process. When both samples xi and xj

belong to the source domain (xi, xj ∈ Xs), the element (M0)ij is assigned a positive weight
1

nsns
. Similarly, when both samples belong to the target domain (xi, xj ∈ Xt), the weight is

1
ntnt

. These positive weights contribute to aligning the means of the samples within each
domain. For pairs where one sample is from the source domain and the other from the
target domain, (M0)ij is assigned a negative weight −1

nsnt
. These negative weights are crucial

for minimizing the discrepancy between the source and target domain means by penalizing
large differences between them. The matrix M0 plays a pivotal role in the optimization
objective by guiding the linear transformation A to map the source and target samples
into a common feature space where their distributions are aligned. The trace operation
in Equation (14) sums the weighted differences across all pairs of samples, driving the
minimization process towards the optimal alignment of both marginal and conditional
distributions. The JDA method, through the use of the linear transformation matrix A and
the carefully constructed matrix M0, effectively addresses the limitations of traditional
MMD by jointly aligning both marginal and conditional distributions. This joint alignment
is crucial for improving the performance of domain adaptation tasks, particularly in sce-
narios where the source and target domains exhibit significant distributional differences.
The mathematical framework provided by Equations (14) and (15) ensures that the adapta-
tion process considers the complex relationships between the source and target domains,
leading to more robust and generalizable models.

MMD2 =

∣∣∣∣∣∣∣∣ 1
ns

∑xi∈Xs
ATxi −

1
nt

∑xj∈Xt
ATxj

∣∣∣∣|22 = tr
(

ATXst M0XT
st A
)

(14)

(M0)ij =


1

nsns
, xi, xj ∈ Xs

1
ntnt

, xi, xj ∈ Xt
−1

nsnt
, otherwise

(15)

The challenge of matching conditional distributions (i.e., distributions conditioned on
class labels) arises from the difficulty of doing so without labeled data in the target domain.
To address this, Long et al. [24] proposed using pseudo labels for the target samples. These
pseudo labels can be inferred by applying classifiers trained on the labeled source data to the
unlabeled target data. This allows for the approximation of class-conditional distributions
in the target domain, enabling the calculation of the discrepancy between class-conditional
distributions in the source and target domains. To quantify this discrepancy, Long et al.
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introduced the Class-Wise Maximum Mean Discrepancy (CWMMD), which modifies the
standard MMD to focus on class-conditional distributions. The formulation of CWMMD
is given in Equation (16), where Xc

s and Xc
t represent the data samples belonging to the

c-th class from the source and target domains, respectively; nc
s and nc

s are the numbers
of samples in the c-th class for the source and target domains, respectively; and A is a
projection matrix that maps the data into a common subspace where the distributions
are compared. The term on the left-hand side of Equation (16) represents the squared
Euclidean distance between the class-conditional distributions of the source and target
domains after projection by A. The right-hand side expresses this same discrepancy in its
matrix trace form, where Xst = [Xs, Xt] denotes the combined source and target data and
Mc is a class-specific matrix that encodes the relationships between pairs of samples from
the source and target domains within the same class, as defined in Equation (17).

CWMMD2 = ∑C
c=1

∣∣∣∣∣∣∣∣ 1
nc

s
∑xi∈Xc

s
ATxi −

1
nc

t
∑xj∈Xc

t
ATxj

∣∣∣∣|22 = ∑C
c=1 tr

(
ATXst McXT

st A
)

(16)

(Mc)ij =



1
nc

snc
s
, xi, xj ∈ Xc

s
1

nc
t nc

t
, xi, xj ∈ Xc

t

−1
nc

snc
t
,

{
xi ∈ Xc

s , xj ∈ Xc
t

xj ∈ Xc
s , xi ∈ Xc

t

0, otherwise

(17)

To achieve effective transfer learning, Long et al. proposed the Joint Distribution Adap-
tation (JDA) framework, which combines the marginal MMD (addressed in Equation (14)
with the class-conditional CWMMD addressed in Equation (16). The resulting optimization
problem is shown in Equation (18), where ∑C

c=0 tr
(

ATXst McXT
st A
)

combines the marginal
and conditional discrepancies into a single objective, where c = 0 corresponds to the
marginal distribution, α∥A∥2

F is a regularization term that controls the scale of the pro-
jection matrix A, ensuring the problem is well posed and prevents overfitting, and the
constraint ATXst HstXT

st A = IK×K restricts the total variation in the projected data to a fixed
value, preserving important statistical information. Here, Hst = Inst×nst − 1

nst
1nst×nst is a

centering matrix that ensures the projected data are centered, with nc
st = nc

s + nc
s repre-

senting the total number of samples. This optimization problem is designed to find the
optimal projection matrix A that aligns both marginal and conditional distributions across
domains, thereby enabling effective domain adaptation even when the target domain lacks
labeled data.

min
A

∑C
c=0 tr

(
ATXst McXT

st A
)
+ α∥A∥2

F s.t. ATXst HstXT
st A = IK×K (18)

2.6. Discriminative Class-Wise MMD Based on Euclidean Distance

The use of MMD aims to extract shared common features between the source and
target domains by minimizing the mean difference for each pair of classes, even when
their distributions are distinct. How is this achieved in practice? Wang et al. [25] provided
valuable insights, illustrating that the principles of MMD closely mirror human transferable
learning behaviors. Their approach treats each category as a distinct group, analyzing
and adjusting the means of specific categories in both the source and target domains. For
example, in the case of a specific class shared by the source and target domains, the category
means are progressively aligned by minimizing the mean difference between the pairs,
maximizing their intra-class distances. As the domain adaptation (DA) process progresses,
the means of these classes from the two domains converge, reducing joint variance and
improving feature alignment. This process reflects how humans naturally extract shared
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features from underlying semantics, capturing broad patterns while forgoing some finer
details. The progressive alignment of category means exemplifies how MMD enhances
feature generalization across domains, facilitating robust domain adaptation.

Wang et al. [25] presented Lemmas 1–3 as follows, where Lemmas 2 and 3 were both
proven by them, and Lemma 1 follows the identity about the inter-class (or between-class)
distance according to [32]:

Lemma 1. The inter-class scatter Sb is defined as the squared inter-class distance and can be
expressed as

Sb = tr
(

ATSb A
)
=

1
n ∑C

c=1 ∑C
k=c+1 ncnktr

(
AT Dck A

)
, (19)

where Dij =
(
mi −mj)(mi −mj)T , Sb = ∑C

i=1 ni(mi −m
)(

mi −m
)Tis the inter-class scatter

matrix, ni is the number of data instances in the i-th category, mi represents the mean of data
samples from the i-th category, and m represents the mean of the whole data samples. For brevity,
we omit the proofs.

Lemma 2. The squared inter-class distance equals to the data variance minus the squared intra-
class distance:

Sb = Sv − Sw, (20)

where Sv = tr
(

ATSv A
)

is the variance,Sw = tr
(

ATSw A
)

is the squared intra-class (or within-
class) distance, Sv = ∑n

i=1(xi −m)(xi −m)T , and Sw = ∑C
c=1 ∑xj∈Xc

(
xj −m

)(
xj −m

)T .

Lemma 3. The following identity describes the Class-Wise Maximum Mean Discrepancy (CWMMD):

CWMMD = ∑C
c=1 tr

(
AT XMcXT A

)
= ∑C

c=1
nc

s + nc
t

nc
snc

t
tr
(

AT(Sst)
c
b A
)
= ∑C

c=1
nc

s + nc
t

nc
snc

t
tr
(

AT(Sst)
c
v A
)
−∑C

c=1
nc

s + nc
t

nc
snc

t
tr
(

AT(Sst)
c
w A
)

, (21)

where
(Sst)

c
b = ∑i∈{s, t} nc

i (m
c
i −mc

st)(m
c
i −mc

st)
T , (22)

(Sst)
c
v = ∑nc

st
i=1(xi −mc

st)(xi −mc
st)

T , (23)

and
(Sst)

c
w = ∑i∈{s, t}∑

nc
i

j=1

(
xj −mc

i
)(

xj −mc
i
)T . (24)

where nc
i denotes the number of data instances in the c-th category from domain i (where i can be

either source s or target t), and nc
st = nc

s + nc
t . Additionally, mc

i represents the mean of data in the
c-th category from domain i, while mc

st denotes the mean of data in the c-th category from both the
source and target domains combined. The subscription st of Sst signifies that both the source and
target domains are considered together.

Notably, in this paper, we correct a statement proposed by Wang et al. The original
statement, “The inter-class distance equals the data variance minus the intra-class distance”,
should be revised to “The squared inter-class distance equals the data variance minus the
squared intra-class distance”.

Let Sc
b = tr

(
ATXst McXT

st A
)

be the squared inter-class distance in the transformed
space based on transformation matrix A for class c between the source and target domains.
Then, let Sb = ∑C

c=1 Sc
b so that Equation (18) can be written as Equation (25). According

to the identity, Sb = Sv − Sw, derived by Wang et al. [25], Equation (25) can be written as
Equation (26), where Sw is the squared intra-class distance between the source and target
domains, and Sv is their variance. Therefore, minimizing the squared inter-class distance
Sb is equivalent to maximizing the squared intra-class distance Sw while simultaneously
minimizing their variance Sv, thereby reducing feature distinguishability. To propose a
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solution, a balance parameter β (−1 ≤ β ≤ 1) is directly applied to the hidden squared
intra-class distance in Sw to regulate its variation, as shown in Equation (27).

min
A

(
Sb + MMD2 + α∥A∥2

F

)
s.t. ATXst HstXT

st A = Ik×k (25)

min
A

(
Sv − Sw + MMD2 + α∥A∥2

F

)
s.t. ATXst HstXT

st A = Ik×k (26)

min
A

(
Sv + β·Sw + MMD2 + α∥A∥2

F

)
s.t. ATXst HstXT

st A = Ik×k (27)

2.7. Discriminative Class-Wise MMD Based on Gaussian Kernels

Wang et al. [25] extended the work of Long et al. [24] by introducing a discriminative
Class-Wise MMD, which retains the use of linear transformations to project samples into
the feature space and employs the Euclidean distance to measure the mean difference
between the distributions of samples from two domains. However, linear transformations
are generally less effective and efficient compared to nonlinear transformations, such as
those applied in the Reproducing Kernel Hilbert Space (RKHS), where more complex
patterns and relationships between domains can be captured.

In our previous research [28], we redefined the MMD proposed by Wang et al. by
incorporating a Gaussian kernel within the RKHS framework, as RKHS based on the
Gaussian kernel is universal [33]. This modification enables the MMD to be computed more
efficiently and flexibly using the kernel trick, enhancing its applicability to a broader range
of scenarios. Firstly, we redefined the squared inter-class distance Sb, the squared intra-
class distance Sw, and the variance Sv as Sinter, Sintra, and Svar, respectively, in Definitions 1
through 3. We then proved that under the Gaussian kernel MMD, the MMD representing
the inter-class distance between the source and target domains can be decomposed into the
intra-class distance and variance within the source and target domains.

Definition 1. The squared inter-class distance between the source and target domains is defined as
Sinter = ∑C

c=1(Sst)
c
inter, where(Sst)

c
inter is the squared inter-class distance for class c between the

source and target domains, as shown in Equation (28).

(Sst)
c
inter =

1

(nc
s)

2 ∑xi ,xj∈Xc
s

〈
xi, xj

〉
H +

1

(nc
t )

2 ∑xi ,xj∈Xc
t

〈
xi, xj

〉
H −

2
nc

snc
t
∑xi∈Xc

s ,xj∈Xc
t

〈
xi, xj

〉
H (28)

Definition 2. The squared intra-class distance between the source and target domains is defined as
Sintra = ∑C

c=1(Sst)
c
intra, where(Sst)

c
intra is the squared intra-class distance for class c between the

source and target domains, as shown in Equation (29).

(Sst)
c
intra =

nc
s + nc

t
nc

snc
t

[
∑xi∈Xc

st
⟨xi, xi⟩H −

1
nc

s
∑xi ,xj∈Xc

s

〈
xi, xj

〉
H −

1
nc

t
∑xi ,xj∈Xc

t

〈
xi, xj

〉
H

]
(29)

Definition 3. The variance between the source and target domains is defined as Svar = ∑C
c=1(Sst)

c
var,

where (Sst)
c
var is the total variance for class c between the source and target domains, as shown in

Equation (30).

(Sst)
c
var =

nc
s + nc

t
nc

snc
t

∑xj∈Xc
st

〈
xj, xj

〉
H
− 1

nc
snc

t
∑xi ,xj∈Xc

s

〈
xi, xj

〉
H
− 1

nc
snc

t
∑xi ,xj∈Xc

t

〈
xi, xj

〉
H
− 2

nc
snc

t
∑xi∈Xc

s ,xj∈Xc
t

〈
xi, xj

〉
H

(30)
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Theorem 1. Sinter = Svar − Sintra.

Our previous work [28] established Theorem 1 and provided proof. Traditional MMD,
without categorization, is the inter-class distance of samples from the two domains, referred
to as marginal MMD, defined in Equation (31). Class-Wise MMD refers to the inter-class
distance of samples from specific categories in the two domains, termed conditional MMD.
For example, (S)c

inter is the squared MMD or the squared inter-class distance for class
c between the two domains and can be defined as MMD2

c = (S)c
inter. As a result, the

loss function Lcwmmd based on Class-Wise Maximum Mean Discrepancy is defined as the
sum of and the squared inter-class distance Sinter and the squared marginal MMD, as
shown in Equation (32), which can also be written as Equation (33) according to Theorem 1.
To address the reduction in feature discriminability, we adopt the strategy proposed by
Wang et al. [25], introducing a balance parameter β(−1 ≤ β ≤ 1) to the hidden squared
intra-class distance within the squared inter-class distance Sinter. This modification adjusts
the loss function, resulting in Ldcwmmd, as shown in Equation (34).

MMD2(Xs, Xt) =
1

(ns)
2 ∑xi∈Xs ∑xj∈Xs

〈
xi, xj

〉
H +

1

(nt)
2 ∑xi∈Xt ∑xj∈Xt

〈
xi, xj

〉
H −

2
nsnt

∑xi∈Xs ∑xj∈Xt

〈
xi, xj

〉
H (31)

Lcwmmd = Sinter + MMD2(Xs, Xt) (32)

Lcwmmd = Svar − Sintra + MMD2(Xs, Xt) (33)

Ldcwmmd = Svar + β·Sintra + MMD2(Xs, Xt) (34)

3. The Proposed Method
The proposed unsupervised domain adaptation (UDA) approach primarily utilizes

Discriminative Class-Wise Maximum Mean Discrepancy (MMD) to align the class-level
data distributions of the source and target domains, which addresses the issue of reduced
feature distinguishability when MMD minimizes the mean deviation between two different
domains, thereby effectively achieving the goal of UDA. However, the MMD used here
is learned with a meta-module MTMMD to obtain MMD with deep kernels (MMDDK).
The framework of the proposed method is directly called MeTa Discriminative Class-Wise
MMD (MCWMMD), as shown in Figure 1. The orange block represents the feature extractor
F, which is responsible for extracting domain-invariant features. The green block represents
the classifier C, which predicts class labels based on the extracted features. The light red
block represents the meta-module MTMMD, referred to as “MMDDK”, which is designed
to measure the distance between feature distributions of samples from the two domains.

The training objective of the meta-module MTMMD is to enhance its ability to discrim-
inate between the two domains. This is achieved by updating MMDDK to maximize the
feature distance measurement values of samples from the two domains. Conversely, the
training objective of the MCWMMD module is to update the feature extractor F so that the
feature distance measurement values of samples from the two domains, computed using
the current MTMMD, are minimized.

These opposing training objectives result in a process resembling adversarial training,
where the two modules iteratively adjust to counteract each other. This alternating training
process allows each module to improve its performance while balancing the influence of
the other. The remainder of this section will introduce the detailed training processes of
these two modules.
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3.1. Deep Kernel Training Network

According to the Maximum Mean Discrepancy with Deep Kernels (MMDDK) defined
by Liu et al. [23], as explained in Equation (7), we construct a training network for MMDDK,
as depicted in Figure 2. The input to the training network for MMDDK is the feature
vector z = F(x) extracted from the MCWMMD network, where two vectors, zs = F(xs)

and zt = F(xt) (referred to as first-order features), are used to compute the Gaussian
function value q(zs, zt) in Equation (9). Additionally, they are separately input into another
feature extractor Fd to obtain ẑs = Fd(zs) and ẑt = Fd(zt) (referred to as second-order
features), which are used to compute the Gaussian function value κ(ẑs, ẑt) in Equation (8).
Subsequently, the two Gaussian function values q(zs, zt) and κ(ẑs, ẑt) are combined using
the operator kω defined in Equation (7) to calculate the deep kernel distance kω(zs, zt). The
parameters σϕ,σq, weight ϵ, and network parameters θd of the network Fd are jointly trained
using this deep neural network, denoted as Fω, where ω =

(
θd, σϕ, σq, ϵ

)
. Its training

is based on maximizing the objective function Jλ in Equation (10). The network training
algorithm is presented in Algorithm 1.

Algorithm 1 Training the MMDDK

Input: η1;
Initialize ω ← (θd, σϕ, σq, ϵ);
repeat until convergence

(Xs, Ys) = {(xs1, ys1), (xs2, ys2), . . . , (xsN , ysN)} ←mini-batch from ∆s;
Xt = {xt1, xt2, . . . , xtN} ←mini-batch from ∆t;
Zs ← F(Xs); Zt ← F(Xt);
Ẑs ← Fd(Zs); Ẑt ← Fd(Zt);
M(ω)← MMDDK2

u(Zs, Zt; kω) ; #using (11)
V(ω)← σ2(Zs, Zt; kω) ; #using (12) with λ = 0
J(ω)← M(ω) /

√
V(ω) ; #using (10)

#update parameters:
ω ← ω + η1∇ω J(ω) ; #maximizing J

end repeat
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3.2. Meta-Learning of Maximum Mean Discrepancy

In this section, we redefine and compute the Maximum Mean Discrepancy (MMD)
originally defined and calculated by Wang et al. [25] in the context of linear transforma-
tion spaces, but now in the Reproducing Kernel Hilbert Space (RKHS) using the kernel
trick for straightforward MMD computation. Consequently, we also redefine their def-
initions of between-class distance squared (Sinter), within-class distance squared (Sintra),
and variance (Svar), and demonstrate that under the Gaussian kernel-based MMD, the
between-class distance-squared MMD between the source and target domains can be de-
composed into the sum of within-class distance-squared MMDs from both domains and
their variance difference.

As described in Section 2, minimizing the between-class distance squared Sinter is
equivalent to maximizing the within-class distance squared Sintra for both the source and
target domains while simultaneously minimizing their total variance Svar, which leads
to decreased feature discriminability. To address this issue, a balancing parameter β

(−1 ≤ β ≤ 1) is applied to the hidden within-class distance squared Sintra within Sinter,
proposing the discriminability class-level loss function Ldcwmmd defined in Equation (34),
which can be rewritten as Equation (35).

For convenience, let us define MMD0 = (Sst)
0
inter = MMD. Hence, Equation (35) can

also be rewritten as Equation (36), where the second term represents the sum of marginal
MMD and conditional MMD, and the coefficient β′ = β + 1 adjusts between 0 and 2,
i.e., 0 ≤ β′ ≤ 2.

Ldcwmmd = (β + 1)·Sintra + Svar − Sintra + MMD2(Zs, Zt)= (β + 1)·Sintra + Sinter + MMD2(Zs, Zt) (35)

Ldcwmmd = β′·∑C
c=1(Sst)

c
intra + ∑C

c=0 MMD2
c (36)

Although we adopt the Discriminative Class-Wise Maximum Mean Discrepancy
(DCWMMD), where MMD is computed based on a Gaussian function in a Reproducing
Kernel Hilbert Space (RKHS), there is no reliable method to select the appropriate band-
width value for the Gaussian function. Therefore, in this study, we choose the Maximum
Mean Discrepancy with Deep Kernels (MMDDK) proposed by Liu et al. [23], where the
bandwidth is learned by the network, endowing the MMDDK with stronger discriminative
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power. To further adapt the MMDDK to the mean discrepancy calculations for different
domain pairs, we employ meta-learning to learn this MMDDK, resulting in a method
called MeTa Maximum Mean Discrepancy (MTMMD), which is more suitable for efficient
optimization using gradient descent [34,35].

Our proposed MTMMD network architecture, as shown in Figure 3, is based on
concepts similar to previous meta-learning loss functions [36]. It parameterizes the Maxi-
mum Mean Discrepancy through a neural network Fψ, which receives the second-order
features Ẑs and Ẑt predicted by the MMDDK model Fψ, along with bandwidths σϕ and σq

and the weight ϵ. We aim to learn the parameters ψ such that when ω =
(
θd, σϕ, σq, ϵ

)
is updated through Fψ, the final performance is optimal. The learning of parameters
ω =

(
θd, σϕ, σq, ϵ

)
involves maximizing not only the original objective function J but also

the meta-learning objective function Jmt output by Fψ =
(

Mψ, Vψ

)
. The parameters ω and

ψ are alternately updated, as shown in Equations (37) and (38).
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The primary goal of both updates is to maximize the value of the mean discrep-
ancy function; hence, we aim for both Jmt and J to be maximized, with the parameter
adjustments being positive multiples of the partial derivatives. The MTMMD network
training architecture is illustrated in Figure 3. Since MMDDK and MTMMD are trained
together, the gradient values of the MMDDK objective function J are also used to update
its parameters ω, modifying Equations (37)–(39). The MTMMD network training and
inference algorithms are presented in Algorithms 2 and 3, respectively. Subsequently, the
domain adaptation training uses the two-domain mean discrepancy loss function, where
the MMD2

c in Ldcwmmd is replaced by the meta-learning Mc
mt in Equation (40), resulting in

the loss function Lmtdcwmmd in Equation (41).

ωt+1 ← ωt + α1·
∂Jmt

(
Fψ(Fωt(Zs, Zt; kωt))

)
∂ωt (37)

ψt+1 ← ψt + α2·
∂J(Fωt+1(Z′s, Z′t; kωt+1))

∂ψt (38)
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ωt+1 ← ωt + α0·
∂J(Fωt(Zs, Zt; kωt))

∂ωt + α1·
∂Jmt

(
Fψ(Fωt(Zs, Zt; kωt))

)
∂ωt (39)

Mc
mt = Mψ(Fω(Zc

s , Zc
t ; kω) (40)

Lmtdcwmmd = β′·∑C
c=1(Sst)

c
intra + ∑C

c=0 Mc
mt (41)

The MMDDK model Fω passes its predictions Fωt to the meta-module MTMMD Fψ,
which outputs Fψt =

(
Mt

mt, Vt
mt
)
, where Mt

mt is the mean discrepancy value and Vt
mt is

the variance. We optimize ψ to ensure that when optimizing the MMDDK model for Jmt

with Fωt+1(Z′s, Z′t; kωt+1), the updated ωt+1 performs better (i.e., there is a higher value of
the MMDDK objective function J). To achieve this, we take a gradient step on the meta-
module’s objective function Jmt to update the MMDDK model parameters ωt+1, and then
we update ψ by evaluating ωt+1 using the MMDDK objective function J.

Algorithm 2 Training MTMMD

Input: α0, α1, α2;
Initialize ω and ψ: sets of parameters for MMDDK Model Fω and MTMDD Model Fψ, T ← 10, 000 ;
#ω = (θd, σϕ, σq, ϵ);
for t← 0 to T do

(Xs, Ys) = {(xs1, ys1), (xs2, ys2), . . . , (xsN , ysN)} ←mini-batch from ∆s;
Xt = {xt1, xt2, . . . , xtN} ←mini-batch from ∆t;
Zs ← F(Xs); Zt ← F(Xt);(
Ẑs, Ẑt, σϕ, σq, ϵ

)
← Fω(Zs, Zt; kω) ; #Ẑs = Fd(Zs); Ẑt = Fd(Zt);

#alternatively update parameters ω and ψ:
M← MMDDK2

u(Zs, Zt; kω) ; #using (11)
V ← σ2(Zs, Zt; kω) ; #using (12) with λ = 0
J ← M/

√
V; #using (10)

if t is even then
(Mmt, Vmt)← Fψ

(
Ẑs, Ẑt, σϕ, σq, ϵ

)
;

Jmt ← Mmt/
√

Vmt ;
ω ← ω + α0∇ω J + α1∇ω Jmt ; #maximizing Jmt

else
ω ← ω + α2∇ψ J ; #maximizing J

end for

Algorithm 3 MTMMD Inferencing

Input: ω and ψ;
(Xs, Ys) = {(xs1, ys1), (xs2, ys2), . . . , (xsN , ysN)} ←mini-batch from ∆s;
Xt = {xt1, xt2, . . . , xtN} ←mini-batch from ∆t;
Zs ← F(Xs); Zt ← F(Xt);(
Ẑs, Ẑt, σϕ, σq, ϵ

)
← Fω(Zs, Zt; kω) ; #Ẑs = Fd(Zs); Ẑt = Fd(Zt);

(Mmt, Vmt)← Fψ

(
Ẑs, Ẑt, σϕ, σq, ϵ

)
;

return Mmt

3.3. MeTa Discriminative Class-Wise Maximum Mean Discrepancy

The proposed UDA approach, based on MeTa Discriminative Class-Wise Maximum
Mean Discrepancy (MCWMMD), includes a feature extractor F for extracting domain-
invariant features for the classifier C, as shown in Figure 1. Inputs xs and xt are fed into
the feature extractor F, resulting in outputs zs = F(xs) and zs = F(xt). These outputs are
then input into the classifier C for classification predictions, producing ↕̂s = C(zs) and
↕̂t = C(zt). In practice, the batch size for both the source domain and the target domain
is set to N, with a total of C category labels. The feature extractor F extracts features
from input samples Xs = {xsi}N

i=1 and Xt =
{

xtj
}N

j=1, and outputs Zs = {zsi}N
i=1 and

Zt =
{

ztj
}N

j=1, respectively. These features, Zs and Zt, are then input into the classifier C
for classification. In the diagram, F and C are depicted twice to correspond to the data
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paths of the source and target domains, with a dashed line in between to indicate shared
parameters. The MTMMD network will be trained by minimizing the total loss function
Ltotal , as defined in Equation (42), where Ldcwmtmmd is defined in Equation (41) and Lls

cls is
defined in Equation (44). It is a label-smoothed version of the classification cross-entropy
in Equation (43), designed to encourage samples to fall into compact, uniform, and well-
separated clusters. The original prediction ysi is replaced by (1− α)yc

si + α/C, where 1 is
a vector of ones with C dimensions, and α is the smoothing parameter. Additionally, Lent

represents the predicted label entropy of the target sample, as shown in Equation (45). The
network training algorithm for this MCWMMD module is presented in Algorithm 4.

Ltotal = Lmtdcwmmd + ω2·Lls
cls + ω3·Lent (42)

Lcls(Zs, Ys) = −
1
ns

∑ns
i=1 ∑C

c=1 yc
si log ↕̂c

si (43)

Lls
cls(Zs, Ys) = −

1
ns

∑ns
i=1 ∑C

c=1((1− α)yc
si + α/C) log ↕̂c

sj (44)

Lent(Zt) = −
1
N ∑N

j=1 ∑C
c=1 ↕̂

c
tj log ↕̂c

tj (45)

Algorithm 4 Training MCWMMD model

Input: ∆s, ∆t, β1, β2, η2;
Initialize parameters θF and θC;
# train the model parameters θF and θC on ∆s and∆t;
repeat until convergence

(Xs, Ys) = {(xs1, ys1), (xs2, ys2), . . . , (xsN , ysN)} ←mini-batch from ∆s;
Xt = {xt1, xt2, . . . , xtN} ← mini-batch from ∆t;
Zs ← F (Xs); Zt ← F(Xt);
#generate pseudo labels:

L̂t =
{
↕̂t1, ↕̂t2, . . . , ↕̂tN

}
← C(F(Xt)); #classify target samples

Yt = {yt1, yt2, . . . , ytN} ←
{

psd
(
↕̂t1

)
, psd

(
↕̂t2

)
, . . . , psd

(
↕̂tN

)}
; #obtain pseudo labels

# psd((v1, v2, . . . , vC)) = argmax
1≤c≤C

vc;

# evaluate losses:
Lmcwmmd(Xs, Xt) = β′·∑C

c=1(Sst)
c
intra + ∑C

c=0 Mc
mt; #using (41)

Lls
cls ←

1
N ∑N

i=1 ∑C
c=1
(
(1− α)yc

si + α/C
)

log ↕̂c
sj; #using (44)

Lent ← 1
N ∑N

j=1 ∑C
c=1 ↕̂c

tj log ↕̂c
tj; #using (45)

Ltotal ← Lmcwmmd + β1Lls
cls + β2Lent; #using (42)

# update θF and θC to minimize Ltotal ;
θF ← θF − η2 ∇θF Ltotal ;
θC ← θC − η2∇θC Ltotal ;

end repeat

4. Experimental Results
This section presents a comprehensive evaluation of the JDA approach on standard

UDA datasets for image classification tasks. The details of the data preparation process
are outlined in Section 4.1, while the experimental setup, including model configurations
and parameters, is discussed in Section 4.2. Finally, Section 4.3 provides the experimental
results and comparisons with baseline methods to demonstrate the effectiveness of the
proposed approach.

4.1. Data Preparation

The proposed approach was evaluated on both digit and office object datasets. The
digit datasets used in this study included the MNIST (Modified National Institute of
Standards and Technology) database [37], USPS (U.S. Postal Service) [38], and SVHN
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(Street View House Numbers) [39]. The MNIST and USPS consist of grayscale images of
handwritten digits, with the MNIST offering 60,000 training samples and 10,000 testing
samples and USPS comprising 9298 images, divided into 7291 training and 2007 testing
samples. In contrast, SVHN provides 73,257 color training images and 26,032 testing
images, depicting digits captured in a street-view context. Figure 4 shows sample images
from the MNIST, USPS, and SVHN, with training samples highlighted in blue.
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Figure 4. Digit data: (a) MNIST, (b) USPS, and (c) SVHN.

For the office object datasets, we used Office-31 [40] and Office-Home [41]. The
Office-31 dataset consists of 4652 images within 31 categories collected from three distinct
domains: Amazon (A), which contains images from online merchants; DSLR (D), with
high-resolution images taken using a digital SLR camera; and Webcam (W), featuring
low-resolution images captured using a web camera. This dataset covers 31 common
office object categories, totaling 4110 images. The Office-Home dataset introduces a more
complex domain shift, with four distinct domains—Art (Ar), Clipart (Cl), Product (Pr), and
Real World (Rw)—spanning 65 object categories and approximately 15,500 images, each
offering varied visual styles. Figures 5 and 6 provide sample images from the Office-31 and
Office-Home datasets, respectively.
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4.2. Experimental Setting

An initial learning rate of 0.001 was used for all experiments, decayed by a factor
of 0.1 every 10 epochs. The batch size was set to 128 for the digit datasets and 64 for
the office object datasets. The Adam optimizer was used with parameters β1= 0.99 and
β2 = 0.999, and it was chosen for its ability to handle sparse gradients. Training lasted
for 50 epochs on the digit datasets and 100 epochs on the office object datasets to ensure
convergence. A regularization term of 0.0005 was applied to prevent overfitting. The
Gaussian kernel used in the MMD calculations had an initial bandwidth of 1.0, dynamically
optimized through the meta-learning framework. At the beginning of each epoch, pseudo-
labels for all target domain training data were generated based on the current classifier
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parameters. This iterative process helped refine domain alignment while maintaining
computational efficiency.
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Experiments were conducted on a server equipped with NVIDIA RTX 2080 GPUs
(manufactured by NVIDIA Corporation, Santa Clara, CA, USA) and 256 GB of system
RAM (provided by ADATA, Taiwan). The implementation was carried out using Python
with the PyTorch deep learning library (version 1.8), along with NumPy and SciPy for data
preprocessing and statistical computations.

4.3. Results

ResNet-18 and ResNet-50 [42] were employed as the network architectures for feature
extraction from the digit and office object datasets, respectively. Both models were fine-
tuned using pre-trained ImageNet parameters. The performance of the proposed method
was evaluated on the above-mentioned datasets: digit datasets, Office-31, and Office-Home.
For the digit datasets, we tested domain adaptation between pairs such as MNIST to USPS
(M→ U), USPS to MNIST (U→M), and SVHN to MNIST (S→M). In the Office-31 dataset,
we examined six domain adaptation pairs (e.g., Amazon to DSLR (A→ D) and Webcam
to DSLR (W→ D)). For the Office-Home dataset, we created 12 domain adaptation pairs
across four domains (Art, Clipart, Product, and Real-World), including examples like Art
to Clipart (Ar→ Cl), Product to Real-World (Pr→ Rw), and so on.

Table 2 compares our method with several domain adaptation techniques on the
digit datasets, including ADDA [5], ADR [43], CDAN [44], CyCADA [12], SWD [45],
SHOT [46], and our previous work, DCWMMD [28]. Table 3 provides a comparison of the
Office-31 dataset, including methods such as that by Wang et al. [25], DAN [6], DANN [4],
ADDA, MADA [47], SHOT, CAN [3], MDGE [2], DACDM [9], CDCL [10], DMP [11], and
DCWMMD [28]. Table 4 compares the results of the Office-Home dataset with methods like
that used by Wang et al., DAN, DACDM [9], DMP [11], and DCWMMD. Please note that the
results are directly referenced from published papers. The best-performing method for each
source-to-target combination is highlighted in bold. The bold numbers in the tables indicate
the best-performing accuracy for each source-to-target combination. The “Source-only”
category represents a classifier trained solely on source data, while “Target-supervised”
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denotes a classifier trained and tested on target domain data, typically representing lower
and upper bounds for domain adaptation performance.

Table 2. Accuracies (%) of several approaches on some digit datasets.

Source→Target Methods M→U U→M S→M Average

Source-only 69.6 82.2 67.1 73.0
ADDA [5] 90.1 89.4 76.0 85.2
ADR [43] 93.1 93.2 95.0 93.8
CDAN [44] 98.0 95.6 89.2 94.3
CyCADA [12] 96.5 95.6 90.4 94.2
SWD [45] 97.1 98.1 98.9 98.0
SHOT [46] 97.8 97.6 99.0 98.1
DCWMMD [28] 98.0 98.2 98.8 98.3
MCWMMD 98.5 98.3 98.9 98.6
Target-supervised 98.9 99.4 99.4 99.2

Table 3. Accuracies (%) for domain adaptation experiments on the Office-31 dataset.

Methods A→D A→W D→A D→W W→A W→D Average

Source-only 68.90 68.40 62.50 96.70 60.70 99.30 76.10
Wang et al. [25] 90.80 88.90 75.48 98.50 75.20 99.80 88.10
DAN [6] 78.60 80.50 63.60 97.10 62.80 99.60 80.40
DANN [4] 79.70 82.00 68.20 96.90 67.40 99.10 82.20
ADDA [5] 77.80 86.20 69.50 96.20 68.90 98.40 82.90
MADA [47] 87.80 90.00 70.30 97.40 66.40 99.60 85.20
SHOT [46] 93.90 90.10 75.30 98.70 75.00 99.90 88.80
CAN [3] 95.00 94.50 78.00 99.10 77.00 99.80 90.60
MDGE [2] 90.60 89.40 69.50 98.90 68.40 99.80 86.10
DACDM [9] 95.31 95.51 78.26 98.58 78.43 99.93 91.01
CDCL [10] 96.00 96.00 77.20 99.20 75.50 100 90.60
DMP [11] 91.00 93.00 71.40 99.00 70.20 100 87.40
DCWMMD [28] 96.30 94.90 77.90 99.50 76.50 99.60 90.80
MCWMMD 96.70 96.60 78.40 99.60 78.60 99.83 91.62
Target-supervised 98.00 98.70 86.00 98.70 86.00 98.00 94.30

Table 4. Accuracies (%) for domain adaptation experiments on the Office-Home dataset.

Methods Ar→Cl Ar→Pr Ar→Rw Cl→Ar Cl→Pr Cl→Rw Pr→Ar Pr→Cl Pr→Rw Rw→Ar Rw→Cl Rw→Pr Average

source-only 28.07 38.30 42.05 26.15 40.57 39.14 25.94 28.40 46.61 27.10 30.12 55.35 35.65
Wang et al. [25] 58.44 77.79 79.32 61.60 72.81 73.03 62.71 55.33 78.91 70.42 60.09 83.24 69.47
DAN [6] 43.60 57.00 67.90 45.80 56.50 60.40 44.00 43.60 67.70 63.10 51.50 74.30 56.28
DANN [4] 45.60 59.30 70.10 47.00 58.50 60.90 46.10 43.70 68.50 63.20 51.80 76.80 57.63
DACDM [9] 60.94 79.27 83.34 69.67 81.53 80.40 65.06 58.97 83.45 75.90 65.61 85.99 74.18
DMP [11] 59.00 81.20 86.30 68.10 72.80 78.80 71.20 57.60 84.90 77.30 61.50 82.90 73.50
DCWMMD [28] 59.69 80.23 81.31 70.24 79.45 82.65 69.20 57.87 85.12 74.80 64.20 83.14 73.99
MCWMMD 62.21 81.46 83.92 71.45 79.98 83.42 71.08 59.12 85.64 76.10 65.32 85.48 75.43
target-supervised 93.24 92.35 92.08 91.16 92.35 92.08 91.16 93.24 92.08 91.16 93.24 92.35 92.21

In Table 2, our method achieves an average accuracy of 98.60% across digit datasets,
outperforming other methods and closely approaching the target-supervised scenario. This
highlights the robustness of our approach in aligning domain distributions and achiev-
ing class-wise alignment. Table 3 presents the results of the Office-31 dataset, where our
method achieved an average accuracy of 91.62%, consistently outperforming other un-
supervised adaptation methods and closely matching the target-supervised benchmark.
This result underscores the effectiveness of our Class-Wise MMD optimization method in
adapting complex, real-world data. In Table 4, our method achieves an average accuracy
of 75.43% on the Office-Home dataset, a challenging multi-domain setting with diverse
visual characteristics. These results highlight the adaptability and robustness of our ap-
proach as it generalizes effectively across multiple domains and significantly closes the
gap with the target-supervised benchmark. This performance demonstrates our method’s
capability to handle complex domain shifts while maintaining high accuracy across diverse
visual domains.
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t-SNE (t-distributed Stochastic Neighbor Embedding) [48] is a nonlinear dimension-
ality reduction technique commonly used to visualize high-dimensional data in a lower-
dimensional space (typically 2D or 3D). By preserving local structures within the data,
t-SNE excels in representing clusters and relationships, making it particularly useful for vi-
sualizing stochastic settings and complex data distributions. In this study, we employ t-SNE
to visualize the feature representations learned by our model for both the source and target
domains, highlighting the effectiveness of the proposed domain adaptation approach.

Columns (a) and (b) of Figure 7 depict the distributions of source features and target
features, respectively, with different digits represented by distinct colors. Specifically, the
10 colors correspond to the digits 0 through 9, where each color uniquely represents a
digit for clear differentiation in the visualization. Column (c) of Figure 7 provides an
integrated view of both distributions to highlight their alignment. As observed, the source
and target features are well aligned, demonstrating the effectiveness of our approach. The
t-SNE visualization effectively highlights the alignment between source and target feature
distributions, reflecting the improved feature alignment achieved by our method compared
to the baseline.
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5. Discussion and Conclusions
The proposed method, MeTa Discriminative Class-Wise MMD (MCWMMD), rep-

resents a significant advancement in unsupervised domain adaptation by integrating
meta-learning with a Class-Wise Maximum Mean Discrepancy (MMD) approach. While
traditional MMD methods align overall distributions between source and target domains,
they often fail to achieve precise class-wise alignment, reducing feature distinguishability
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and generalization performance. MCWMMD addresses these limitations by introducing
dynamic kernel adaptability and a focus on class-wise alignment, resulting in robust and
domain-invariant representations.

A key innovation of MCWMMD is its dynamic kernel adaptability, achieved through
a meta-module that adjusts kernel parameters based on class-specific features. This en-
ables more precise domain alignment compared to traditional static kernels, significantly
enhancing alignment and generalization. The alternating training process between the
feature extractor and the meta-module, inspired by adversarial training, further refines the
model’s ability to handle complex domain shifts. However, this adaptability introduces
computational complexity, which could be a limitation for time-sensitive applications.
Future research could explore simplifying the meta-module to reduce overhead while
preserving adaptability.

The method’s class-wise alignment approach applies MMD in a class-specific manner,
ensuring that each class is individually aligned between source and target domains. This
produces compact, domain-invariant, and class-discriminative feature clusters, ultimately
improving cross-domain classification performance. However, its reliance on accurate
pseudo-labels for class-wise alignment may lead to errors when the pseudo-label quality is
low. Developing robust pseudo-labeling strategies is a crucial direction for future research.

MCWMMD is also optimized for scalability through efficient batch processing and
streamlined meta-module training, enabling practical application to large datasets without
compromising alignment accuracy. However, scaling it extremely large or dynamically
evolving datasets remains a challenge. Future work could investigate distributed or online
learning paradigms to extend the method’s applicability to these scenarios.

Despite its strengths, MCWMMD involves complex meta-module training and
adversarial-like processes, which may pose implementation challenges, particularly for
practitioners with limited computational resources. Further validation in real-world sce-
narios with highly diverse and complex domain shifts is also needed. Promising future
directions include simplifying the meta-module for enhanced accessibility, improving
pseudo-labeling mechanisms, and extending the method to handle online and incremental
domain adaptation for dynamic datasets. Additionally, exploring cross-domain generaliza-
tion to unseen categories or settings could further enhance the method’s adaptability.

In summary, MCWMMD advances unsupervised domain adaptation by combining
meta-learning with a Class-Wise MMD approach, addressing the limitations of traditional
techniques. Its dynamic kernel adaptability and focus on class-wise alignment enable robust
feature alignment and generalization. While challenges such as computational complexity
and reliance on pseudo-labels remain, MCWMMD provides a strong foundation for future
innovations, paving the way for more adaptable and generalizable deep learning models.
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