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Integrating Deep Learning into Genotoxicity Biomarker Detection for Avian Erythrocytes: A Case Study in a Hemispheric Seabird
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Abstract: Recently, nuclear abnormalities in avian erythrocytes have been used as biomarkers of genotoxicity in several species. Anomalous shapes are usually detected in the nuclei by means of microscopy inspection. However, due to inter- and intra-observer variability, the classification of these blood cell abnormalities could be problematic for replicating research. Deep learning, as a powerful image analysis technique, can be used in this context to improve standardization in identifying the biological configurations of medical and veterinary importance. In this study, we present a standardized deep learning model for identifying and classifying abnormal shapes in erythrocyte nuclei in blood smears of the hemispheric and synanthropic kelp gulls (Larus dominicanus). We trained three convolutional backbones (ResNet34, ResNet50, and ResNet101 architectures) to obtain models capable of detecting and classifying these abnormalities in blood cells. The analysis was performed at three discrimination levels of classification, with broad categories subdivided into increasingly specific subcategories (level 1: “normal”, “abnormal”, “other”; level 2: “normal”, “ENAs”, “micronucleus”, “other”; level 3: “normal”, “irregular”, “displaced”, “enucleated”, “micronucleus”, “other”). The results were more than adequate and very similar in levels 1 and 2 (F1-score 84.6% and 83.6%, and accuracy 83.9% and 82.6%). In level 3, performance was lower (F1-score 65.9% and accuracy 80.8%). It can be concluded that the level 2 analysis should be considered the most appropriate as it is more specific than level 1, with similar quality of performance. This method has proven to be a fast, efficient, and standardized approach that reduces the dependence on human supervision in the classification of nuclear abnormalities in avian erythrocytes, and can be adapted to be used in similar contexts with reduced effort.
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1. Introduction

Detection of nuclear abnormalities in erythrocytes has been performed in the last decade as the main procedure to assess genotoxicity in birds of different taxa [1–3]. Increases in nuclear abnormalities can be triggered by exposure of birds to different types of contaminants [4,5]. Synanthropic species can be considered part of a group of urbanized...
species that could be good indicators of genotoxicity. Several species of different taxa can exhibit abnormalities in blood cells without showing deterioration in body condition [4–6]. In particular, some species of seagulls (Larus sp.), which in many cases are closely associated with anthropogenic activities and polluted environments, have been reported to have high abnormality rates in blood cells [7]. In contrast, less tolerant species such as terns may be affected by contaminants and show an increasing frequency of red blood cell abnormalities and consequent health deterioration [8]. Genotoxicity can lead to DNA damage during mitosis and eventually develop into cancer [9,10]. High frequencies of micronuclei in red blood cells have been found as a genotoxicity biomarker in different species [1], as well as high frequencies of other nuclear shapes defined as erythrocyte nuclear abnormalities (ENAs) [5].

The kelp gulls (Larus dominicanus) is a large-sized gull [11] that is widely distributed throughout South America, southern Africa, Australia, New Zealand, and Antarctica [12]. This gull is an opportunistic and generalist species that uses several types of anthropogenic food sources during the breeding and non-breeding seasons, and is considered a good monitor to track environmental changes [13–15].

In general, abnormal forms in erythrocytes can be detected by means of microscopy examination. However, these tests are scored according to the judgment of visual inspection by experts, which makes meaningful comparison between samples difficult because of uncontrolled differences in scoring within and among observers. Furthermore, other genotoxicity tests are expensive in terms of the equipment, time, and expertise required. In this context, automated identification and detection techniques are being explored as a means to objectively and reproducibly standardize the detection of nuclear anomalies. Artificial intelligence (AI) has been broadly used in the last decade in human and veterinary medicine, specifically in image analysis as a tool for diagnosing diseases [16–18], to identify various features of veterinary importance, such as the detection of reticulocytes in blood samples of cats [19], the identification of skin tumor types in dogs [16], or the detection of hemoparasites (Plasmodium gallinaceum) in the blood of chickens [17]. In particular, deep learning (DL) has recently garnered significant attention due to its successful application in several image analysis contexts, in particular the recognition and identification of complex sets of shapes and objects at multiple levels of abstraction [20]. For this reason, DL is increasingly used in medical and veterinary image analysis [16,21], and to improve diagnostic accuracy [22].

To the best of our knowledge, DL has not been used to detect nuclear abnormalities in avian erythrocytes. The aim of this study is to present a standardized DL model for identifying and classifying abnormal shapes in erythrocyte nuclei, which can be used to monitor genotoxicity in synanthropic seabirds. The model can be used to evaluate the presence of nuclear abnormalities in this species under different environmental conditions and to establish uniform criteria for identifying and classifying nuclear abnormalities.

2. Materials and Methods

For the analyses, we used images of blood smears from adult kelp gulls collected during previous studies in northeastern Patagonia [7]. Blood samples were collected from the ulnar vein and a thin blood smear was made using a fresh drop of blood [23], which was air-dried (between 1 and 3 min), and fixed in ethanol for 3 min. Once smears were dried they were stained with a kit for differential quick stain (Tinción 15—Biopur SRL, Rosario, Argentina; [24]). The staining kit consists of three steps, fixative (5 dips of 1 s each), solution 1 (Xanthenes; 5 dips of 1 s each), and solution 2 (Thiazines; 5 dips of 1 s each), draining between each step and at the end. Blood smears were photographed under a 100× magnification objective with oil immersion [1], using a Leica DM500 binocular microscope with Leica ICC50 W modular digital camera (Leica Microsystems, Wetzlar, Germany). Our approach involves manually annotating full-sized images by identifying and delineating regions of interest (ROIs) corresponding to different categories. These ROIs consist of individual elements in the form of bounding boxes that have been previously
classified, labeled, and annotated through consensus by three (3) biologists experienced in categorizing erythrocyte abnormalities. Images analyses were performed on a subset of 214 digital images randomly selected from 51 blood smears of kelp gulls. For global classification (level 1) we defined 3 categories of features in the blood smear images: (1) “normal” was indicated if the nucleus had an elliptically defined shape; (2) “abnormal” if the nucleus had a micronucleus, if the erythrocyte was enucleated [8], or if the nucleus was displaced [4] or had an irregular shape (budded, segmented, notched, tailed [8]); and (3) all other objects in the blood smears (white blood cells, platelets, broken erythrocytes, and unknown objects) as “other”. As a result, we obtained a total of 3,431 ROIs samples from all categories (Figure 1).

2.1. Data Preparation

The analysis employed a disaggregated approach from this global categorization, breaking down the categories progressively into more specific subcategories, encompassing a total of six (6) subcategories in the last level of analysis (level 3): “normal erythrocytes”, “micronucleus”, “irregular”, “displaced”, “enucleated”, and “other” (Table 1). In the process of subcategorization, the finer-grained or more specific categories exhibited a reduced number of samples. The significant differences in sample quantities among subcategories show the imbalanced nature of this dataset, characterized by a highly uneven distribution of examples across the subcategories. To train models, ROI samples of subcategories were extracted, cropping the bounding boxes of each annotation from the larger full-sized image. Because of the significant imbalance in the number of samples for each subcategory, and to address the problem of model generalization, prevent overfitting, and ensure a more representative dataset in terms of variability in chromaticity, luminance, and geometry, both downsampling and data augmentation techniques [25] were used for each model in the training set. Also, the images show color variations due to the staining procedure used to stain the blood smear samples. Therefore, we accounted for this factor during data augmentation, by means of the ColorJitter and RGBShift methods. By considering color variation as part of the augmentation process, we aimed to improve the robustness of the model and make it more invariant to possible differences in stain. In addition, considering the natural variability in the spatial position of elements in smears, we considered rotation and flip methods, as well as variations in focus, noise, occlusion, and sharpness.
Table 1. Analyses conducted at different scales depending on whether from grouped or individual categories. In parentheses, the number of ROIs used for each subcategory in each analysis (80% training/20% validation).

<table>
<thead>
<tr>
<th>Analysis 1</th>
<th>Analysis 2</th>
<th>Analysis 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (323/77)</td>
<td>Normal (321/79)</td>
<td>Normal (320/80)</td>
<td>400</td>
</tr>
<tr>
<td>Micronucleus (14/4)</td>
<td>Micronucleus (14/4)</td>
<td>Irregular (227/58)</td>
<td>18</td>
</tr>
<tr>
<td>ENAs (280/71)</td>
<td>ENAs (280/71)</td>
<td>Displaced (46/12)</td>
<td>285</td>
</tr>
<tr>
<td>Other (236/60)</td>
<td>Other (237/59)</td>
<td>Enucleated (6/2)</td>
<td>58</td>
</tr>
</tbody>
</table>

As a result, the “normal” category was randomly downsampled from 2871 to 400 samples, and the following data augmentation methods from Albumentations python library [26] were applied: HorizontalFlip, VerticalFlip, Rotate, Sharpen, GaussianBlur, GaussianNoise, RandomSizedCrop, ColorJitter, and RGBShift. Both the methods and the parameter settings applied are summarized in Table 2. Each augmentation method has an associated independent probability of being applied, usually set to a specific percentage (as a predefined parameter), which allows for the cumulative application of them to the original images. Then, for each training epoch the data augmentation pipeline involves sampling each image and sequentially applying a random combination of the selected transformations. It is worth noting that transformed images do not need to be stored on disk. No augmentation methods were used during the validation process.

Table 2. Augmentation types and parameters.

<table>
<thead>
<tr>
<th>Augmentation Type</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>HorizontalFlip</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>VerticalFlip</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>Rotate</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>Sharpen</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>ColorJitter</td>
<td>brightness = 0.3, contrast = 0.5, saturation = 0.5, hue = 0.0, $p = 0.5$</td>
</tr>
<tr>
<td>RGBShift</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>GaussianBlur</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>GaussianNoise</td>
<td>$p = 0.5$</td>
</tr>
<tr>
<td>RandomSizedCrop</td>
<td>min_max_height = (120,140), height = 150, width = 150, $p = 0.5$</td>
</tr>
</tbody>
</table>

2.2. Deep Learning Model Setting

Three models were developed, each for a different subcategorization analysis ($n = 3$). The deep learning models were constructed and trained using the FastAI API [27]. ResNet34 and ResNet50, two widely used convolutional neural network architectures in the field of computer vision, were employed as the base models [28]. A comprehensive hyperparameter tuning was previously performed to find the optimal parameters, which are shown in Table 3; this table describes the different architectures and hyperparameters of the CNN models that showed the best F1-score for each analysis. In all cases, the models were pre-trained with the ImageNet dataset [29], as given by the library Torchvision [30]. The models were trained for 31 epochs: the first with all the layers frozen except for the last one, and the rest with all layers unfrozen (if a layer is frozen, it means that its parameters cannot...
be trained in that epoch). The amount of epochs was automatically determined using early stopping. Further training may achieve marginal improvements, at the expense of possible overfitting. All models were set with the cross-entropy loss function for optimization, which is commonly used in multi-class classification problems. The cropped sample images were resized with the “squish” method to fit the specified dimensions of 150 × 150 pixels.

For each trained model, the cropped images were divided into a training set (80%) and a validation set (20%), ensuring the representation of all categories in the overall dataset and maintaining the natural proportion of samples for each category. This helps ensure a fair and accurate evaluation of the models, allowing them to learn and generalize effectively for all categories rather than being biased towards the most represented ones.

Table 3. Model configurations and relevant hyperparameters for each analysis.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Analysis 2</th>
<th>Analysis 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>ResNet50</td>
<td>ResNet34</td>
</tr>
<tr>
<td>Batch size</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>Pre-trained weights</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Image size</td>
<td>150 × 150</td>
<td></td>
</tr>
<tr>
<td>Resize method</td>
<td>squish</td>
<td></td>
</tr>
<tr>
<td>Epochs</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Loss function</td>
<td>cross-entropy</td>
<td></td>
</tr>
</tbody>
</table>

3. Results

Table 4 provides the accuracy and F1-score metrics for the three models at different levels of class analysis, labeled as analysis 1, analysis 2, and analysis 3 (Table 1). These metrics demonstrate the performance of the model as it progresses from broader to more detailed class analysis. The confusion matrices in Figure 2 offer a detailed breakdown of the model’s classification performance for individual classes. Simultaneously, the matrices highlight areas where the models may benefit from fine-tuning to reduce the occurrence of false positives or false negatives in specific classes, ultimately enhancing their performance in those areas. In Figures A1 and A2 of the Appendix A, we show details of the metrics and the evolution of the loss function during training and validation throughout epochs, and the five images with higher associated losses.

The model for analysis 1 exhibits exceptional performance, achieving an overall accuracy of 88.21% and an F1-score of 88.73%. This model delivers accurate and well-balanced classification results across the three classes. The associated confusion matrix shows a consistent identification of true positives across all classes, achieving an accuracy ranging from 84% to 91.67% in classifying instances across the three different classes.

In analysis 2, the classes from analysis 1 are further subdivided into more detailed categories. Specifically, “ENAs” and “micronucleus” were separated from the “abnormalities” category in the first level of analysis. This new division resulted in a slight decrease in the overall accuracy (less than 1%) but a reduction in the F1-score (close to 6%). The confusion matrix for this model reveals a tendency to misclassify instances, primarily as the “normal” class. Notably, the model achieves high accuracy in the “normal” class, with an approximate rate of 97.47%. However, in classes such as “ENAs” and “other” the accuracy is considerably lower, indicating that the model frequently misclassifies these instances as “normal”. This pattern of misclassification explains the decrease in the F1-score.

In analysis 3, the model further refines the classification by introducing even more detailed categories. In this level, the “ENAs” category is subdivided into “displaced”, “enucleated”, and “irregular”. At this stage, both accuracy and F1-score show a decline, of 4.1% and 11.7%, respectively, compared to the metrics of the model at the first level of analysis. Similar patterns of misclassification persist in this subsequent classification level. Notably, the confusion matrix reveals that classes such as “displaced”, “irregular”,...
and “micronucleus” exhibit lower rates of true positive classifications. In contrast, the “enucleated”, “normal”, and “other” classes are almost perfectly classified. Furthermore, there is a tendency for false positives to be misclassified as either “irregular” or “normal” in certain cases.

Table 4. Accuracy and F1-score metrics registered by CNN analyses conducted for erythrocyte images of blood smears of the kelp gulls.

<table>
<thead>
<tr>
<th>Analysis 1</th>
<th>Analysis 2</th>
<th>Analysis 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>88.21%</td>
<td>87.79%</td>
</tr>
<tr>
<td>F1-score</td>
<td>88.73%</td>
<td>82.88%</td>
</tr>
</tbody>
</table>

Figure 2. Confusion matrices obtained with the validation set for the three models. Each subfigure represents a different level of analysis achieved by the CNN for classifying erythrocyte images from blood smears of the kelp gulls.
4. Discussion

In the last decades, several authors have focused on the classification of abnormal erythrocyte shape (mainly in human erythrocytes), some of them using automated deep learning [31–33]. However, the use of this tool for the detection of abnormalities in red blood cells of other taxa has been poorly explored. Birds, reptiles, amphibians, and fish (unlike mammals) have nucleated erythrocytes that could be affected by environmental pollution and produce a higher frequency of different abnormal erythrocyte types in the presence of pollutants [34–38]. The current study presents the first automated deep learning approach to classify blood cell abnormalities in nucleated erythrocytes in wild birds.

The CNN models showed higher values of F1-score and accuracy for the first level and reasonably good results for the second and third levels of analysis. The variability in accuracy among categories might be expected to increase as subcategories are disaggregated and become less frequent. Nevertheless, given the balance between the number of categories and the minimal difference in metrics between models for analysis 1 and analysis 2, we suggest that the model resulting from the latter analysis can be considered the best option for classifying abnormalities in avian erythrocytes. The classification quality metrics of these two models reflect their strong discrimination capabilities and their reliability in accurately categorizing instances within the specified classes. The models are demonstrated to be powerful tools for automated erythrocyte classification into grouped categories and offer faster performance compared to manual smear processing techniques and visual inspection. Notably, the CNN in our validation set classified over 210 ROIs from blood smear images in just two seconds, while the full consensus of visual inspection for the same number of ROIs by three experts could take almost an hour.

The results of analysis 3, in which category ENAs was disaggregated as “irregular”, “displaced”, and “enucleated”, showed that the categories “displaced” and “micronucleus” were classified as “normal” or “irregular” in a high proportion of cases. In fact, these categories were the ones with the least available training examples. These categories represent a potential double-identification condition that could be challenging to detect effectively by the CNN, since “displaced” and “micronucleus” could additionally have an irregular or a normal nucleus shape (see Figure 1). In this context, the apparent deviation of the nucleus from the cell axis or a separated material from the nucleus could be discarded by the model as the first decision for categorization if the focus of the model is on the shape of the central target.

In Figures A3 and A4 of the Appendix A, we present the five most misclassified items (during training and validation) for the three models. In the case of the most misclassified examples in the validation stage for analysis 3, three of these cases are “displaced” and “micronucleus”, incorrectly classified as “normal”. These misclassifications are less prevalent in analysis 1 and 2, in which the most frequent confusion arises between “normal” and “abnormal”, and “ENAs” between the other classes. In this regard, the number of “displaced” training items is one of the most numerous in the “ENAs” class (n = 58), while the amount of “micronucleus” items (n = 18) could be a problem for the CNN to identify the category during validation if 20% of the sample size is used (i.e., only four validation instances in this case). In analysis 3, the classes are subdivided into more specific cases, and thus, the small number of training examples increases their mutual confusion. On the other hand, the performance of the “enucleated” class, for which only eight instances were available in our dataset, is remarkable. The distinctive feature of these cases is lack of a nucleus (see Figure 1), which was effectively captured by the model. This implies that, in addition to class prevalence, also the actual form and shape of the diverse instances in a class exert influence in the performance of the classifier.

With the available training data, the resulting model for analysis 2 can be considered as the best trade-off between accuracy and class disaggregation. This model is valuable for distinguishing between general categories used in several studies of genotoxicity, such as “ENAs”, “micronucleus”, and normal erythrocytes [39,40]. However, some kinds of specific nuclear abnormalities have been demonstrated to be more frequent in particular
pollution environments and are useful as biomarkers. For instance, De Souza (2017) [4] conducted experimental studies in Australian parakeets (*Melopsittacus undulates*) finding higher frequencies of erythrocytes with displaced nuclei in individuals exposed to tannery effluents. In this sense, it is important to improve the performance of classification for more specific categories, mostly in the cases of erythrocyte abnormalities evidencing a complex pattern to be identified, such as the “displaced” and “micronucleus” categories.

5. Conclusions

We developed a deep-learning-based analysis tool that provides a faster, more efficient, and standardized approach to laboratory analysis for classifying nuclear abnormalities in avian erythrocytes. Our method reduces the reliance on human interpretation and enables the identification and classification of abnormalities independent of human supervision. This not only saves valuable time but also improves the precision and reliability of the assessments. In addition, the model is able to generalize effectively across different staining conditions, which is important for real-world applications where variations in staining protocols may occur.

Possible improvements were also analyzed, using alternative approaches such as breakdown levels of class categorization, tuning settings in training, and data augmentation, among others. Further studies will consider a wider perspective on nuclear features, with potential dual- or multiple-abnormality characterization, thus turning the context into a multilabel classification problem, which requires different CNN architectures. The model has some limitations, particularly with respect to classifying more specific and less prevalent categories due to the lack of an adequate amount of training examples, a fact that can be circumvented upon availability of larger datasets. The advances presented may also serve as a foundation for future deep learning research on similar problems related with classification of nucleated erythrocytes, and thus, enable more efficient and accurate assessment of genotoxicity in birds, as well as environmental and conservation issues.
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Appendix A

Figure A1. Evolution of loss in training and validation throughout epochs. (a) Analysis 1. (b) Analysis 2. (c) Analysis 3.

Figure A2. Analysis of accuracy and F1-score metric trends in training and validation throughout epochs. (a) Analysis 1. (b) Analysis 2. (c) Analysis 3.
Figure A3. The five most misclassified items according to the loss metric during training. (a) Analysis 1. (b) Analysis 2. (c) Analysis 3.
Figure A4. The five most misclassified items according to the loss metric during validation. (a) Analysis 1. (b) Analysis 2. (c) Analysis 3.
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