Abstract: The S&P 500 Index is considered the most popular trading instrument in financial markets. With the rise of cryptocurrencies over the past few years, Bitcoin has grown in popularity and adoption. This study analyzes the daily return distribution of Bitcoin and the S&P 500 Index and assesses their tail probabilities using two financial risk measures. As a methodology, we use Bitcoin and S&P 500 Index daily return data to fit the seven-parameter General Tempered Stable (GTS) distribution using the advanced fast fractional Fourier transform (FRFT) scheme developed by combining the fast fractional Fourier transform algorithm and the 12-point composite Newton–Cotes rule. The findings show that peakedness is the main characteristic of the S&P 500 Index return distribution, whereas heavy-tailedness is the main characteristic of Bitcoin return distribution. The GTS distribution shows that 80.05% of S&P 500 returns are within $-1.06\%$ and $1.23\%$ against only 40.32% of Bitcoin returns. At a risk level ($\alpha$), the severity of the loss ($AVaR_\alpha(X)$) on the left side of the distribution is larger than the severity of the profit ($AVaR_{1-\alpha}(X)$) on the right side of the distribution. Compared to the S&P 500 Index, Bitcoin has 39.73% more prevalence to produce high daily returns (more than 1.23% or less than $-1.06\%$). The severity analysis shows that, at a risk level, the average value-at-risk ($AVaR(X)$) of Bitcoin returns at one significant figure is four times larger than that of the S&P 500 Index returns at the same risk.
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1. Introduction

Cryptocurrency is a cryptographically secured digital asset, sometimes known as a crypto asset [1]. Bitcoin was the first cryptocurrency, created in 2009 by Satoshi Nakamoto. The idea behind Bitcoin was to create a peer-to-peer electronic payment system that allows online payments to be sent directly from one party to another without going through a financial institution [2]. Bitcoin was established to replace financial institutions with payment networks based on the blockchain or distributed ledger technology. Since its inception, Bitcoin has grown in popularity and adoption and is viewed as a viable legal tender in some countries. Its rising popularity has attracted growing interest and questions in economics and finance literature regarding the usage of Bitcoin as currency and the dynamics of Bitcoin prices.

The economic appraisal of Bitcoin as a currency has been conducted in many studies [3–7]. Like other traditional fiat currencies (Dollar, Euro, Yen, etc.), whether Bitcoin may be considered as a currency depends on its ability to fulfill three basic functions: a medium of exchange, a store of value, and a unit of account. As a medium of exchange, Bitcoin can be used to pay someone for something or to extinguish debt or financial obligations. However, Bitcoin bears exchange rate risk (BTC/USD)[3,4] and is not widely accepted in its current state. Furthermore, only five of the top 500 online merchants took Bitcoin in 2016 [1]. As a store of value, Bitcoin will be worth the same as it is today. This function is
also rejected in the literature \[3,4,6,7\] as Bitcoin is unstable and has excess volatility. As a unit of count, Bitcoin can be used to compare the value of two items or to count up the total value of assets. The extreme volatility \[8\] of Bitcoin makes it difficult or impossible to derive the true value of a specific good in Bitcoin. Some studies \[6,8\] show that the statistical properties of Bitcoin are uncorrelated with traditional asset classes such as stocks, bonds, and commodities; the transaction analysis of Bitcoin accounts shows that Bitcoins are mainly used as an investment tool and not as a currency. A similar study \[3\] shows that the volatility of Bitcoin prices is extreme and almost ten times higher than the volatility of major exchange rates (US/Euro and US/Yen) and concludes that Bitcoin cannot function as a medium of exchange, but can be used as a risk-diversified tool.

The formation and dynamics of Bitcoin prices are important aspects studied in the literature \[9–12\]. Several factors affecting Bitcoin prices have been identified in the literature review. These include the market forces of Bitcoin supply and demand, Bitcoin attractiveness for investors, and global macroeconomic and financial development. The empirical results \[9\] show that the market forces of Bitcoin supply and demand greatly impact Bitcoin price, confirming the major role played by the standard economic model of currency in explaining Bitcoin price formation. However, the same study \[9\] shows that the global macro-financial development (captured by the Dow Jones Index, exchange rate, and oil price) does not significantly impact Bitcoin price. The relationship between Bitcoin price and attractiveness has also been studied \[10–12\]. The attractiveness variables are the number of Google searches that used the terms Bitcoin, Bitcoin crash, and crisis. The findings \[12\] show that a Bitcoin price increase is usually preceded by an increase in the worldwide interest in Bitcoin; similarly, a fallen Bitcoin price follows an increase in market mistrust over a collapse of Bitcoin. In addition, it was shown \[11\] that the coronavirus fear sentiment, captured by hourly Google search queries on coronavirus-related words, negatively impacted Bitcoin price (negative Bitcoin returns and high trading volume).

The discussion herein shows that Bitcoin is mainly used as an investment tool, not a currency. The main determinants of Bitcoin price are the market forces of Bitcoin supply and demand and Bitcoin’s attractiveness for investors and users. We will analyze and assess the daily return distribution of Bitcoin and the S&P 500 Index and compare their tail probabilities through two financial risk measures: the value-at-risk (VaR(X)) and the average value-at-risk (AVaR(X)). The findings will provide another perspective in understanding the distribution of the return and volatility of Bitcoin. As a methodology, we use Bitcoin and S&P 500 Index daily return data over the 2010–2023 period to fit the General Tempered Stable (GTS) distribution to the underlying data return distribution. The rationale behind the choice of the GTS distribution is the self-decomposable law \[13–15\], that is the limiting distribution of a sequence of normalized sums of independent but not necessarily identically distributed random variables. In addition, The GTS distribution is a seven-parameter family of infinitely divisible distribution, which covers several well-known distribution subclasses like Variance Gamma distributions \[16–20\], bilateral Gamma distributions \[21,22\], and Carr–Geman–Madan–Yor (CGMY) distributions \[23\]. The main disadvantage of the GTS distribution is the lack of the closed form of density, cumulative functions, and their derivatives. We use a computational algorithm referred to as the advanced fast fractional Fourier transform (FRFT), which is the composite of a fast FRFT of a 12-long weighted sequence and a fast FRFT of an N-long sequence \[24\].

The rest of the paper is organized as follows: Section 2 provides the trend and the volatility of Bitcoin and S&P 500 Index daily price data. Section 3 briefly presents the GTS distribution’s theoretical framework. Section 4 develops the advanced fast FRFT scheme. Section 5 shows the results of the GTS parameter estimation from daily return data. Section 6 analyses the probability density functions and some key statistics. Section 7 develops the methodology and computes the VaR(X) and AVaR(X).

The S&P 500 Index, also known as the Standard & Poor’s 500 composite Stock Price Index, is a stock index that tracks the share prices of 500 of the largest public companies with stocks listed on the New York Stock Exchange (NYSE) and the Nasdaq in the United States. It was introduced in 1957 and is often treated as a proxy for describing the overall health of the stock market, or even the U.S. economy. The S&P 500 Index data were extracted from Yahoo Finance. The historical prices, adjusted for splits and dividends, span from 4 January 2010 to 16 June 2023. Bitcoin (BTC) price was extracted from CoinMarketCap and spanned from 28 April 2013 to 22 June 2023. Both asset prices are denominated in US dollars, the trading currency.

2.1. Bitcoin’s Path Compared with the S&P 500 Index’s Path

Bitcoin’s price fluctuations primarily stem from investors and traders. Investors use Bitcoin to store value, generate wealth, and hedge against inflation, whereas traders use it to bet against its price changes. Bitcoin’s historical price used in Figure 1a started on 28 April, 2013, when Bitcoin was trading at USD 134. By December 2013, the price had spiked to USD 1151 for the first time and then fallen to USD 698 three days later. In 2017, Bitcoin’s price hovered around USD 1000 until it broke at USD 2000 after mid-May and then skyrocketed to USD 19,497.40 on 16 December 2017 (first high peak in Figure 1a).
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Figure 1. Daily price.

The increasing demand for Bitcoin has triggered the development of cryptocurrencies to compete with Bitcoin. In 2020, the COVID-19 pandemic resulted in massive disruption in the global economy. Government policies, combined with investor and trader responses, accelerated the dynamic of Bitcoin’s price. Bitcoin price started at USD 7200 in early 2020; on 30 November 2020, Bitcoin was trading for USD 19,625, and the price reached around USD 29,000 at the end of December 2020. Bitcoin price increased by 14% in January 2021 and reached USD 33,114. By mid-April, Bitcoin prices reached a higher peak of USD 63,503 on 13 April 2021 (second high peak in Figure 1a) before starting a decreasing process to reach USD 29,807. On 20 November 2021, Bitcoin achieved the highest value of USD 65,995. In 2022, Bitcoin’s price declined gradually, with prices reaching USD 19,784 at the end of June before falling further to USD 16,547 at the end of December 2022. The trend changed in early 2023. Bitcoin price increased gradually and reached the value of USD 30,027 on 21 June 2023.

In contrast to Bitcoin price, Figure 1b shows that the S&P 500 Index smooths out price fluctuations. The S&P 500 Index historical price used in Figure 1b started on 4 January 2010, when the S&P 500 Index was worth USD 1132. From 2010 to 2019, the U.S. economy was characterized by stable economic growth and low interest rates, which helped to keep equity prices on the rise. The S&P 500 Index has steadily increased and almost tripled the index value from USD 1132 to USD 3230 on 31 December 2019. In early 2020, many countries issued quarantines in which businesses were ordered to shut down due to the
global spread of coronavirus (COVID-19). The negative impact of such a policy on the economy sent the S&P 500 Index into a tailspin, as shown in Figure 1b. In fact, on 19 February 2020, the S&P 500 Index closed at USD 3386, which was the highest value at that time; by 23 March 2020, the index plummeted to USD 2237, losing 34% of its value. The S&P 500 Index recovered the loss and continued a positive trend into 2021, reaching a peak of USD 4726 on 12 January 2022. The index started a decreasing process and fell at a lower value of USD 3577 on 12 October 2022, before increasing slightly to USD 4409 on 16 June 2023.

2.2. Bitcoin and S&P 500 Index Volatility over Time

The volatility of Bitcoin and the stock market index (S&P 500) are produced and analyzed. The realized volatility measures the magnitude of the daily price movements of some underlying variable, regardless of direction, over a specific period. The realized volatility formula is provided in (1), with \( T = \) month for the short term and \( T = \) year for the long term. Let the number of observations be \( m \), and the daily observed price be \( S_j \) on the day \( t_j \) with \( j = 1, \ldots, m \). We have the following equations:

\[
y_j = \log(S_j/S_{j-1}) \quad j = 2, \ldots, m \quad \sigma_k^2 = \frac{252}{T} \sum_{j=0}^{T} y_k^2 \quad k = T, \ldots, m. \tag{1}
\]

The volatility represents both risk and opportunity for financial investments. Figure 2a shows that Bitcoin is a highly volatile asset, and the volatility persists both in the short and long runs. The highly volatile security quickly hits new highs and lows and has rapid growths and sharp falls. In contrast, the S&P 500 Index is a low-volatility asset. It has relatively stable price dynamics in the long run, as shown in Figure 2b. According to statistics used in Figure 2, on average, Bitcoin is almost five times more volatile than the S&P 500 Index in the short run and four times more volatile in the long run.
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Figure 2. Realized volatility.

3. Generalized Tempered Stable (GTS) Process: Overview

The Lévy measure of the Generalized Tempered Stable (GTS) distribution \( (V(dx)) \) is defined (4) as a product of a tempering function \( (q(x)) \) (2) and a Lévy measure of the \( \alpha \)-stable distribution \( (V_{\text{stable}}(dx)) \) (3).

\[ q(x) = e^{-\alpha x}1_{x>0} + e^{-\beta x}1_{x<0} \] (2)

\[ V_{\text{stable}}(dx) = \frac{a_+}{x^{1+\beta_+}}1_{x>0} + \frac{a_-}{|x|^{1+\beta_-}}1_{x<0} \] (3)

\[ V(dx) = q(x)V_{\text{stable}}(dx) = \left( \frac{a_+ e^{-\alpha x}}{x^{1+\beta_+}}1_{x>0} + \frac{a_- e^{-\beta x}}{|x|^{1+\beta_-}}1_{x<0} \right) dx \] (4)

where \( 0 \leq \beta_+ \leq 1, 0 \leq \beta_- \leq 1, a_+ \geq 0, a_- \geq 0, \lambda_+ \geq 0 \) and \( \lambda_- \geq 0 \).

The six parameters that appear have important interpretations. \( \beta_+ \) and \( \beta_- \) are the indexes of stability bounded below by 0 and above by 2 [25]. They capture the peakedness of the distribution similarly to the \( \beta \)-stable distribution, but the distribution tails are tempered. If \( \beta \) increases (decreases), then the peakedness decreases (increases). \( a_+ \) and \( a_- \) are the scale parameters, also called the process intensity [26]; they determine the arrival rate of jumps for a given size. \( \lambda_+ \) and \( \lambda_- \) control the decay rate on the positive and negative tails. Additionally, \( \lambda_+ \) and \( \lambda_- \) are also skewness parameters. If \( \lambda_+ > \lambda_- \) (\( \lambda_+ < \lambda_- \)), then the distribution is skewed to the left (right), and if \( \lambda_+ = \lambda_- \), then it is symmetric [27,28]. \( \alpha \) and \( \lambda \) are related to the degree of peakedness and thickness of the distribution. If \( \alpha \) increases (decreases), the peakedness and the thickness decrease (increase). Similarly, If \( \lambda \) increases (decreases), then the peakedness increases (decreases) and the thickness decreases (increases) [29].

The GTS distribution can be denoted by \( X \sim GTS(\beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \) and \( X = X_+ - X_- \) with \( X_+ \geq 0, X_- \geq 0 \). \( X_+ \sim TS(\beta_+, \alpha_+, \lambda_+) \) and \( X_- \sim TS(\beta_-, \alpha_-, \lambda_-) \).

The activity process of the GTS distribution can be studied from the integral (5) of the Lévy measure (4). As shown in (5), if \( \beta_+ > 0 \), \( TS(\beta_+, \alpha_+, \lambda_+) \) is of finite activity process and can be written as a compound Poisson. We have a similar pattern when \( \beta_- > 0 \). The interesting case is when \( 0 \leq \beta_+ \). As shown in (5), if \( 0 \leq \beta_+ \), \( TS(\beta_+, \alpha_+, \lambda_+) \) is of infinite activity process with infinite jumps in any given time interval. We have a similar pattern when \( 0 \leq \beta_- \):

\[
\int_{-\infty}^{+\infty} V(dx) = \begin{cases} +\infty & \text{if } \beta_+ \geq 0 \cap \beta_- \geq 0 \\ a_+ \lambda_+ \beta_+ \Gamma(-\beta_+,0) + a_- \lambda_- \beta_- \Gamma(-\beta_-,0) & \text{if } \beta_+ < 0 \cap \beta_- < 0' \end{cases}
\] (5)

where \( \Gamma(s,x) = \int_x^{+\infty} y^{s-1} e^{-y} dy \) is the upper incomplete gamma function.

In addition to the infinite activities process, we can study the variation or smoothness of the process through the following integral:

\[
\int_{-\infty}^{+\infty} \min(1,|x|) V(dx) = \int_{-\infty}^{-1} V(dx) + \int_{-1}^{0} |x| V(dx) + \int_{1}^{+\infty} V(dx) + \int_{0}^{1} |x| V(dx)
\]

\[ = a_- \lambda_-^{\beta_-} \left( \Gamma(-\beta_-, \lambda_-) + \lambda_-^{\gamma} \Gamma(1-\beta_-, \lambda_-) \right) + a_+ \lambda_+^{\beta_+} \left( \Gamma(-\beta_+, \lambda_+) + \lambda_+^{\gamma} \Gamma(1-\beta_+, \lambda_+) \right), \]

where \( \gamma(s,x) = \int_0^x y^{s-1} e^{-y} dy \) is the lower incomplete gamma function.

We have

\[
\int_{-\infty}^{+\infty} \min(1,|x|) V(dx) < +\infty \quad \text{if } 0 \leq \beta_- < 1 \& 0 \leq \beta_+ \leq 1
\] (6)

when \( 0 \leq \beta_+ < 1 \) and \( 0 \leq \beta_- < 1 \). As shown in (6), GTS \( (\beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \) is a finite variance process, which is contrary to the Brownian motion process.

By adding the location parameter, the GTS distribution becomes GTS \( (\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \), and we have:

\[ Y = \mu + X = \mu + X_+ - X_- \quad Y \sim GTS(\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-). \] (7)
Theorem 1. Consider a variable \( Y \sim \text{GTS}(\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \); the characteristic exponent can be written as
\[
\Psi(\xi) = \mu \xi + \alpha_+ \Gamma(-\beta_+) \left( (\lambda_+ - i\xi)\beta_+ - \lambda_+ \beta_+ \right) + \alpha_- \Gamma(-\beta_-) \left( (\lambda_- + i\xi)\beta_- - \lambda_- \beta_- \right).
\]

See [30] for Theorem 1 proof.

Theorem 2. (Cumulants \( \kappa_k \)) Consider a variable \( Y \sim \text{GTS}(\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \). The cumulants \( \kappa_k \) of the GTS distribution are defined as follows:
\[
\kappa_1 = \mu + \alpha_+ \frac{\Gamma(1-\beta_+)}{\lambda_+^{-\beta_+}} - \alpha_- \frac{\Gamma(1-\beta_-)}{\lambda_-^{-\beta_-}}
\]
\[
\kappa_k = \alpha_+ \frac{\Gamma(k-\beta_+)}{\lambda_+^{k-\beta_+}} + (-1)^k \alpha_- \frac{\Gamma(k-\beta_-)}{\lambda_-^{k-\beta_-}}.
\]


From the characteristic exponent in (8), the Fourier transform \((F(f))\) and the density function \((f)\) of the GTS process \( Y \) can be written as follows:
\[
\mathcal{F}[f](\xi) = e^{\Psi(-\xi)} \quad f(y) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{iyx} \mathcal{F}[f](x) dx.
\]

Given the parameters \( V = (\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-) \), the first and second order derivatives (11) can be derived from Equation (10):
\[
\frac{df(y)}{dV_j} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{iyx} \left( \frac{d\mathcal{F}[f](x)}{dV_j} \right) dx \quad \frac{d^2f(y)}{dV_kdV_j} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{iyx} \left( \frac{d^2\mathcal{F}[f](x)}{dV_kdV_j} \right) dx.
\]

4. Methodology: Review of Advanced Fast FRFT Based Scheme

4.1. Fast Fourier Transform and Fractional Fourier Transform

The conventional fast Fourier transform (FFT) algorithm is widely used to compute discrete convolutions, discrete Fourier transform (DFT) of sparse sequences, and to perform high-resolution trigonometric interpolation [31]. The discrete Fourier transform (DFT) are based on \( n \)th roots of unity \( e^{-2\pi in} \). The generalization of DFT is the fractional Fourier transform, which is based on fractional roots of unity \( e^{-2\pi i a} \), where \( a \) is an arbitrary complex number.

The fractional Fourier transform is defined on \( m \)-long sequence \((x_1, x_2, \ldots, x_m)\) as follows:
\[
G_{k+s}(x, \delta) = \sum_{j=0}^{m-1} x_j e^{-2\pi i (j+k+s)\delta}, \quad 0 \leq k < m & 0 \leq s < 1.
\]

Let us have \( 2j(k+s) = j^2 + (k+s)^2 - (k-j+s)^2 \); Equation (12) becomes
\[
G_{k+s}(x, \delta) = \sum_{j=0}^{m-1} x_j e^{-\pi i(j^2+(k+s)^2-(k-j+s)^2)\delta}
\]
\[
= e^{-\pi i(k+s)^2} \sum_{j=0}^{m-1} x_j e^{-\pi i j^2\delta} e^{\pi i(k-j+s)^2\delta}
\]
\[
= e^{-\pi i(k+s)^2} \sum_{j=0}^{m-1} y_j z_{k-j} \quad y_j = x_j e^{-\pi i j^2\delta} \quad z_j = e^{\pi i(j+s)^2\delta}.
\]

The expression \( \sum_{j=0}^{m-1} y_j z_{k-j} \) is a discrete convolution. However, we need a circular convolution (i.e., \( z_{k-j} = z_{k-j+m} \)) to evaluate \( G_{k+s}(x, \delta) \). The conversion from discrete
convolution to discrete circular convolution is possible by extending the sequences \( y \) and \( z \) to length \( 2m \), defined as follows:

\[
\begin{align*}
y_j &= e^{-2\pi i j^2} \\
z_j &= e^{-2\pi i (j - \delta)^2} & 0 \leq k < m \\
y_j &= 0 \\
z_j &= e^{-2\pi i (j + s - 2m)^2} & m \leq k < 2m.
\end{align*}
\] (14)

Taking into account (14), (13) becomes

\[
G_{k+s}(x, \delta) = e^{-\pi i (k+s)^2} \sum_{j=0}^{2m-1} y_j z_{k-j} = e^{-\pi i (k+s)^2} \text{DFT}_{k}^{-1}\left[\text{DFT}_{j}(y)\text{DFT}_{j}(z)\right].
\] (15)

This procedure is referred to in the literature \([31]\) as the fast fractional Fourier transform algorithm, with a total computational cost of \(20m\log_2(m) + 44m\) operations.

4.2. Fast Fractional Fourier Transform Algorithm and Direct Integration Methods

The fast fractional Fourier transform (FRFT) is commonly used to evaluate the integrals in (10). We assume that \( \mathcal{F}[f](y) \) is zero outside the interval \([-\frac{\beta}{2}, \frac{\beta}{2}]\); \( \beta = \frac{m}{m} \) is the step size of the \( m \) input values of \( \mathcal{F}[f](y) \), defined by \( y_j = (j - \frac{m}{2})\beta \) for \( 0 \leq j < m \). Similarly, \( \gamma \) is the step size of the \( m \) output values of \( f(t) \), defined by \( x_k = (k - \frac{m}{2})\gamma \) for \( 0 \leq k < m \). By choosing the step size \( \beta \) on the input side and the step size \( \gamma \) on the output side, we fix the FRFT parameter \( \delta = \frac{m}{\pi} \) and yield the density function estimations \( \hat{f} \) (10) at \( x_k \):

\[
\hat{f}(x_{Ql+k}) = \frac{\gamma}{2\pi} e^{-\pi i (k+s-\frac{\beta}{2})n^2} G_{\delta}(\mathcal{F}[f](y_j) e^{-\pi i j n^2}, -\delta) \\
0 \leq s < 1.
\] (16)

The numerical integration of functions, also called a Direct Integration Method, is another method to evaluate the inverse Fourier integrals in (10). One of the sophisticated procedures is the Newton–Cotes rule, where the interval is approximated by some interpolating polynomials, usually in Lagrange form.

We assume \( m = Qn; \beta = \frac{\pi}{m} \) is the step size of the \( m \) input values \( \mathcal{F}[f](y) \), defined by \( y_{j+Qp} = (Qp + j - \frac{\pi}{m})\beta \) for \( 0 \leq p < n \) and \( 0 \leq j < Q \). Similarly, the output values of \( f(x) \) are defined by \( x_{Ql+k+s} = (Ql + k + s - \frac{\pi}{2})\gamma \) for \( 0 \leq l < n, 0 \leq f < Q \) and \( 0 \leq s \leq 1 \):

\[
\hat{f}(x_{Ql+k+s}) = \frac{\beta}{\pi} \sum_{p=0}^{n-1} \sum_{j=0}^{Q} W_{l} e^{iy_{j+Qp}x_{n+k+s}}, \mathcal{F}[f](y_{j+Qp}).
\] (17)

See \([32–34]\) for weight value \( \{W_{l}\}_{0 \leq l \leq Q} \) estimations and more details.

The composite Newton–Cotes rule with \( Q = 12 \) is implemented to provide great accuracy. The error analysis \([32]\) shows that the global error is \( O(h^\delta) \).

4.3. Advanced Fast Fractional Fourier Transform (FRFT) Algorithm

The advanced fast FRFT algorithm combines the fast FRFT algorithm (16) and the 12-point composite Newton–Cotes rule (17) to evaluate the inverse Fourier integrals.

We assume that \( \mathcal{F}[f](x) \) is zero outside the interval \([-\frac{\pi}{2}, \frac{\pi}{2}]\); \( Q = 12, m = Qn, \) and \( \beta = \frac{\pi}{m} \) is the step size of the \( m \) input values \( \mathcal{F}[f](y) \), defined by \( y_{j+Qp} = (Qp + j - \frac{\pi}{m})\beta \) for \( 0 \leq p < n \) and \( 0 \leq j < Q \). Similarly, the output values of \( f(x) \) is defined on \( x_{Ql+f+s} = (Ql + f + s - \frac{\pi}{2})\gamma \) for \( 0 \leq l < n, 0 \leq k < Q, \) and \( 0 \leq s \leq 1 \):

\[
f(x_{Ql+f+s}) = \frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{+\frac{\pi}{2}} e^{iy_{Ql+k+s}} \mathcal{F}[f](y)dy \approx \frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{+\frac{\pi}{2}} e^{iy_{Ql+k+s}} \mathcal{F}[f](y)dy
\] (composite rule)
Based on the Lagrange interpolating integration over \([x_{Qp}, x_{QP+Q}]\) \([32, 33]\), we have the following expression:

\[
\int_{x_{Qp}}^{x_{QP+Q}} e^{ix_{Qp}+y_{Qp}+s} \mathcal{F}[f](x)dx \approx \beta \sum_{j=0}^{Q} w_j e^{ix_{Qj+k+j}+y_{Qj+k+j}} \mathcal{F}[f](x_{j+Qp}).
\]  

(19)

We consider \(\hat{f}(x_{Qj+k+j})\), the approximation of \(f(x_{Qj+k+j})\). The expression (18) becomes

\[
\hat{f}(x_{Qj+k+j}) = \frac{\beta}{2\pi} \sum_{j=0}^{Q} w_j \mathcal{F}[f](y_{j+Qp}) e^{ix_{Qj+k+j}+y_{Qj+k+j}}.
\]

The quantities \(dV_2\) are the first and second order derivatives of the probability density and \(Q_l\) in (22) are the first and second order derivatives of the probability density and \(Q_l\) and \(Q_p\).

The expression \(\hat{f}(x_{Qj+k+j})\) is a composite of two fast FRFTs \([24]\) \((G_{k+s} \text{ and } G_{l+k+\frac{Q}{2}})\) and we have:

\[
\hat{f}(x_{Qj+k+j}) = \frac{\beta}{2\pi} e^{-\pi idm(Ql+k+j-\frac{Q}{2})} G_{k+s}(w_l G_{l+k+\frac{Q}{2}}(y_{Qp}, \delta Q^2) e^{2\pi iQ2(Ql-k+s)}) \beta \gamma = 2\pi \delta.
\]

(20)

The algorithm necessary to implement \(\hat{f}(x_{Qj+k+j})\) (20) is referred to as the advanced fast FRFT scheme. See [24] for more details on the composite of fast FRFT.

5. Fitting General Tempered Stable Distribution Results

5.1. Review of the Maximum Likelihood Method

From a probability density function \(f(x, V)\) with parameter \(V\) of size \(p = 7\) and the sample data \(X\) of size \(m\), we define the likelihood function and its derivatives as follows:

\[
L(x, V) = \prod_{j=1}^{m} f(x_j, V) \quad l(x, V) = \sum_{j=1}^{m} \log(f(x_j, V))
\]

(21)

\[
\frac{dl(x, V)}{dV_j} = \sum_{i=1}^{m} \frac{df(x_i, V)}{dV_j} f(x_i, V)
\]

\[
\frac{d^2l(x, V)}{dV_k dV_j} = \sum_{i=1}^{m} \left( \frac{d^2f(x_i, V)}{dV_k dV_j} \frac{df(x_i, V)}{dV_j} - \frac{df(x_i, V)}{dV_j} \frac{df(x_i, V)}{dV_j} \right).
\]

(22)

To perform the maximum of the likelihood function (21), the quantities \(\frac{df(x, V)}{dV_j}\) and \(\frac{d^2f(x, V)}{dV_k dV_j}\) in (22) are the first and second order derivatives of the probability density and should be computed with high accuracy.

The quantities \(\frac{d^2f(x, V)}{dV_k dV_j}\) are critical in computing the Hessian matrix and the Fisher information matrix.

Given the parameter \(V = (\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-)\) and the sample data set \(X\), we derive from (22) the following vector and matrix (23):

\[
l'(X, V) = \left( \frac{dl(x, V)}{dV_j} \right)_{1 \leq j \leq p}
\]

\[
l''(X, V) = \left( \frac{d^2l(x, V)}{dV_k dV_j} \right)_{1 \leq k \leq p, 1 \leq j \leq p}.
\]

(23)
The advanced fast FRFT scheme developed previously is used to compute the likelihood function (21) and its derivatives (23) in the optimization process. The local solution $V_0$ should meet the following requirements:

\[ I'(x, V^0) = 0 \quad U^T I''(X, V^0) U \leq 0 \quad \forall U \in \mathbb{R}^p. \quad (24) \]

The inequality in (24) is met when $I''(x, V^0)$ is a negative semi-definite matrix. The Newton–Raphson iteration algorithm provides the numerical solution (25):

\[ V^{n+1} = V^n - (I''(x, V^n))^{-1} I'(x, V^n). \quad (25) \]


### 5.2. GTS Parameter Estimation from S&P 500 Index

The results of the GTS parameter estimation from S&P 500 return data are reported in Table 1. As expected, the stability indexes ($\beta_-, \beta_+$), the process intensities ($\alpha_-, \alpha_+$), and the decay rate ($\lambda_-, \lambda_+$) are all positive. The results show that $0 \leq \beta_+ \leq 1$ and $0 \leq \beta_- \leq 1$, which means that S&P 500 return is an infinite activity process (5) and has a finite variance process (6).

<table>
<thead>
<tr>
<th>Model</th>
<th>$\mu$</th>
<th>$\beta_+$</th>
<th>$\beta_-$</th>
<th>$\alpha_+$</th>
<th>$\alpha_-$</th>
<th>$\lambda_+$</th>
<th>$\lambda_-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTS</td>
<td>−0.693477</td>
<td>0.682290</td>
<td>0.242579</td>
<td>0.458582</td>
<td>0.414443</td>
<td>0.822222</td>
<td>0.727607</td>
</tr>
</tbody>
</table>

As shown in Table 1, we have $\alpha_- \leq \alpha_+$, and the positive jumps are more prevalent than the negative jumps. The arrival rate might explain the slowly increasing S&P 500 daily price in Figure 1b. In addition, the S&P 500 return is a slightly left-skewed distribution as $\lambda_- \leq \lambda_+$. Based on $\alpha$ and $\lambda$, the tail distribution is thicker on the negative side of the S&P 500 return distribution ($X_-$) than on the positive side of the distribution.

The Newton–Raphson iteration algorithm (25) was implemented, and the results are reported in Table 2. Each row has eleven columns made of the iteration number, the seven parameters $\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-$, and three statistical indicators: the log-likelihood ($\text{Log}(ML)$), the norm of the partial derivatives ($\|\frac{d\text{Log}(ML)}{dV}\|$), and the maximum value of the eigenvalues ($\text{MaxEigenValue}$). The statistical indicators aim at checking if the two necessary and sufficient conditions described in Equation (24) are all met. $\text{Log}(ML)$ displays the value of the Naperian logarithm of the likelihood function $L(x, V)$, as described in (21); $\|\frac{d\text{Log}(ML)}{dV}\|$ displays the value of the norm of the first derivatives ($\|\frac{dL(x, V)}{dV}\|$) described in Equation (22); and $\text{MaxEigenValue}$ displays the maximum value of the seven eigenvalues generated by the Hessian Matrix ($\frac{d^2L(x, V)}{dV^2}$), as described in Equation (23).

As shown in Table 2, the log-likelihood ($\text{Log}(ML)$) value starts at −4664.7647 and increases to a limit of −4659.1914; the $\|\frac{d\text{Log}(ML)}{dV}\|$ value starts at 289.206866 and decreases to 0; and the maximum value of the eigenvalues ($\text{MaxEigenValue}$) starts at 48.3287566 and converges to −1.4542632, which is negative. The Hessian matrix in (23) is a negative semi-definite matrix at a converged solution. Therefore, both conditions in (24) are met, and we have a locally optimal solution.
5.3. GTS Parameter Estimation: Bitcoin

The results of the GTS parameter estimation from Bitcoin returns are reported in Table 3. As expected, the stability indices (β−, β+), the process intensities (α−, α+), and the decay rate (λ−, λ+) are all positive. The results show that 0 ≤ β− ≤ 1 and 0 ≤ β+ ≤ 1, which means Bitcoin return is an infinite activity process (5), with an infinite number of jumps in any given time interval, and has a finite variance process (6).

Table 3. FRFT maximum likelihood GTS parameter estimation.

| Model | µ | β− | β+ | α− | α+ | λ− | Max Eigen Value |
|-------|---|----|----|----|----|----|-----------------
| GTS   | −0.736924 | 0.461378 | 0.267178 | 0.810017 | 0.517347 | 0.215628 | 0.191937 |

As shown in Table 3, we have α− < α+, and the positive jumps are significantly more prevalent than the negative jumps. The higher arrival rate of the positive jumps might explain the high empirical rate of Bitcoin daily price in Figure 1b. In addition, Bitcoin return is a left-skewed distribution than λ− < λ+. The estimation results of process intensity (α) and the decay rate (λ) show that the Bitcoin tail distribution is thicker on the negative side. The Newton–Raphson iteration algorithm (25) was implemented, and the results of the iteration process are reported in Table 4. Tables 2 and 4 have similar structures. As shown in Table 4, the log-likelihood (Log(ML)) value starts at −1036.656 and increases to a limit of −9751.2193, the value starts at 3188.1469 and decreases to almost 0; and the maximum value of the eigenvalues (MaxEigenValue) starts at 2854.2231 and converges to −0.000436, which is negative. The Hessian matrix in (23) is a negative semi-definite matrix at a converged solution. Therefore, both conditions in (24) are met, and we have a locally optimal solution.
6. Analysis and Findings: Density Function and Key Statistics

The theoretical statistics and the GTS probability density function are computed based on parameter estimations, and their values are analyzed. The theoretical statistics of Bitcoin and the S&P 500 Index are also compared to the empirical estimations.

As illustrated in Figure 3, both GTS probability density functions exhibit tail events, which are much more prevalent than we would expect with a Normal distribution. The heavy-tailed distribution captures the huge price swings of Bitcoin and the S&P 500 Index. The theoretical kurtosis statistics are 8.92319 for S&P 500 returns and 9.74633 for Bitcoin returns, almost three times the kurtosis of the Normal distribution. Many studies have shown that kurtosis is not a measure of peakedness but rather a measure of tailedness [36–38].

The peakedness of the GTS probability density function is another characteristic, as shown in Figure 3. In contrast to the Normal distribution, there is a higher concentration of data values around the mean. The degree of concentration is much higher for S&P 500 returns in Figure 3b than the Bitcoin returns distribution in Figure 3a. Both GTS distributions in Figure 3 are referred to as leptokurtic distributions in the literature.

The probability density function of Bitcoin returns is presented in Figure 3a. The Normal probability density (red curve) with mean ($\mu = 0.15\%$) and standard deviation ($\sigma = 3.99\%$) is plotted alongside the GTS probability density (black curve). The Normal distribution shows that 35.15% of Bitcoin returns (in purple) are within $-1.57\%$ and $2.07\%$, which is 19.63% lower than the actual percentage of Bitcoin returns. According to statistics, approximately 20.72% of Bitcoin returns (in cyan) are within $-9.53\%$ and $-1.57\%$, against 20.99% within $0.68\%$ and $2.85\%$, on the right side (in yellow). As shown in Figure 3a, the Normal distribution overestimates the probability on both sides (in red and blue).

The probability density function of the S&P 500 Index returns is presented in Figure 3b. The Normal probability density (red curve) with mean ($\mu = 0.04\%$) and standard ($\sigma = 1.09\%$) deviations are plotted along with the GTS probability density (black curve). Similar to the previous analysis, the Normal distribution shows that 38.82% of S&P 500 Index returns are concentrated within $-0.43\%$ and $0.68\%$; the percentage is 17.02% lower than the actual percentage of the S&P 500 Index returns. According to statistics, approximately 21.31% of S&P 500 Index returns (in cyan) are within $-2.56\%$ and $-0.43\%$ against 19.49% of S&P 500 Index returns (in yellow), within $0.68\%$ and $2.85\%$. Like Bitcoin returns, the Normal distribution overestimates the probability of the S&P 500 Index returns on both sides (in red and blue).
The GTS probability density functions for S&P 500 Index returns and Bitcoin returns are compared in Figure 4. The heavy-tailedness is the main characteristic of Bitcoin returns, whereas peakedness characterizes the S&P 500 Index.

As shown in Figure 4, only 40.32% of Bitcoin returns (in purple) are within $-1.06\%$ and $1.23\%$. Each tailed distribution of the Bitcoin return is heavier. Actually, 28.14% of Bitcoin returns are less than $-1.06\%$, and 31.54% are more than $1.23\%$. While there is a heavy concentration of the S&P 500 Index returns around the mean, with approximately 80.05% of S&P 500 Index returns within $-1.06\%$ and $1.23\%$; only 10.76% of S&P 500 Index returns (in cyan) are less than $-1.06\%$ and 9.19% are more than $1.23\%$ (in yellow).

The cumulants ($k_k$) of the GTS distribution are stated in Theorem 2, and their formulas produce the theoretical values of the following indicators: means, standard deviation, skewness, and kurtosis. Empirical statistics from the sample data were also estimated, and the results are summarized in Table 5.

As shown in Table 5, the empirical and theoretical mean ($\kappa_1$), standard deviation ($\sigma$), and Coefficient of Variation (CV) are consistent for each asset. However, the S&P 500 Index estimation overestimates the kurtosis and skewness statistics. The plausible explanation is the impact of the outliers ($-12.7652\%$, 8.96883%).
Theorem 3. Let a probability cumulative function $F(x)$ be at least four times continuously differentiable and let $(F_i)_{1 \leq i \leq m}$ be a sample of $F(x)$ on a sequence of evenly spaced input values $x_i$ for $1 \leq i \leq m$, with $F(x_i) = F_i$. We also consider $x_a$, a $\alpha$th quantile defined by $F(x_a) = \alpha$, with $x_i < x_a < x_{i+1}$ and $F_i < F(x_a) < F_{i+1}$.

There exists a unique value, $y \in (0, 1)$, and $b_0$, $b_1$, $b_2$, $b_3$, $b_4$ coefficients such that $y$ is a solution of the polynomial equation of degree 4 (28).

$$b_0 + b_1 y + b_2 y^2 + b_3 y^3 + b_4 y^4 = 0$$

The $\alpha$th quantile $(x_a)$ can be written as follows:

$$x_a = x_i + y(x_{i+1} - x_i).$$
Proof. The Taylor series approximation can be applied to the four-times continuously differentiable function \( F(x) \), and we have the following results:

\[
F(x_a) = F_i + \frac{u}{1!} F_i^{(1)} + \frac{u^2}{2!} F_i^{(2)} + \frac{u^3}{3!} F_i^{(3)} + \frac{u^4}{4!} F_i^{(4)} + O(u^4),
\]

where \( F_i^{(1)}, F_i^{(2)}, F_i^{(3)}, \) and \( F_i^{(4)} \) are determined by the central difference representations \([41]\) of \( O(\Delta^2) \) with \( \Delta = x_{i+1} - x_i \).

\[
a_1 = \Delta F_i^{(1)} = \frac{-F_{i-1} + F_{i+1}}{2},
\]

\[
a_2 = \Delta^2 F_i^{(2)} = F_{i-1} - 2F_i + F_{i+1},
\]

\[
a_3 = \Delta^3 F_i^{(3)} = -F_{i-2} + 2F_{i-1} - 2F_{i+1} + F_{i+2},
\]

\[
a_4 = \Delta^4 F_i^{(4)} = F_{i-2} - 4F_{i-1} + 6F_i - 4F_{i+1} + F_{i+2},
\]

By removing the function \( O(\Delta^4) \) in (30), we have the polynomial equation as follows:

\[
-(\alpha - F_i) + a_1 \frac{x_a - x_i}{x_{i+1} - x_i} + a_2 \frac{F(x_{i+1})}{F(x_i)} + a_3 \frac{(x_a - x_i)^2}{(x_{i+1} - x_i)^2} + a_4 \frac{(x_a - x_i)^3}{(x_{i+1} - x_i)^3} + a_5 \frac{(x_a - x_i)^4}{(x_{i+1} - x_i)^4} = 0.
\]

Let us take \( y = \frac{x_a - x_i}{x_{i+1} - x_i}, \) \( b_0 = -(\alpha - F_i) \), \( b_1 = a_1, \) \( b_2 = a_2, \) \( b_3 = a_3, \) \( b_4 = a_4. \)

The polynomial equation becomes:

\[
b_0 + b_1y + b_2y^2 + b_3y^3 + b_4y^4 = 0.
\]

Let us have \( f(y) = b_0 + b_1y + b_2y^2 + b_3y^3 + b_4y^4. \) \( f(y) \) is a continuous function with \( f(0) = b_0 = -(\alpha - F_i) < 0 \) and \( f(1) = b_0 + b_1 + b_2 + b_3 + b_4 > 0. \) In fact, We have \( F_i < \alpha < F_{i+1} \) and \( \alpha = \lambda F_i + (1 - \lambda)F_{i+1} \) with \( 0 < \lambda < 1. \)

\[
f(1) = b_0 + b_1 + b_2 + b_3 + b_4
\]

\[
= \frac{1}{4!}[(F_{i-1} - F_{i-2}) - 5(\alpha - F_i) + 16(\alpha + F_{i+1} - F_i + 3(\alpha - F_i))]
\]

\[
= \frac{1}{4!}[(F_{i-1} - F_{i-2}) + (F_1 - F_{i-1}) + (24\lambda - 5)(F_{i+1} - F_i) + 3(F_{i+2} - F_{i+1})]
\]

We have \( f(1) > 0 \) because the cumulative function \( F(x) \) is an increasing function at an increasing rate followed by a decreasing rate. The mean-value theorem guarantees the existence of the solution \( (y) \) over the interval \((0,1)\). \( f(y) \) is an increasing function over the interval \((0,1)\). Therefore, \( y \) is a unique value over \((0,1)\).

Given a root \( (y) \) of Equation (32) with \( 0 < y < 1 \), we have the estimation of the \( \alpha^{th} \) quantile as follows:

\[
x_a = x_i + y(x_{i+1} - x_i).
\]
of the S&P 500 Index, which is consistent with the heavy-tailedness of Bitcoin returns. We have the same pattern in Table A1.

Table 6. Value-at-risk statistics for profit values.

<table>
<thead>
<tr>
<th>Confidence Level (1−α)</th>
<th>VaR_{1−α}(X)</th>
<th>S&amp;P 500 Index (%)</th>
<th>Bitcoin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Empirical</td>
<td>Theoretical</td>
<td>Empirical</td>
</tr>
<tr>
<td>90%</td>
<td>1.1819</td>
<td>1.1760</td>
<td>4.3173</td>
</tr>
<tr>
<td>91%</td>
<td>1.2638</td>
<td>1.2499</td>
<td>4.5631</td>
</tr>
<tr>
<td>92%</td>
<td>1.3311</td>
<td>1.3333</td>
<td>4.8620</td>
</tr>
<tr>
<td>93%</td>
<td>1.4050</td>
<td>1.4288</td>
<td>5.1729</td>
</tr>
<tr>
<td>94%</td>
<td>1.4770</td>
<td>1.5402</td>
<td>5.5775</td>
</tr>
<tr>
<td>95%</td>
<td>1.5939</td>
<td>1.6738</td>
<td>6.3628</td>
</tr>
<tr>
<td>96%</td>
<td>1.7231</td>
<td>1.8399</td>
<td>7.1021</td>
</tr>
<tr>
<td>97%</td>
<td>1.9259</td>
<td>2.0583</td>
<td>7.9802</td>
</tr>
<tr>
<td>98%</td>
<td>2.2504</td>
<td>2.3738</td>
<td>9.5034</td>
</tr>
<tr>
<td>99%</td>
<td>2.8115</td>
<td>2.9334</td>
<td>11.1161</td>
</tr>
<tr>
<td>99.5%</td>
<td>3.3713</td>
<td>3.5166</td>
<td>13.5660</td>
</tr>
</tbody>
</table>

As shown in Table 6, the 95% VaR_{1−α}(X) of both the S&P 500 Index and Bitcoin are equal to 3.52% and 13.88%, respectively. Bitcoin gains more than 13.88% of its present value with a probability of 5%, whereas the S&P 500 Index gains only 3.52% with the same probability. As it is also illustrated in Figure 6, the VaR_{1−α}(X) increases at an increasing rate in Figure 6a, and VaR_α(X) increases at a decreasing rate in Figure 6b. There is also a discrepancy between the VaR_α(X) of Bitcoin and the S&P 500 Index. VaR(X) does not provide any information about the magnitude of the losses or profits larger than the VaR(X) level. This is a disadvantage of the VaR(X) indicator [40].

7.2. Analysis and Findings: Average Value-at-Risk (AVaR_α(X))

The average value-at-risk (AVaR_α(X)) at tail probability α is defined as the average of the value-at-risks that are larger than the VaR(X) at tail probability α. The mathematical expression can be written as follows:

$$AVaR_\alpha(X) = \frac{1}{\alpha} \int_0^\alpha VaR_\theta(X) dy. \quad (34)$$

The GTS distribution is a continuous variable (X), VaR_α(X) = F_X^{-1}(\alpha) in (27) and the integral in (34) becomes

$$\int_0^\alpha VaR_\theta(X) dy = \int_0^\alpha F_X^{-1}(y) dy = \int_0^{F_X^{-1}(\alpha)} \theta dF_X(\theta) = E[X1_{(X \leq VaR_\alpha(X))}]. \quad (35)$$

The average value-at-risk (34) becomes

$$AVaR_\alpha(X) = \frac{1}{\alpha} E[X1_{(X \leq VaR_\alpha(X))}] = \frac{1}{\alpha} E[VaR_\alpha(X)^1_{(X \leq VaR_\alpha(X))} + (X - VaR_\alpha(X))^+] \quad (36)$$

$$= VaR_\alpha(X) + \frac{1}{\alpha} E[(X - VaR_\alpha(X))^+]$$
For the confidence level \((1 - \alpha)\), \(AVaR_{1-\alpha}\) becomes

\[
AVaR_{1-\alpha}(X) = \frac{1}{1 - \alpha} \int_0^{1-\alpha} VaR_{1-\alpha}(X) dy = \frac{1}{1 - \alpha} \int_{1-\alpha}^1 VaR_y(X) dy.
\]

(37)

We have the following expression on the loss \((\alpha \leq \frac{1}{2})\) and the profit \((\alpha \geq \frac{1}{2})\) of the returns distribution:

\[
AVaR_{\alpha}(X) = VaR_{\alpha}(X) + \frac{1}{\alpha} E[(X - VaR_{\alpha}(X))^-], \quad \alpha < \frac{1}{2}
\]

\[
AVaR_{1-\alpha}(X) = VaR_{1-\alpha}(X) + \frac{1}{1 - \alpha} E[(X - VaR_{1-\alpha}(X))^+], \quad \alpha > \frac{1}{2}.
\]

(38)

**Theorem 4.** Let \(k \in \mathbb{R}\). \(X\) is a GTS\((\mu, \beta_+, \beta_-, \alpha_+, \alpha_-, \lambda_+, \lambda_-)\) random variable with characteristic exponent function \(\Psi(z)\).

There exists \(q > 0\) such that

\[
E[(X - k)^+] = \frac{1}{2\pi} \int_{-\infty+iq}^{\infty+iq} \frac{1}{2} e^{izk + \Psi(z)} dz
\]

\[
E[(X - k)^-] = \frac{1}{2\pi} \int_{-\infty-iq}^{\infty-iq} \frac{1}{2} e^{izk + \Psi(z)} dz.
\]

(39)

**Proof.** \(g(X, k) = (X - k)^+\) is the payoff of the call option, and the Fourier transform of \(g\) is derived as follows:

\[
\mathcal{F}[g](y, k) = \int_{-\infty}^{\infty} e^{-iyx} g(x, k) dx = \int_{-\infty}^{\infty} e^{-iyx} (x - k)^+ dx
\]

\[
= \int_{k}^{\infty} e^{-iyx} (x - k) dx
\]

\[
= \left[ \frac{1 + (x - k)iy}{y^2} e^{-iyx} \right]_k^{+\infty} = -\frac{1}{y^2} e^{-iyk} \quad \text{for} \ \Im(y) < 0
\]

(40)

where \(\Im(y)\) is the imaginary of \(y\).

Similarly, \(g(X, k) = (X - k)^-\) is the payoff of the put option, and the Fourier transform becomes

\[
\mathcal{F}[g](y, k) = \left[ \frac{1 + (x - k)iy}{y^2} e^{-iyx} \right]_{-\infty}^{k} = \frac{1}{y^2} e^{-iyk} \quad \text{for} \ \Im(y) > 0.
\]

(41)

The call payoff (39) can be recovered from the inverse of Fourier if there exists \(q > 0\) such that

\[
g(x, k) = \frac{1}{2\pi} \int_{-\infty+iq}^{\infty+iq} e^{iyx} \mathcal{F}[g](y, k) dy = -\frac{1}{2\pi} \int_{-\infty+iq}^{\infty+iq} \frac{1}{y^2} e^{iy(x-k)} dy.
\]

(42)
We have the following expression:

\[
E[(X - k)^+] = \int_{-\infty}^{+\infty} g(y, k) f(y) dy = \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-iyz + \Psi(z)} g(y, k) dy dz \text{ where } g(y, k) = (y - k)^+
\]

\[
= \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{\Psi(z)} \int_{-\infty}^{+\infty} e^{-iyz} g(y, k) dy dz
\]

\[
= \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{\Psi(z)} \mathcal{F}[g](z, k) dz \quad \text{recall (40)}
\]

\[
= -\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-izk + \Psi(z)} dz = \frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{1}{iz} e^{-izk + \Psi(z)} dz
\]

The same development holds for \( E[(X - k)^-] \). □

The error function \( ER(k, q) \) between the call payoff and the inverse Fourier (42) is defined as follows:

\[
ER(k, q) = \left[ \frac{1}{m} \sum_{j=1}^{m} [(x_j - k)^+ - \bar{g}(x_j, k)]^2 \right]^{\frac{1}{2}} \quad \text{with } -M \leq x_j \leq M, \ M > 0,
\]

where \( k \) (strike price) and \( q \) (parameter) are the inputs of the function \( ER(k, q) \); the parameter \( q \) is used to optimize the function \( ER(k, q) \). Figure 5a shows how the accuracy of the inverse Fourier (42) depends on the parameter \( q \).

![Figure 5. Optimal parameter (q) and minimum error value (ER(k, q)).](image)

Figure 5b displays the \( ER(k, q) \) minimum value (in blue) as a function of the strike price (\( k \)). The corresponding optimal parameter (\( q \)) is graphed as a function of the strike price (\( k \)) in Figure 5b. The \( ER(k, q) \) minimum value oscillates between \( 1.337 \times 10^{-4} \) and \( 1.650 \times 10^{-4} \), which is almost zero. The optimal parameter (\( q \)) decreases slowly from \(-0.0576\) to \(-0.0567\), as shown Figure 5b.

**Corollary 1.** \( X \) is a \( GTS(\mu, \beta, \beta, \alpha, \alpha, \lambda, \lambda) \) random variable with characteristic exponent function \( \Psi(\xi) \).

There exists \( q > 0 \), such that

\[
AVaR_{1-\alpha}(X) = VaR_{1-\alpha}(X) - \frac{1}{1 - \alpha} \frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{1}{iz} e^{iz \cdot VaR_{1-\alpha}(X) + \Psi(-z)} dz
\]

\[
AVaR_{\alpha}(X) = VaR_{\alpha}(X) + \frac{1}{\alpha} \frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{1}{iz} e^{iz \cdot VaR_{\alpha}(X) + \Psi(-z)} dz,
\]

\[
\text{(44)}
\]
Proof. Equation (38) leads to Equation (44) by substituting $k = VaR_\alpha(X)$ and applying Theorem (4).

For tail probability ($\alpha$) from 0.5%, 1%, ..., 10%, the theoretical and empirical average value-at-risk ($AVaR_\alpha(X)$) was computed and summarized in Table A2 (Appendix A). For the corresponding confidence Level ($1 - \alpha$) from 90%, ..., 99%, 99.5%, the theoretical and empirical $AVaR_{1-\alpha}(X)$ are summarized in Table 7. Both tables show consistent empirical and theoretical $AVaR(X)$. As expected, Bitcoin’s theoretical and empirical $AVaR(X)$ are higher than that of the S&P 500 Index, which is consistent with the heavy-tailedness of Bitcoin.

Table 7. Average value-at-risk statistics for profit values.

<table>
<thead>
<tr>
<th>$AVaR_{1-\alpha}(X)$</th>
<th>S&amp;P 500 (%)</th>
<th>Bitcoin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$VaR_{1-\alpha}(X)$</td>
<td>$AVaR_{1-\alpha}(X)$</td>
<td>$VaR_{1-\alpha}(X)$</td>
</tr>
<tr>
<td><strong>Confidence Level ($\alpha$)</strong></td>
<td><strong>Empirical</strong></td>
<td><strong>Theoretical</strong></td>
</tr>
<tr>
<td>90%</td>
<td>1.8976</td>
<td>1.9278</td>
</tr>
<tr>
<td>91%</td>
<td>1.9730</td>
<td>2.0074</td>
</tr>
<tr>
<td>92%</td>
<td>2.0584</td>
<td>2.0971</td>
</tr>
<tr>
<td>93%</td>
<td>2.1585</td>
<td>2.1971</td>
</tr>
<tr>
<td>94%</td>
<td>2.2790</td>
<td>2.3197</td>
</tr>
<tr>
<td>95%</td>
<td>2.4304</td>
<td>2.4624</td>
</tr>
<tr>
<td>96%</td>
<td>2.6269</td>
<td>2.6399</td>
</tr>
<tr>
<td>97%</td>
<td>2.8887</td>
<td>2.8724</td>
</tr>
<tr>
<td>98%</td>
<td>3.3001</td>
<td>3.2070</td>
</tr>
<tr>
<td>99%</td>
<td>4.1403</td>
<td>3.7960</td>
</tr>
</tbody>
</table>

To generalize the computation performed in Tables 7 and A2 and accounting for a large range of values, we consider the interval $[0, 10]$ for tail probability ($\alpha$) in Figure 6b and the interval $[90, 100]$ for confidence level ($1 - \alpha$) in Figure 6a. As illustrated in Figure 6a, the $AVaR_{1-\alpha}(X)$ of Bitcoin and the S&P 500 Index increase at an increasing rate, which justified the concave nature of each curve.

From Figure 6a, the $AVaR_{0.999}(X) = 23.48\%$ for Bitcoin and $AVaR_{0.999}(X) = 5.88\%$ for the S&P 500 Index, while for the tail probability ($\alpha$) in Figure 6b, the $AVaR_{0.001}(X) = -26.21\%$ for Bitcoin and $AVaR_{0.001}(X) = -7.18\%$ for the S&P 500 Index.

As shown in Figure 6, at a risk level, the severity of the loss ($AVaR_\alpha(X)$) on the left side of the distribution is larger than the severity of the profit ($AVaR_{1-\alpha}(X)$) on the right side of the distribution. The left-skewed nature of the distribution provides some explanation.
The magnitude of the discrepancy between the $AVaR_{\alpha}(X)$ of Bitcoin and S&P 500 Index can be evaluated by assessing the ratio of the $AVaR_{\alpha}(X)$ of Bitcoin to the $AVaR_{\alpha}(X)$ of the S&P 500 Index. The relationship is depicted in Figure 7.

The profits (in red) generated by the $AVaR_{1-\alpha}(X)$ of Bitcoin at one significant figure is four times larger than that of the S&P 500 Index. Similarly, the losses (in black) generated by the $AVaR_{\alpha}(X)$ of Bitcoin at one significant figure is four times larger than that of the S&P 500 Index, as shown in Figure 7.

![Figure 7](https://example.com/figure7.png)

8. Conclusions

The paper analyzes the daily return distributions of Bitcoin and the S&P 500 Index. It assesses their tail probabilities through the value-at-risk (VaR(X)) and the average value-at-risk (AVaR(X)). As a methodology, we use the historical prices for Bitcoin and the S&P 500 Index. Bitcoin price spans from 04 January 2010 to 16 June 2023, while the S&P 500 Index price spans from 28 April 2013 to 22 June 2023. Each historical data fits the seven-parameter General Tempered Stable (GTS) distribution to the underlying data return distribution. The advanced fast FRFT scheme is developed from the classic fast FRFT algorithm and the 12-point composite Newton–Cotes rule. The advanced fast FRFT scheme is used to perform the maximum likelihood estimation of seven parameters of the GTS distribution. It results from the GTS distribution fitting that the stability indexes, the process intensities, and the decay rate are all positive. Bitcoin and S&P 500 Index returns are infinite activity and finite variance processes. The parameter analysis shows that Bitcoin and S&P 500 Index returns are left-skewed distributions. The study of the probability density functions and some key statistics show that the tail events of Bitcoin and the S&P 500 Index are much more prevalent than we would expect from a Normal distribution. Both probability density functions are leptokurtic distributions. However, the heavy-tailedness is the main characteristic of the Bitcoin returns, whereas the peakedness is the main characteristic of the S&P 500 Index returns. The GTS distribution shows that 80.05% of S&P 500 returns are within $-1.06\%$ and $1.23\%$, against only 40.32% of Bitcoin returns. The value-at-risk and the average value-at-risk reveal significant differences in tail probability between Bitcoin and S&P 500 Index returns. At a risk level ($\alpha$), the severity of the loss ($AVaR_{\alpha}(X)$) on the left side of the distribution is larger than the severity of the profit ($AVaR_{1-\alpha}(X)$) on the right side of the distribution. Compared to the S&P 500 Index, Bitcoin has 39.73% more prevalence to produce high daily returns (more than $1.23\%$ or less than $-1.06\%$). The severity analysis shows that at a risk level ($\alpha$), the average value-at-risk of Bitcoin returns at one significant figure is four times larger than that of the S&P 500 Index returns at the same risk.
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Appendix A. Value-at-Risk and Average Value-at-Risk

Table A1. Value-at-risk statistics for loss values.

<table>
<thead>
<tr>
<th>Confidence Level (α)</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>3%</th>
<th>4%</th>
<th>5%</th>
<th>6%</th>
<th>7%</th>
<th>8%</th>
<th>9%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>VaR_α (X) S&amp;P 500 Index (%)</td>
<td>−4.0015</td>
<td>−3.4102</td>
<td>−2.6769</td>
<td>−2.2626</td>
<td>−1.9766</td>
<td>−1.7598</td>
<td>−1.5863</td>
<td>−1.4424</td>
<td>−1.3201</td>
<td>−1.2140</td>
<td>−1.1207</td>
</tr>
</tbody>
</table>

Table A2. Average value-at-risk Statistics for loss values.

<table>
<thead>
<tr>
<th>Confidence Level (α)</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>3%</th>
<th>4%</th>
<th>5%</th>
<th>6%</th>
<th>7%</th>
<th>8%</th>
<th>9%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVaR_1−α (X) S&amp;P 500 Index (%)</td>
<td>−5.7738</td>
<td>−4.5264</td>
<td>−3.7627</td>
<td>−3.3268</td>
<td>−3.0233</td>
<td>−2.7915</td>
<td>−2.5867</td>
<td>−2.3152</td>
<td>−2.1987</td>
<td>−2.0955</td>
<td>−2.0846</td>
</tr>
</tbody>
</table>
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