Numerical Investigations of Shape Memory Alloy Fatigue
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Abstract: This work deals with numerical investigations of the functional and structural fatigue on shape memory alloys (SMAs). A thermodynamically consistent, three-dimensional constitutive model is employed, adopting a continuum damage perspective. Fatigue life is predicted by considering a macroscopic model. Numerical simulations are compared with experimental data taken from the literature to demonstrate the model’s ability to capture the general thermomechanical behavior of SMAs subjected to different loading conditions. Uniaxial and torsion tests are discussed; thermal loads are also analyzed considering the influence of the maximum temperature on the fatigue life of SMAs. Cyclic degradation of the shape memory effect is investigated in the sequence. Results show that numerical simulations are in good agreement with the experimental data, including the fatigue life estimation.
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1. Introduction

Shape memory alloys belong to the class of smart materials and have a series of complex thermomechanical behaviors including one-way shape memory effect, two-way shape memory effect, pseudoelasticity, and phase transformation due to temperature variation. These phenomena are due to solid-solid martensitic phase transformations that can be induced either by stress or by temperature [1–3]. In recent years, shape memory alloys, especially nickel-titanium (NiTi) alloys, were used in a large variety of applications considering different fields including biomedical, automotive, aerospace, civil engineering, and robotics, due to unique characteristics such as good mechanical properties, biocompatibility, and corrosion resistance [4–10]. Devices developed from these materials are often subjected to cyclic loading processes and therefore, fatigue is an essential issue responsible to the loss of functionality, and eventually, to failure. In this regard, fatigue of shape memory alloys is an important issue to be analyzed with scientific and technological relevance.

Fatigue is a kind of localized damage process associated with cyclic loadings, being related to the initiation and growth of cracks [11,12]. Fatigue is usually classified into low cycle fatigue when the material accumulates plastic strains during the cyclic loading and high cycle fatigue when the material undergoes only elastic strains. According to Eggeler et al. [13], the definition of SMA fatigue can be split into structural fatigue, associated with the material failure due to the growth and propagation of microcracks, and functional fatigue, related to the reduction of functional properties.

SMA fatigue was explored by many researchers employing different approaches. From the experimental point of view, different phenomena related to shape memory alloys were explored to quantify the influence of structural and functional fatigue. For instance,
Tyc et al. [14] investigated the functional and structural fatigue of superelastic NiTi wires subjected to tensile fatigue tests at various temperatures. Results showed that unrecovered strains increase when the test temperature grows. On the other hand, the number of cycles to failure decreases with the increase of test temperature and transformation stress. Dornelas et al. [15] proposed an experimental investigation to identify the main characteristics of the macroscopic thermomechanical behavior of NiTi alloys observing functional and structural fatigue subjected to different situations related to phase transformations and plastic behavior. Qin et al. [16] conducted an experimental study to investigate the effect of maximum temperature on the fatigue life of NiTi wires subjected to thermal loads. It was observed that the increase of temperature promotes a significant reduction of the fatigue life. Predki et al. [17] investigated the functional and structural fatigue of NiTi alloys subjected to torsion loads under different conditions, emphasizing the reduction of the hysteresis loop due to the evolution of functional fatigue and the failure due to structural fatigue that occurs in a similar way as observed for axial loads. Zhao et al. [18] carried out uniaxial thermomechanical coupling fatigue tests with different stress levels and stress rates to evaluate the cyclic degradation of the one-way shape memory effect and fatigue failure of NiTi alloys. Results present a cyclic degradation of the one-way shape memory effect, being dependent on stress level and stress rate, becoming more accentuated with the increase of the stress level and the decrease of the stress rate. The literature presents other interesting works dealing with experimental approaches to study fatigue on shape memory alloys, such as Tobushi et al. [19], Figueiredo et al. [20], Ramos et al. [21], Jaureguizahar et al. [22], and Qiu et al. [23].

Several investigations were performed to review the main aspects of functional and structural fatigue on SMAs [24]. Mahtabi et al. [25] proposed a review of the NiTi fatigue behavior considering the main factors that can influence the fatigue strength. Moumni et al. [26] provided a global approach to investigate the structural fatigue of SMAs considering low cycle and high cycle fatigue.

The constitutive modeling of SMAs is an essential subject that helps obtain a proper understanding of fatigue phenomena, being the objective of several research efforts available in the literature. Paiva and Savi [27], Lagoudas [2], and Cisse et al. [28,29] presented general reviews of the main efforts, discussing the general macroscopic thermomechanical behavior of SMAs. Yu et al. [30] developed a constitutive model based on micromechanics in order to describe the cyclic deformation of polycrystalline NiTi alloys under different thermomechanical cyclic loading conditions.

Concerning fatigue modeling, Auricchio et al. [31] investigated the cyclic response of SMAs under elastic shakedown and proposed a multiaxial failure criterion based on the formalism developed for Generalized Standard Materials. Similarly, Gu et al. [32] developed a high cycle fatigue criterion for shape memory alloys based on a shakedown analysis using a multiscale approach.

Liu et al. [33] proposed a cumulative damage model for shape memory alloys under low cycle fatigue based on the theory of continuum damage mechanics. The proposed model allows the prediction of the threshold value of the damage initiation, the stress-strain curves, and the number of cycles until rupture. In addition, Liu et al. [34] developed a constitutive model by introducing a damage variable to simulate the cyclic deformation behavior of SMAs subjected to constant uniaxial tension stress and thermal cyclic loadings.

Mohammadzadeh et al. [35] developed a one-dimensional constitutive model to investigate the torsional low-cycle fatigue of superelastic shape memory alloys taking into account high loading frequencies. Petrini and Bertine [36] proposed a three-dimensional phenomenological model to describe the accumulation of inelastic strains due to fatigue and plasticity exploiting pseudoelasticity and shape memory effect behavior.

Dornelas et al. [37] presented a three-dimensional macroscopic model to describe functional fatigue in shape memory alloys considering the continuous damage perspective. Dornelas et al. [15] incorporated structural damage to the previous model. This three-dimensional model considers several phenomena as classical plasticity, transformation
induced plasticity, phase transformation plasticity coupling, tension-compression asymmetry, allowing the representation of functional and structural fatigue of shape memory alloys. Fatigue life is predicted by a macroscopic model. These articles are based on research efforts developed to describe several SMA thermomechanical phenomena considering one-dimensional [38–43] and three-dimensional [44–46] media. Other constitutive models for the description of fatigue on SMAs are available in the literature, such as Barrera et al. [47], Hartl et al. [48], Chemisky et al. [49], and Phillips et al. [50].

The present work deals with numerical investigations of SMA fatigue, considering different thermomechanical loads. The three-dimensional model proposed by Dornelas et al. [15] is employed to perform numerical simulations establishing comparisons with experimental data available in the literature. The main goal is to show the model’s ability to represent different behaviors associated with SMA thermomechanical fatigue, either functional or structural types, predicting the fatigue life. Numerical simulations allow one to have a proper comprehension of fatigue phenomena, being a useful tool for the design of SMA systems and structures. Although the model is general for different kinds of SMAs, simulations are treated considering NiTi (Nitinol) samples. Initially, uniaxial tests are carried out, and, afterward, cyclic torsion tests are discussed; thermal loads are analyzed considering the influence of the maximum temperature on the fatigue life of SMAs. Finally, the cyclic degradation of the shape memory effect is treated. Results show that numerical simulations are in good agreement with the experimental data, including the fatigue life estimation.

After this introduction, this paper is organized as follows. Section 2 presents the constitutive model to describe the general aspects of functional and structural fatigue on shape memory alloys. Section 3 presents numerical simulations and their comparison with experimental data considering different load conditions. The conclusions are presented in Section 4. Appendix A introduces details about the constitutive model including a brief discussion about constitutive model parameters. Appendix B presents the list of symbols used in the constitutive model.

2. Constitutive Model

This section briefly summarizes the three-dimensional constitutive model proposed by Dornelas et al. [15,37]. The model is built through the formalism of Generalized Standard Materials as proposed by Halphen and Nguyen [51] and Lemaitre and Chaboche [52]. In this regard, the thermodynamic state of the material can be fully determined by the Helmholtz free energy density, $\Psi$, and the pseudo-potential of dissipation, $\Phi$. Under these assumptions, thermodynamic forces are obtained from the Helmholtz free energy density, and complementary laws can be found through the pseudo-potential of dissipation. The procedure for obtaining the constitutive equations is discussed in more detail by Dornelas et al. [37].

An approach based on local continuum damage is employed to describe functional and structural fatigue on shape memory alloys, using internal variables. In this regard, functional damage is represented by the loss of functional performance, $D_f$; and structural damage is described by the degree of deterioration of the material, $D_s$. Based on that, consider that $\sigma_{ij}$ is the stress tensor, $\varepsilon_{ij}^e$ is the elastic strain tensor, and $T$ is the temperature. In addition, four macroscopic phases are of concern, represented by their volume fraction: $\beta^+$ and $\beta^-$ are associated with detwinned martensitic variants; $\beta^M$ is associated with twinned martensite, and $\beta^A$ is related to austenitic phase. Since $\beta^M = 1 - \beta^+ - \beta^- - \beta^A$, only three volume fractions are enough to describe the phase transformations. The description of classical plasticity is made through the plastic strain tensor, $\varepsilon_{ij}^p$, isotropic hardening, $\vartheta$, and kinematic hardening $\varsigma_{ij}$. On the other hand, transformation induced plasticity (TRIP) is described considering the TRIP strain, $\varepsilon_{ij}^{TRIP}$, and saturation variables for each phase, $\xi^+$, $\xi^-$ and $\xi^A$. Under these assumptions, the constitutive relations for the description of the SMA thermomechanical behavior are presented in the sequence [15,37].
Stress–strain–temperature relation:

\[ \sigma_{ij} = (1 - D_e) \left( E_{ijkl} \dot{e}_{kl} \right) + a \omega_{ij} (\dot{\beta}^- - \dot{\beta}^+) - \Omega_{ij}(T - T_0) \]  

(1)

Evolution equations for the volume fractions:

\[ \dot{\beta}^+ = \frac{1}{\eta^+} \left[ a \Gamma + (1 - D_f) \Lambda + P^+ - a_{ijkl}^r r_{kl} \Omega_{ij}(T - T_0) - \eta^+ K \dot{\theta} - \eta^+ K \dot{\sigma}^+ \right] + \kappa^+_\chi \]  

(2)

\[ \dot{\beta}^- = \frac{1}{\eta^-} \left[ -a \Gamma + (1 - D_f) \Lambda + P^- + a_{ijkl}^h r_{kl} \Omega_{ij}(T - T_0) - \eta^- K \dot{\theta} - \eta^- K \dot{\sigma}^- \right] + \kappa^-_\chi \]  

(3)

\[ \dot{\beta}^A = \frac{1}{\eta^A} \left[ (1 - D_f) \Lambda^A + P^A + \varepsilon_{ij}^A \left( \Omega_{ij}^A - \Omega_{ij}^M \right)(T - T_0) - \frac{1}{2} (K^A - K^M) \dot{\theta}^2 - \left( \frac{1}{2H^A} - \frac{1}{2H^M} \right) \varepsilon_{ijkl}^A + \eta^A K \dot{\theta} + \eta^A K \dot{\sigma}^A \right] + \kappa^A_\chi \]  

(4)

Evolution equations for plasticity:

\[ \varepsilon_{ij}^p = \gamma_\chi \frac{\dot{\sigma}_{ij} - \xi_{ij}}{||\dot{\sigma}_{ij} - \xi_{ij}||} \]  

(5)

\[ \dot{\theta} = \sqrt{\frac{2}{3}} \gamma + \eta^A \left( \dot{\beta}^+ + \dot{\beta}^- + \dot{\beta}^A \right) \]  

(6)

\[ \dot{\xi}_{ij} = \frac{2}{3} H \dot{\varepsilon}_{ij} + \eta^K \left( \dot{\beta}^+ + \dot{\beta}^- + \dot{\beta}^A \right) \]  

(7)

Evolution equations for TRIP:

\[ \dot{\varepsilon}_{ij}^{\text{tripp}} = 2\tau_{ij} \left\{ \left( \dot{M}_{13} \dot{\beta}^+ + \dot{M}_{31} \dot{\beta}^A \right) \dot{\beta}^+ + \left( \dot{M}_{32} \dot{\beta}^- + \dot{M}_{23} \dot{\beta}^A \right) \dot{\beta}^- + \right. \left[ \dot{M}_{43} \dot{\beta}^A + \dot{M}_{34} \left( 1 - \dot{\beta}^+ + \dot{\beta}^- + \dot{\beta}^A \right) \right] \dot{\beta}^A \} \]  

(8)

\[ \dot{\xi}^+ = \dot{\beta}^+ ; \quad \dot{\xi}^- = \dot{\beta}^- ; \quad \dot{\xi}^A = \dot{\beta}^A \]  

(9)

Evolution equation for functional damage:

\[ \dot{D}_f = \left( C_1 + C_2 \Gamma^\nu \right) \varepsilon_{ij}^C \left| \dot{\varepsilon}_{ij} \right| + \left( C_7 + C_8 \Gamma^\nu \right) \varepsilon_{ij}^p \]  

(10)

Evolution equation for structural damage:

\[ \dot{D}_g = \left( C_4 + C_5 \Gamma^\nu \right) \varepsilon_{ij}^C \left| \dot{\varepsilon}_{ij} \right| + \left( C_7 + C_8 \Gamma^\nu \right) \varepsilon_{ij}^p \]  

(11)

Yield surface and its conditions:

\[ f = \left\| \dot{\varepsilon}_{ij} - \xi_{ij} \right\| - \sqrt{\frac{2}{3}} (\sigma_Y - K \dot{\theta}) \]  

(12)

\[ \gamma \geq 0 ; \quad f \leq 0 \quad \text{and} \quad \gamma f = 0 ; \quad \gamma \dot{f} = 0 \quad \text{if} \quad f = 0 \]  

(13)

In the previous equations, \( \Gamma = \frac{1}{2} \varepsilon_{kk} + \frac{2}{3} \sqrt{3} \frac{1}{2} \) \( \text{sign}(\varepsilon_{kk}) \) is the equivalent strain field that combines volumetric, \( \varepsilon_{kk}^V \) and deviatoric, \( J_2 \), effects; \( \kappa_\pi (\dot{\beta}^+, \dot{\beta}^-, \dot{\beta}^A) \) and \( \kappa_\chi = \kappa_\chi (\dot{\beta}^+, \dot{\beta}^- , \dot{\beta}^A) \) are related to phase transformation constraints being defined from
sub-differential of indications functions. In addition, \(a\) is a parameter that controls the height of the stress–strain hysteresis loop; \(\alpha_{ijkl}\) is a fourth-order tensor that controls the stress–strain hysteresis loop; \(r_{kl}\) is a second-order tensor related to the loading history; and \(\Lambda\) and \(\Lambda^k\) are temperature functions that define the critical stress value for the phase transformation. The internal dissipation during the phase transformation is represented by the parameters \(\eta^m(m = +, -, A)\).

In addition, \(E_{ijkl}\) is the elastic tensor; \(\Omega_{ij}\) is related to the thermal expansion coefficient; \(T_0\) is a reference temperature in a stress-free state. Moreover, \(K\) is the plastic modulus; \(H\) is the kinematic hardening modulus; \(\eta^K\) defines the coupling between phase transformation and kinematic hardening; \(\sigma\) is the yield stress; \(\gamma\) is the plastic multiplier; \(\eta^I\) defines the coupling between phase transformation and isotropic hardening; and \(M_{13}, M_{31}, M_{23}, M_{32}, M_{34}\) and \(M_{43}\) are parameters associated with the TRIP effect. Finally, \(\omega_{ij}\) and \(P^m(m = +, -, A)\) are auxiliary variables. More details on the development of the constitutive equations as well as the definition of each variable can be found in Appendix A.

Damage description is made in a similar way to the classical theory of continuous damage developed by Lemaitre and Chaboche [52]. The function \(\left(C_1 + C_2 \Gamma^\sigma \right)^C\) is proposed to determine the relationship between accumulated phase transformation and functional damage. Likewise, the functions \(\left(C_4 + C_5 \Gamma^\sigma \right)^C\) and \(\left(C_7 + C_8 \Gamma^\sigma \right)^C\) are defined to represent the elastic and elastoplastic fatigue, respectively. These functions consider the parameters \(C_{1-3}\) to control the evolution of functional damage and \(C_{4-9}\) to control the evolution of structural damage. Furthermore, \(\Gamma^\sigma\) is the equivalent stress field; its definition is similar to the one employed for the equivalent strain field.

The fatigue life of SMAs is estimated by the constitutive model through the definition of the equivalent critical damage, \(D_c\), that takes into account the effects caused by the functional and structural damage.

\[
D_c = \left[\zeta^A \beta^A + \zeta^+ \beta^+ + \zeta^- \beta^- \right] D_e + D_f
\]

where \(\zeta^A, \zeta^+\) and \(\zeta^-\) are parameters employed to represent the austenite and martensite structural fatigue strength. In this way, the failure occurs when the equivalent critical damage reaches a critical value, \(D^c\), which can be estimated through experimental tests.

3. Numerical Simulations

This section aims to analyze the influence of functional and structural fatigue on the thermomechanical behavior of shape memory alloys through numerical simulations considering model parameters calibrated from experimental results available in the literature. Four different loading conditions are analyzed to explore the potentialities of the three-dimensional constitutive model: axial loading test, torsion test, thermal loads, and one-way shape memory effect. All simulations are performed with a time step of \(10^{-4}\) s.

3.1. Axial Loading Test

SMA fatigue related to axial tests is now in focus. Dornelas et al. [15] proposed an experimental program considering axial cyclic tests of an austenitic NiTi SMA wire for several conditions. Figure 1a shows a test where the pseudoelastic NiTi SMA wire is subjected to cyclic tension with peak stress of 750 MPa (within the yield surface), and a frequency of 0.25 Hz. Figure 1b presents numerical simulations of the same test using parameters presented in Table 1. It is noted that numerical and experimental results show a good agreement, specifically the characteristics of the hysteresis loop such as the stabilization of TRIP strain, and the reduction of functional properties due to the evolution of functional damage.
Figure 1. Pseudoelastic behavior for NiTi wires during fatigue tests performed by Dornelas et al. [15], \( \sigma_{11}^{\text{max}} = 750 \text{ MPa}, \) 0.25 Hz. (a) experimental result; (b) numerical result.

Table 1. Parameters identified from experimental results performed by Dornelas et al. [15].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E^A ) (GPa)</td>
<td>58.0</td>
</tr>
<tr>
<td>( E^M ) (GPa)</td>
<td>36.0</td>
</tr>
<tr>
<td>( \Omega^A ) (MPa/K)</td>
<td>0.74</td>
</tr>
<tr>
<td>( \Omega^M ) (MPa/K)</td>
<td>0.17</td>
</tr>
<tr>
<td>( \tilde{\sigma}_N ) (MPa)</td>
<td>0.028</td>
</tr>
<tr>
<td>( \tilde{d} ) (MPa)</td>
<td>100.0</td>
</tr>
<tr>
<td>( L_0^A ) (MPa)</td>
<td>6.00</td>
</tr>
<tr>
<td>( L_0^M ) (MPa)</td>
<td>5.00</td>
</tr>
<tr>
<td>( (\eta^A)_N ) (MPa.s)</td>
<td>0.10</td>
</tr>
<tr>
<td>( (\eta^M)_N ) (MPa.s)</td>
<td>0.80</td>
</tr>
<tr>
<td>( (\eta^M)_S ) (MPa.s)</td>
<td>266.0</td>
</tr>
<tr>
<td>( \tilde{T}^A ) (K)</td>
<td>105.50</td>
</tr>
<tr>
<td>( \tilde{T}^M ) (K)</td>
<td>300.0</td>
</tr>
<tr>
<td>( \tilde{H}^A ) (GPa)</td>
<td>0.80</td>
</tr>
<tr>
<td>( \tilde{H}^M ) (GPa)</td>
<td>0.30</td>
</tr>
<tr>
<td>( \sigma^A ) (MPa)</td>
<td>1.15</td>
</tr>
<tr>
<td>( \sigma^M ) (MPa)</td>
<td>0.60</td>
</tr>
<tr>
<td>( \tilde{\tau}^A ) (MPa)</td>
<td>1.4</td>
</tr>
<tr>
<td>( \tilde{\tau}^M ) (MPa)</td>
<td>0.10</td>
</tr>
<tr>
<td>( \eta^A )</td>
<td>0.42</td>
</tr>
<tr>
<td>( \eta^M )</td>
<td>423.0</td>
</tr>
<tr>
<td>( \tilde{M}_{13} ) (GPa(^{-1}))</td>
<td>0.85</td>
</tr>
<tr>
<td>( \tilde{M}_{31} ) (GPa(^{-1}))</td>
<td>0.05</td>
</tr>
<tr>
<td>( \tilde{M}_{32} ) (GPa(^{-1}))</td>
<td>0.85</td>
</tr>
<tr>
<td>( M_{23} ) (GPa(^{-1}))</td>
<td>0.05</td>
</tr>
<tr>
<td>( T_{\text{crit}} ) (K)</td>
<td>297.0</td>
</tr>
<tr>
<td>( m^A )</td>
<td>1.0 \times 10^{-4}</td>
</tr>
<tr>
<td>( m^M )</td>
<td>0.1</td>
</tr>
<tr>
<td>( n^A )</td>
<td>0.1</td>
</tr>
<tr>
<td>( n^M )</td>
<td>0.4</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>297.0</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>1.0 \times 10^{-4}</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>0.1</td>
</tr>
<tr>
<td>( n )</td>
<td>0.7</td>
</tr>
<tr>
<td>( \zeta^A )</td>
<td>0.5 \times 10^{-12}</td>
</tr>
<tr>
<td>( \zeta^M )</td>
<td>5.0 \times 10^{-12}</td>
</tr>
<tr>
<td>( D^A )</td>
<td>8.9 \times 10^{-12}</td>
</tr>
<tr>
<td>( D^M )</td>
<td>1.58</td>
</tr>
</tbody>
</table>

Figure 2 shows the numerical-experimental comparison considering four cycles: 1, 10, 50, the last cycle before failure obtained experimentally (2308), and the last cycle predicted by the model (2284). Note that the transformation induced plasticity and the accumulation of functional and structural damage causes a loss of performance with the increase of the number of cycles. Figure 3 shows the evolution of volume fractions for the same cycles. Observe that the material has 100% of its performance capacity during the first cycle, as shown in Figure 3a, and this percentage progressively decreases due to the evolution of the damage, until reaching approximately 60% in the last cycle before the failure as shown in Figure 3d. In addition, the evolution of TRIP and functional damage inhibit the beginning of the reverse transformation, as observed in Figure 3a,d.
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Figure 2. Pseudoelastic behavior for NiTi wires during fatigue tests obtained by Dornelas et al. [15], $\sigma_{\text{max}} = 750$ MPa, 0.25 Hz. Numerical-experimental comparative for different cycles: (a) cycle 1; (b) cycle 10; (c) cycle 50; (d) cycles 2308 (experimental) and 2284 (numerical).

Figure 3. Evolution of volume fractions through different cycles to evaluate functional and structural fatigue. (a) cycle 1; (b) cycle 10; (c) cycle 50; (d) cycle 2284.

Table 2 presents the comparison of experimental fatigue lifetime and that predicted by the model [15]. It should be pointed out that there was a good fatigue life prediction with a variation of 1% between experimental tests and results predicted by the model.
Figure 4a presents the evolution of TRIP showing that the material undergoes a rapid stabilization, around 10 cycles. Figure 4b presents the evolution of functional and structural damage. After 2284 cycles, the functional damage reaches a value of approximately 12%, causing the loss of actuation performance. Concerning structural damage, it is possible to observe a trend of linear evolution reaching approximately 2% in the last cycle before the rupture. Finally, Figure 4c shows the evolution of $D_c$ over the cycles until reaching $D_c^{crit} = 0.16$.

Table 2 presents the comparison of experimental fatigue lifetime and that predicted by the model [15]. It should be pointed out that there was a good fatigue life prediction with a variation of 1% between experimental tests and results predicted by the model.

### Table 2. Number of cycles to failure ($N_f$) during axial loads. Comparison between experimental results obtained by Dornelas et al. [15] and those predicted by the model.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>$\sigma_{11}^{\text{max}}$ (MPa)</th>
<th>$N_f$ (Experimental)</th>
<th>$N_f$ (Predicted)</th>
<th>Variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>750</td>
<td>2308</td>
<td>2284</td>
<td>1.0</td>
</tr>
</tbody>
</table>

#### 3.2. Torsional Loading Test

The mechanical response of a pseudoelastic NiTi cylindrical rod (50.8 at % Ni) subjected to torsional loads is now of concern. The experiment proposed by Predki et al. [17] consists of applying a torsion cyclic loading that varies linearly from zero to 346 MPa and then back to zero, at room temperature and a frequency of 0.1 Hz. Figure 5a shows the evolution of the experimental stress–strain curves considering cycles 1, 10, 100, 1000,
Figure 5. Pseudoelastic behavior for the NiTi alloys during torsional loads, test proposed by Predki et al. [17], $\sigma_{12}^{\text{max}} = 346$ MPa, 0.1 Hz. (a) experimental result; (b) numerical result.

Table 3. Parameters identified from experimental results performed by Predki et al. [17].

<table>
<thead>
<tr>
<th>$E^A$ (GPa)</th>
<th>$E^M$ (GPa)</th>
<th>$\Omega^A$ (MPa/K)</th>
<th>$\Omega^M$ (MPa/K)</th>
<th>$\alpha^A$ (MPa)</th>
<th>$\dot{\alpha}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>45.0</td>
<td>29.0</td>
<td>0.74</td>
<td>0.17</td>
<td>0.014</td>
<td>20</td>
</tr>
<tr>
<td>$L_1^\pm$ (MPa)</td>
<td>$L_1^\pm$ (MPa)</td>
<td>$L_0^A$ (MPa)</td>
<td>$L_0^A$ (MPa)</td>
<td>$\eta_L$ (MPa/K)</td>
<td>$\eta_L$ (MPa/K)</td>
</tr>
<tr>
<td>1.10</td>
<td>15.00</td>
<td>0.10</td>
<td>26.50</td>
<td>1.0</td>
<td>0.70</td>
</tr>
<tr>
<td>$(\eta_L)_5$ (MPa,s)</td>
<td>$(\eta_L)_5$ (MPa,s)</td>
<td>$T^M$ (K)</td>
<td>$T^M$ (K)</td>
<td>$T_0$ (K)</td>
<td>$\sigma^M$ (MPa)</td>
</tr>
<tr>
<td>1.20</td>
<td>0.60</td>
<td>223.0</td>
<td>278.0</td>
<td>300.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$\sigma_{12}^A$ (GPa)</td>
<td>$\sigma_{12}^M$ (GPa)</td>
<td>$K^A$ (GPa)</td>
<td>$K^M$ (GPa)</td>
<td>$H^A$ (GPa)</td>
<td>$H^M$ (GPa)</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0</td>
<td>1.4</td>
<td>0.4</td>
<td>4.0</td>
<td>1.1</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\eta$</td>
<td>$T^F$ (K)</td>
<td>$M_{13}$ (GPa$^{-1}$)</td>
<td>$M_{33}$ (GPa$^{-1}$)</td>
<td>$M_{32}$ (GPa$^{-1}$)</td>
</tr>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>423.0</td>
<td>0.12</td>
<td>0.05</td>
<td>0.12</td>
</tr>
<tr>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>290.0</td>
<td>1 $\times$ 10$^{-4}$</td>
<td>0.02</td>
<td>0.12</td>
<td>1 $\times$ 10$^{-4}$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_3$</td>
<td>$C_4$</td>
<td>$C_5$</td>
<td>$C_6$</td>
</tr>
<tr>
<td>$11.4 \times 10^{-6}$</td>
<td>11 $\times 10^{-12}$</td>
<td>1.58</td>
<td>2 $\times 10^{-11}$</td>
<td>2 $\times 10^{-11}$</td>
<td>1.58</td>
</tr>
<tr>
<td>$\tilde{\zeta}^A$</td>
<td>$\tilde{\zeta}$</td>
<td>$D^\text{crit}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>0.10</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6 shows the numerical-experimental comparison considering different cycles: 1, 10, 100, 1000, 10,549 (last cycle before failure obtained experimentally) and 10,263 (last cycle predicted by the model). In general, a progressive decrease of the functional properties of the material can be observed during torsional fatigue tests in a similar way as presented in the tensile fatigue tests. Figure 7 shows the evolution of volume fractions considering cycles 1, 100, 1000, and 10,263. Damage evolution promotes a reduction of the phase transformation capacity, causing the loss of functionality, as can be seen by comparing cycle 1 (Figure 7a) with cycle 10,263 (Figure 7d), where the material loses approximately 80% of its phase transformation capacity.
Figure 6 shows the numerical-experimental comparison considering different cycles: 1, 10, 100, 1000, 10,549 (last cycle before failure obtained experimentally) and 10,263 (last cycle predicted by the model). In general, a progressive decrease of the functional properties of the material can be observed during torsional fatigue tests in a similar way as presented in the tensile fatigue tests. Figure 7 shows the evolution of volume fractions considering cycles 1, 100, 1000, and 10,263. Damage evolution promotes a reduction of the phase transformation capacity, causing the loss of functionality, as can be seen by comparing cycle 1 (Figure 7a) with cycle 10,263 (Figure 7d), where the material loses approximately 80% of its phase transformation capacity.

Figure 6. Pseudoelastic behavior for the NiTi alloys during torsional loads, test proposed by Predki et al. [17], \( \sigma_{\text{max}} = 346 \text{ MPa}, 0.1 \text{ Hz} \). Numerical-experimental comparative results for different cycles. (a) cycle 1; (b) cycle 10; (c) cycle 100; (d) cycle 1000; (e) cycles 10,549 (experimental) and 10,263 (numerical).
After the numerical-experimental comparison, numerical simulations are carried out considering three different loads in order to verify the influence of maximum shear stress, $\sigma_{\text{max}}^{12}$, on the fatigue life of the material. The maximum shear stress employed by Predki et al. [17] during loading-unloading torsion experiments is used as a reference. Figure 8 shows the stress–strain curves for different cycles: 1, 100, 1000, and the last cycles predicted by the model. The increase of the maximum applied stress causes an increase of the maximum strain (maximum strain value during the loading process) and the residual strain (strain observed after the finish of the loading process). In addition, there is a progressive reduction of the area of the hysteresis loop due to the evolution of functional and structural damage, similar to the axial load cases.
its functionality and accumulates less functional damage than those under smaller shear stress. Figure 10c shows the evolution of structural damage, where it is possible to observe that a larger shear stress level induces a greater accumulation of structural damage. Figure 10d shows the evolution of over the cycles until reaching $\sigma = 0.53$.

Figure 8. Pseudoelastic behavior for the NiTi alloys during torsional loads. Numerical comparative results for different cycles and different load conditions. (a) cycle 1; (b) cycle 100; (c) cycle 1000; (d) last predicted cycles.

Figure 9 presents the evolution of volume fractions for austenite ($A$) and detwinned martensite ($M^+$). Initially, it is observed in Figure 9a that for $\sigma^{\text{max}}_{12} = 260$ MPa a complete phase transformation does not occur, whereas, for the other two load levels, the material has 100% of its transformation. Figure 9c shows cycle 1000, where it is possible to correlate the maximum shear stress with the loss of functionality due to the evolution of the functional damage. In this regard, by increasing $\sigma^{\text{max}}_{12}$ from 260 to 346 MPa, the material exhibits a significant reduction of the volume fractions of approximately 20%.
its functionality and accumulates less functional damage than those under smaller shear stress. Figure 10c shows the evolution of structural damage, where it is possible to observe that a larger shear stress level induces a greater accumulation of structural damage. Figure 10d shows the evolution of over the cycles until reaching $R = 0.53$.

Figure 9. Evolution of volume fractions through different cycles to evaluate functional and structural fatigue. Comparative results for different load conditions: (a) cycle 1; (b) cycle 100; (c) cycle 1000.

Figure 10a shows the TRIP strain evolution during the first 50 cycles as a function of maximum shear stress. Note that the material undergoes a stabilization, where the TRIP strain reaches a constant value, around 10 cycles for the three load levels. Figure 10b presents the evolution of functional damage. Similar to that observed for axial tests, larger shear stress causes a greater accumulation of functional damage after the initial cycles, promoting a significant loss of actuation performance. Therefore, after a certain number of cycles, the material subjected to larger levels of shear stress has lost a larger portion of its functionality and accumulates less functional damage than those under smaller shear stress. Figure 10c shows the evolution of structural damage, where it is possible to observe that a
larger shear stress level induces a greater accumulation of structural damage. Figure 10d shows the evolution of \( D_c \) over the cycles until reaching \( D_c^{\text{crit}} = 0.53 \).

![Graphs showing TRIP strain and damage evolution](image)

**Figure 10.** TRIP strain and damage evolution during torsional loads. (a) TRIP evolution; (b) functional damage evolution; (c) structural damage evolution; (d) \( D_c \) evolution.

Table 4 presents the comparison of numerical-experimental fatigue lifetime considering \( \sigma_{12}^{\text{max}} = 260 \) MPa and \( \sigma_{12}^{\text{max}} = 346 \) MPa, where it should be pointed out that the model is able to estimate the fatigue life prediction with good accuracy.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>( \sigma_{12}^{\text{max}} ) (MPa)</th>
<th>( N_f ) (Experimental)</th>
<th>( N_f ) (Predicted)</th>
<th>Variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>260</td>
<td>7769</td>
<td>7755</td>
<td>0.2</td>
</tr>
<tr>
<td>0.1</td>
<td>346</td>
<td>10,549</td>
<td>10,263</td>
<td>2.7</td>
</tr>
</tbody>
</table>

3.3. Thermal Loading Test

Functional and structural fatigue due to thermal loadings is now of concern. Initially, a numerical-experimental comparison was conducted to obtain the mechanical properties of the material. On this basis, experimental tests proposed by Xu et al. [53] considering 100 thermal cycles at a constant stress of 200 MPa, were used as a reference. A NiTi wire initially in the austenitic phase at a temperature of 438 K was cooled to 303 K. During the cooling process, an austenite–martensite phase transformation was observed. By heating the sample, an inverse transformation was verified and the sample returns to the initial phase. Table 5 presents model parameters employed for numerical simulations together with critical damage parameters presented in Section 3.2. The thermal loading process is
illustrated in Figure 11a. Figure 11b shows the experimental strain–temperature curves performed by Xu et al. [53] for cycles 1–4 and 100, while Figure 11c shows the numerical results for the same cycles. Figure 12 shows the numerical-experimental comparison for cycles 1 and 100 of the test. A good agreement between the results is observed, showing the model’s capability to represent the general behavior of the material.

Table 5. Parameters identified from experimental results performed by Xu et al. [53].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$ (GPa)</td>
<td>22.0</td>
<td>$E^M$ (GPa)</td>
<td>22.0</td>
<td>$\Omega^A$ (MPa/K)</td>
<td>0.74</td>
<td>$\Omega^M$ (MPa/K)</td>
<td>0.17</td>
</tr>
<tr>
<td>$L^+_0$ (MPa)</td>
<td>1.00</td>
<td>$L^+_0$ (MPa)</td>
<td>1.00</td>
<td>$L^A$ (MPa)</td>
<td>10.20</td>
<td>$(\eta_L)_N$ (MPa)</td>
<td>115.00</td>
</tr>
<tr>
<td>$(\eta_L)_N$ (MPa.s)</td>
<td>4.00</td>
<td>$(\eta_L)_N$ (MPa.s)</td>
<td>1.50</td>
<td>$T^M$ (K)</td>
<td>310.0</td>
<td>$(\eta_U)_N$ (MPa.s)</td>
<td>4.00</td>
</tr>
<tr>
<td>$\sigma_0^{(A)}$ (GPa)</td>
<td>1.50</td>
<td>$\sigma_0^{(A)}$ (GPa)</td>
<td>1.00</td>
<td>$T^A$ (K)</td>
<td>395.0</td>
<td>$c^M$ (GPa)</td>
<td>1.50</td>
</tr>
<tr>
<td>$\eta^I$</td>
<td>1.00</td>
<td>$\eta^K$</td>
<td>1.4</td>
<td>$T^F$ (K)</td>
<td>480.0</td>
<td>$c^A$ (GPa)</td>
<td>4.0</td>
</tr>
<tr>
<td>$\tilde{M}_{33}$ (GPa$^{-1}$)</td>
<td>0.03</td>
<td>$\tilde{T}^{trp}$ (K)</td>
<td>1.5</td>
<td>$\tilde{M}_{13}$ (GPa$^{-1}$)</td>
<td>0.34</td>
<td>$\tilde{M}_{31}$ (GPa$^{-1}$)</td>
<td>0.34</td>
</tr>
<tr>
<td>$C_1$</td>
<td>310.0</td>
<td>$C_2$</td>
<td>0.46</td>
<td>$m^a$</td>
<td>0.18</td>
<td>$m^L$</td>
<td>0.2</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.10</td>
<td>$C_3$</td>
<td>1.5</td>
<td>$m^M$</td>
<td>3.0 x 10$^{-6}$</td>
<td>$m^M$</td>
<td>1.0 x 10$^{-10}$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>1.20</td>
<td>$C_4$</td>
<td>0.10</td>
<td>$C_5$</td>
<td>0.53</td>
<td>$C_6$</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Figure 11. Thermal cyclic test under a constant uniaxial load based on experimental result developed by Xu et al. [53]. (a) thermal loading related to the first cycle; (b) experimental data (c) numerical simulations.
After this comparison, numerical simulations are conducted to verify the influence of the temperature loadings on the fatigue life of the SMAs. It is important to notice that thermomechanical couplings imply that the loading rate can influence the SMA response. Additionally, phenomena such as transformation induced plasticity and thermal strain have temperature dependent behavior. On this basis, it is expected that the temperature loading process changes the SMA response. In this regard, different tests are performed considering distinct thermal loadings defined by a maximum temperature. Figure 13 shows different thermal loading curves indicating a minimum temperature of 303 K and three maximum temperatures ($T_{\text{max}} = 438 \text{ K}, 455 \text{ K},$ and $470 \text{ K}$). A constant stress of 200 MPa is applied.

Figure 14 shows the strain–temperature curves considering different cycles: 1, 100, 1000, 1800, and the last cycle until failure, predicted by the model. Initially, the material presents a similar behavior for the three temperatures analyzed, as can be seen in Figure 14a. After a few cycles, an increase in the maximum temperature promotes a reduction of the maximum and residual strain experienced by the material. In addition, an increase in $T_{\text{max}}$ of 32 K, associated with the effects caused by the evolution of functional and structural damage, promotes a reduction of the number of cycles to failure ($N_f$) of approximately 59%, as shown in Figure 14e.
Figure 15 shows the evolution of volume fractions for cycles 1, 1000, and 1881. Initially, the samples have 100% of their phase transformation capacity, as shown in Figure 15a. The maximum temperature directly influences the loss of material performance over the cycles, as can be seen in Figure 15b,c for cycles 1000 and 1881, respectively. For cycle 1000, the material has 100% of its actuation capacity for $T_{\text{max}} = 455$ K and 470 K, whereas for $T_{\text{max}} = 438$ K a loss of performance of approximately 30% is observed. Finally, for cycle 1881 the material has a loss of actuation of 60%, 50% and 30%, respectively, for $T_{\text{max}} = 438$ K, 455 K, and 470 K.

Figure 14. Thermal cyclic test under a constant uniaxial load and different maximum heating temperatures. Numerical comparative results for different cycles: (a) cycle 1; (b) cycle 100; (c) cycle 1000; (d) cycle 1800; (e) last predicted cycles.
Fatigue of shape memory alloys subjected to thermal loads arises from an internal stress state in the region where martensite forms during the cooling process [54], and this local formed martensite does not take part in the reverse transformation in the following cycles [16]. According to Qin et al. [16], the increase of $T^{\text{max}}$ promotes an irreversible martensite accumulation in the vicinity of the defects due to the increase of the dislocation movement (thermal activated), promoting a greater accumulation of damage for higher temperatures. On the other hand, at a higher $T^{\text{max}}$, the martensitic phase can accumulate more energy to overcome the restrain of local stress to transform in austenite. Therefore,
there is more volume fraction of the martensitic phase taking part during the reverse transformation.

The evolution of TRIP strain for the first 100 cycles is shown in Figure 16a. With the increase of $T_{\text{max}}$ there is a decrease in the maximum TRIP strain. On the other hand, the number of cycles for the stabilization does not vary significantly with $T_{\text{max}}$, staying around fifty cycles. Figure 16b shows the evolution of the functional damage for the three maximum temperatures analyzed. It is observed that until approximately cycle 1000, the functional damage for the three temperatures has the same rate of evolution. After that point, a higher value of $T_{\text{max}}$ induces a higher rate of accumulation of functional damage due to the amount of irreversible martensite present in the material. Figure 16c presents the evolution of the structural damage confirming the same characteristics previously discussed. Higher values of $T_{\text{max}}$ induce a higher rate of evolution of structural damage from the first loading cycles. Finally, Figure 16d shows the evolution of $D_c$ over the cycles until reaching $D_{c\text{crit}} = 0.53$. As previously observed, a higher value of $T_{\text{max}}$ induces a higher rate of accumulation of functional and structural damage, promoting a reduction in the number of cycles until failure.

![Figure 16](image_url)

**Figure 16.** TRIP strain and damage evolution during thermal cyclic loads. (a) TRIP evolution; (b) functional damage evolution; (c) structural damage evolution; (d) $D_c$ evolution.

Figure 17 presents the estimative of the number of cycles to failure ($N_f$) under various maximum temperature values, showing a reduction of $N_f$ with the increase of $T_{\text{max}}$. This result is qualitatively similar to the one presented by Qin et al. [16] considering different experimental maximum temperature values.
3.4. Shape Memory Effect

The fatigue of NiTi alloys considering the shape memory effect is now concerned. An SMA exhibits the one-way shape memory effect or simply the shape memory effect (SME) when a sample, initially in the twinned martensite phase (M), is subjected to mechanical loading followed by unloading. During the loading process a reorientation of the twinned martensite phase to a detwinned martensite variant (M\textsuperscript{+}) occurs. After unloading, a residual recoverable strain is observed. The initial state of the sample can be recovered by heating the sample to a temperature higher than A\textsubscript{f} (temperature when the martensite \textrightarrow{} austenite transformation finishes) and then cooling it to the initial temperature. The loading sequence described is illustrated in Figure 18a. Figure 18b shows the stress–strain–temperature response. After cooling, a residual permanent strain (TRIP) is observed, which is in agreement with the experimental observations proposed by Zhao et al. [18,55].

Many engineering applications use SMA devices exploring the one-way shape memory effect, such as in-space deployable antennas and fighter aircraft tube joints [55]. In many of these applications, devices are subjected to cyclic loading and the study of fatigue should be considered. In order to analyze the effects caused by fatigue in SMAs considering SME, the experimental tests proposed by Zhao et al. [18] are used as a reference. NiTi micro-tubes are subjected to a thermomechanical loading process with tensile mechanical loads followed by thermal loads. As-received specimens are adopted and therefore, results are not restricted to stabilized cycles. Parameters presented in Table 6 are employed for the simulations. Figure 19a shows the experimental stress–strain curve obtained for different
cycles considering a peak stress of 1000 MPa and a stress rate of 40 MPa/s. For the cyclic thermal loading stage, the minimum and maximum temperatures are set as 295 K and 343 K, respectively. In addition, a linear heating time of 25 s and a linear cooling time of 10 s is used. The numerical-experimental comparison is carried out showing only the mechanical part of the load since the experimental results do not show the thermal part. Figure 19b shows the numerical result for the same test. Figure 19c presents the simulation of stress–strain–temperature evolution over the cycles until failure.

Table 6. Parameters identified from experimental results performed by Zhao et al. [18].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$ (GPa)</td>
<td>50.0</td>
<td>$E^M$ (GPa)</td>
<td>25.0</td>
<td>$\Omega^A$ (MPa/K)</td>
<td>0.74</td>
<td>$\Omega^M$ (MPa/K)</td>
<td>0.17</td>
<td>$\sigma_0^A$ (MPa)</td>
<td>0.042</td>
</tr>
<tr>
<td>$L_0^A$ (MPa)</td>
<td>0.50</td>
<td>$L_s^A$ (MPa)</td>
<td>1.00</td>
<td>$\eta^A$ (MPa)</td>
<td>10.00</td>
<td>$\eta^M$ (MPa)</td>
<td>206.0</td>
<td>$\sigma_{tr}^A$ (MPa)</td>
<td>2.00</td>
</tr>
<tr>
<td>$(\eta_L^A)_N$ (MPa.s)</td>
<td>105.00</td>
<td>$(\eta_L^M)_N$ (MPa.s)</td>
<td>10.00</td>
<td>$\eta^T$</td>
<td>1.4</td>
<td>$\kappa^A$ (GPa)</td>
<td>2.0</td>
<td>$\kappa^M$ (GPa)</td>
<td>4.0</td>
</tr>
<tr>
<td>$c_i^A$ (GPa)</td>
<td>1.50</td>
<td>$c_i^M$ (GPa)</td>
<td>1.30</td>
<td>$\kappa^T$</td>
<td>480.0</td>
<td>$M_{13}$ (GPa$^{-1}$)</td>
<td>8.1</td>
<td>$M_{31}$ (GPa$^{-1}$)</td>
<td>8.1</td>
</tr>
<tr>
<td>$-0.01$</td>
<td></td>
<td>$\eta^M$</td>
<td>290.0</td>
<td>$m^A$</td>
<td>0.90</td>
<td>$m^L$</td>
<td>0.01</td>
<td>$m^M$</td>
<td>0.01</td>
</tr>
<tr>
<td>$M_{23}$ (GPa$^{-1}$)</td>
<td>8.1</td>
<td>$C_1$</td>
<td>10.00</td>
<td>$C_2$</td>
<td>7.0 $\times$ 10$^{-11}$</td>
<td>$C_3$</td>
<td>1.00</td>
<td>$C_4$</td>
<td>0.75</td>
</tr>
<tr>
<td>$8.1$</td>
<td></td>
<td>$10.00$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 19. One-way shape memory effect, test proposed by Zhao et al. [18]. (a) experimental stress–strain curve; (b) numerical stress–strain curve; (c) numerical stress–strain–temperature evolution.
Figure 20 presents the numerical-experimental comparison considering five different cycles: 1, 2, 10, 50, and the last cycle before failure obtained experimentally (cycle 74) and the last cycle predicted by the model (cycle 73). Similar to the previous tests, it is observed that the material undergoes a loss of actuation performance over the cycles due to functional and structural fatigue, with an increase of the residual strain.

Figure 20 shows the evolution of the volume fractions for the analyzed cycles. During the mechanical loading, a reorientation from the twinned martensite \( (M) \) to the detwinned martensite variant \( (M^+) \) occurs, as shown in Figure 21a. When applying a thermal load,
the phase transformation $M^+ \rightarrow A$ is observed. Finally, when cooling the sample to its initial temperature an $A \rightarrow M$ phase transformation takes place and the material returns to its initial configuration. By observing the volume fraction evolution in the first cycles, it is noticeable that the material has 100% of the phase transformation capacity. After 50 cycles, due to the evolution of functional and structural damage, the material loses approximately 20% of its phase transformation capacity, and finally, in the last cycle, this loss of actuation reaches a value of approximately 30%.

![Figure 21](image-url)

**Figure 21.** Evolution of volume fractions through different cycles to evaluate functional and structural fatigue. (a) cycle 1; (b) cycle 10; (c) cycle 50; (d) cycle 73.

The evolution of TRIP strain and damage is presented in Figure 22. The first 50 cycles of TRIP strain are shown in Figure 22a. It is observed that the material undergoes a rapid stabilization, where TRIP strain reaches a constant value, around 5 cycles. Figure 22b shows the evolution of functional and structural damage. After 73 cycles, the functional damage reaches a value of approximately 17.5%, promoting the reduction of the functional properties of the material. On the other hand, the structural damage follows a trend of linear evolution reaching approximately 7.5% in the last cycle before the failure. Figure 22c shows the evolution of $D_e$ over the cycles until reaching $D_{crit} = 0.75$. 
Finally, Table 7 shows the comparison of experimental fatigue lifetime performed by Zhao et al. [18] and that predicted by the model. It is possible to observe that by increasing the level of the applied peak stress, a greater accumulation of functional and structural damage occurs, promoting a reduction in the fatigue life of the material. It should be pointed out that predictions present discrepancies less than 11% except for the case with $\sigma_{\text{max}} = 800$ MPa, where the discrepancy is around 30%. Since fatigue experimental tests have large dispersion associated with several aspects such as microdefects and surface conditions, these results can be considered as a good fatigue life prediction. On this basis, these results attest to the model’s capability to describe different thermomechanical behaviors associated with SMAs including NiTi alloys subjected to one-way shape memory effect.

**Table 7.** Number of cycles to failure ($N_f$). Comparison between experimental results obtained by Zhao et al. [18] and predicted by the model.

<table>
<thead>
<tr>
<th>$\sigma_{\text{max}}$ (MPa)</th>
<th>$\sigma_{\text{min}}$ (MPa)</th>
<th>$N_f$ (Experimental)</th>
<th>$N_f$ (Predicted)</th>
<th>Variation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0</td>
<td>74</td>
<td>73</td>
<td>1.3</td>
</tr>
<tr>
<td>800</td>
<td>0</td>
<td>196</td>
<td>129</td>
<td>34.2</td>
</tr>
<tr>
<td>600</td>
<td>0</td>
<td>275</td>
<td>246</td>
<td>10.5</td>
</tr>
<tr>
<td>400</td>
<td>0</td>
<td>518</td>
<td>487</td>
<td>6.0</td>
</tr>
</tbody>
</table>

4. Conclusions

This work presents a numerical investigation of the influence of functional and structural fatigue of shape memory alloys under different loading conditions. Numerical-
experimental comparisons are performed using experimental results available in the literature and the constitutive model proposed by Dornelas et al. [15]. Four different loading conditions are analyzed: axial loading test, torsion test, thermal load tests, and one-way shape memory effect. In the case of the axial loading test, it is observed that the TRIP strain associated with the functional and structural damage promotes a loss of actuation performance with the increase of the number of cycles. A similar result is observed for the torsion test. Considering the thermal loading test, the temperature dependent behavior of SMAs promotes a significant reduction of the number of cycles until failure is observed with the increase of the maximum temperature. This is due to several phenomena including transformation induced plasticity and thermal strains. The case of one-way shape memory effect shows that a loss of actuation occurs over the cycles due to the evolution of functional and structural fatigue. The fatigue life of NiTi alloys subjected to the shape memory effect is also dependent on the applied stress. In this regard, by increasing the applied peak stress, a reduction of the fatigue life is observed. In general, the proposed simulations allow one to have a proper comprehension of functional and structural fatigue, showing different phenomenological mechanisms behind the main effects. Structural and functional fatigue are represented in close agreement with experimental tests, allowing proper predictions of fatigue life and loss of performance.
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Appendix A

This appendix presents a brief discussion about constitutive model parameters, the formulation of the auxiliary variables, and phase transformation constraints. More details about the formulation can be found in Paiva et al. [40], Oliveira et al. [38,44,45] and Dornelas et al. [15,37].

To take into account a three-dimensional description of SMAs, the equivalent strain field, \( \Gamma \), is defined to represent a phase transformation inductor responsible for the definition of the induced martensitic variant:

\[
\Gamma = \frac{1}{3} \varepsilon_{kk}^e + \frac{2}{3} \sqrt{3 j_2} \text{sign}(\varepsilon_{kk}^e) \quad (A1)
\]

where, \( \varepsilon_{kk}^e \) and \( j_2^e \) represent the volumetric and deviatoric terms, respectively, that are given by:

\[
\varepsilon_{kk}^e = \varepsilon_{11}^e + \varepsilon_{22}^e + \varepsilon_{33}^e \quad (A2)
\]

\[
j_2^e = \frac{1}{6} \varepsilon_{ij}^e \varepsilon_{ij}^e = \frac{1}{6} \left\{ (\varepsilon_{11}^e - \varepsilon_{22}^e)^2 + (\varepsilon_{22}^e - \varepsilon_{33}^e)^2 + (\varepsilon_{33}^e - \varepsilon_{11}^e)^2 + 6(\varepsilon_{12}^e)^2 + (\varepsilon_{13}^e)^2 + (\varepsilon_{23}^e)^2 \right\} \quad (A3)
\]
The deviatoric elastic strain is given by:

$$
\varepsilon_{ij}^d = \varepsilon_{ij} - \frac{1}{3} \varepsilon_{kk} \delta_{ij}
$$  \hspace{1cm} (A4)

and

$$
\text{sign}(\varepsilon_{kk}^d) = \begin{cases} 
+1, & \text{if } \varepsilon_{kk}^d \geq 0 \\
-1, & \text{if } \varepsilon_{kk}^d < 0 
\end{cases}
$$  \hspace{1cm} (A5)

where $\delta_{ij}$ is the Kronecker delta and $\varepsilon_{ij}^d$ is the elastic strain.

Auxiliary variables considered in the formulation of thermodynamic forces can be written as follows:

$$
\omega_{ij} = \frac{1}{3} \delta_{ij} + \left[ \frac{3\varepsilon_{ij}^d - \varepsilon_{kk}^d \delta_{ij}}{3\sqrt{3}J} \right] \text{sign}(\varepsilon_{kk}^d)
$$  \hspace{1cm} (A6)

$$
P^+ = (1 - D_\varepsilon) \left( E_{ijkl} \varepsilon_{ij}^d \varepsilon_{kl}^h r_{pq} \right) + \alpha (\beta^- - \beta^+) \left[ \frac{1}{3} \delta_{ijkl} r_{kl} + \frac{2 J}{\sqrt{3}J} \text{sign}(\varepsilon_{kk}^d) \right]
$$  \hspace{1cm} (A7)

$$
P^- = - (1 - D_\varepsilon) \left( E_{ijkl} \varepsilon_{ij}^d \varepsilon_{kl}^h r_{pq} \right) - \alpha (\beta^- - \beta^+) \left[ \frac{1}{3} \delta_{ijkl} r_{kl} + \frac{2 J}{\sqrt{3}J} \text{sign}(\varepsilon_{kk}^d) \right]
$$  \hspace{1cm} (A8)

$$
P^A = \frac{1}{2} (1 - D_\varepsilon) \left( E_{ijkl}^A - E_{ijkl}^M \right) \varepsilon_{ij}^d \varepsilon_{kl}^d
$$  \hspace{1cm} (A9)

$$
P^\sigma = \frac{\alpha}{\tau_0} \left[ (r_{11} - r_{22})(\varepsilon_{11}^r - \varepsilon_{22}^r) + (r_{22} - r_{33})(\varepsilon_{22}^r - \varepsilon_{33}^r) + (r_{33} - r_{11})(\varepsilon_{33}^r - \varepsilon_{11}^r) + 6 (r_{12}\varepsilon_{12}^r + r_{13}\varepsilon_{13}^r + r_{23}\varepsilon_{23}^r) \right]
$$  \hspace{1cm} (A10)

Internal constraints are defined to establish the appropriate conditions for the phase transformation. They are described through sub-differentials of the indicator functions or by Lagrange multipliers which represent internal constraints, and can be geometrically interpreted by the tetrahedron of volume fraction variables \cite{45}, where $\kappa_\pi (\beta^+, \beta^-, \beta^A)$ represents the phase coexistence constraints associated with the convex set $\pi$.

$$
\pi = \left\{ \beta^m \mid 0 \leq \beta^m \leq 1 (m = +, -, A); \beta^+ + \beta^- + \beta^A \leq 1 \right\}
$$  \hspace{1cm} (A11)

Another constraint is defined by $\kappa_\chi = \kappa_\chi (\beta^+, \beta^-, \beta^A)$; it establishes the conditions for internal sub-loops due to incomplete phase transformations related to the convex set $\chi$ defined for mechanical loadings and thermal loadings from its subsets, as follows:

Phase transformations governed by mechanical loadings, $\Gamma^\sigma \neq 0$:

$$
\chi = \left\{ \beta^n \mid \Gamma^\sigma \neq 0; \Gamma^A \leq 0 \right\}
$$  \hspace{1cm} (A12)

Phase transformations governed by thermal loadings, $\Gamma^\sigma = 0$ (subsets $\chi_1, \chi_2, \chi_3$):

$$
\chi_1 = \left\{ \beta^n \mid \Gamma^A = 0 \right\}
$$  \hspace{1cm} (A13)

$$
\chi_2 = \left\{ \beta^n \mid \Gamma^A = 0 \right\}
$$  \hspace{1cm} (A14)
\[ \chi^A = \begin{cases} \dot{\beta}^u & \text{if } \dot{T} \leq 0, \\ \dot{T} \beta^\gamma = 0 & \text{if } \dot{T} > 0 \end{cases} \]

where \( \beta^+_s \) and \( \beta^-_s \) are the values of \( \beta^+ \) and \( \beta^- \), respectively, when the phase transformation begins.

Temperature functions, \( \Lambda \) and \( \Lambda^s \), define the critical stress value for the phase transformation level.

\[ \Lambda = 2\Lambda^M = \begin{cases} -L^+ + L^s_{\beta} (T - T^M) & \text{if } T > T^M \\ -L^+_{\beta} & \text{if } T \leq T^M \end{cases} \]

\[ \Lambda^s = \Lambda^M + \Lambda^A = \begin{cases} -L^a + L^A_{\beta} (T - T^M) & \text{if } T > T^M \\ -L^a_{\beta} & \text{if } T \leq T^M \end{cases} \]

where \( T^M \) is the temperature below which the martensitic phase becomes stable for a stress-free state; \( \Lambda^M \) and \( \Lambda^A \) are the stress phase transformation values for martensite and austenite, respectively.

In addition, \( a^h_{ijkl} \) is a fourth-order tensor that controls the stress–strain hysteresis loop width represented by a matrix (assuming the hypothesis of symmetry), considering the parameters \( a^h_N \) and \( a^h_S \), related to normal and shear behaviors, respectively, similar to the isotropic elastic tensor.

\[ a^h_{ijkl} = \begin{bmatrix} a^h_N - a^h_N & a^h_h - a^h_N & a^h_N - a^h_N & 0 & 0 & 0 \\ a^h_N - a^h_N & a^h_N & a^h_N - a^h_N & 0 & 0 & 0 \\ a^h_N - a^h_N & a^h_N - a^h_N & a^h_N & 0 & 0 & 0 \\ 0 & 0 & 0 & a^h_S & 0 & 0 \\ 0 & 0 & 0 & 0 & a^h_S & 0 \\ 0 & 0 & 0 & 0 & 0 & a^h_S \end{bmatrix} \]

Moreover, \( r_{kl} \) is a symmetric second-order tensor related to the loading history:

\[ r_{kl} = \begin{cases} +1, & \text{if } \sigma_{kl} > 0 \\ 0, & \text{if } \sigma_{kl} = 0 \\ -1, & \text{if } \sigma_{kl} < 0 \end{cases} \]

In addition, for mechanical loadings obtained through non-simultaneous, multiaxial loadings, the parameter \( r_{ij} \) is calculated for the subsequent loadings (assuming stress driving cases), as written below:

\[ r_{ij} = \frac{\sigma_{ij}}{|S^{\text{max}}_{ij}|}, \quad \text{if } \beta^+ \neq 0 \text{ or } \beta^- \neq 0 \]

where \( S^{\text{max}}_{ij} \) is the maximum value of the mechanical loading that can be a stress or a strain. Additionally, note that \( \frac{\sigma_{ij}}{|S^{\text{max}}_{ij}|} = 0 \) if \( S^{\text{max}}_{ij} = 0 \).

Considering the thermoelastic parameters, \( E_{ijkl} \) is the elastic tensor and \( \Omega_{ij} \) is related to the thermal expansion coefficient, and can be represented by the same general form:

\[ E_{ijkl} = E_{ijkl}^{M} + \beta^A (E_{ijkl}^{A} - E_{ijkl}^{M}); \quad \Omega_{ij} = \Omega_{ij}^M + \beta^A (\Omega_{ij}^A - \Omega_{ij}^M) \]

Concerning classical plasticity parameters, \( K \) is the plastic modulus; \( H \) is the kinematic hardening modulus. These parameters can be defined considering a rule of mixture:

\[ K = K^M + \beta^A (K^A - K^M) \quad \text{and} \quad \frac{1}{H} = \frac{1}{H^M} + \beta^A \left( \frac{1}{H^A} - \frac{1}{H^M} \right). \]

Additionally, \( \eta^f \) determines the...
coupling between phase transformation and isotropic hardening. The coupling between phase transformation and kinematic hardening is defined by the second-order tensor, $\eta^K$,

$$
\eta^K_{ij} \equiv \eta^K \begin{bmatrix} 1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 
\end{bmatrix}
$$

(A21)

The yield surface is defined by the yield stress $\sigma_Y$ that has different values for austenitic and martensitic phases.

$$
\begin{align*}
\sigma_Y &= \sigma_Y^M & \text{if } T \leq T^M \\
\sigma_Y &= \sigma_Y^M \left( T^A - T \right) + \sigma_Y^{Ai} \frac{T^M - T}{T^A - T^M} & \text{if } T^M < T \leq T^A \\
\sigma_Y &= \sigma_Y^{Af} \frac{T^F - T}{T^A - T^A} & \text{if } T^M < T \leq T^F
\end{align*}
$$

(A22)

where $T^A$ is the temperature above which the austenitic phase is stable; $T^F$ is a reference temperature for the determination of the yield stress for high temperatures; $\sigma_Y^M$ is yield stress of the martensitic phase; $\sigma_Y^{Ai}$ and $\sigma_Y^{Af}$ define the thermal variation of the yield stress of the austenitic phase.

The internal dissipation during the phase transformation is represented by the parameters $\eta^+$, $\eta^-$ and $\eta^K$ as follows:

$$
\begin{align*}
\eta^+ &= \eta^+_L \quad \text{if } \hat{\Gamma} > 0 \\
\eta^- &= \eta^-_L \quad \text{if } \hat{\Gamma} < 0 \\
\eta^K &= \eta^K_L \quad \text{if } \hat{\Gamma} = 0
\end{align*}
$$

(A23)

The parameters $\eta^L_L$, $\eta^+_L$, $\eta^-_L$, $\eta^K_L$, $\eta^+_U$, $\eta^-_U$ and $\eta^K_U$ are obtained taking into account fourth-order tensors, assuming the isotropy of the material. In this sense, consider a general formulation defined from the symbol $\mathcal{N}$ that represents each of the previous parameters, as follows:

$$
\begin{align*}
\mathcal{N} &= r_{ij} \tilde{\mathcal{N}}_{ijkl} r_{kl} \quad \text{if } \Gamma^e \neq 0 \\
\mathcal{N} &= \mathcal{N}_{ijkl} \quad \text{otherwise}
\end{align*}
$$

(A24)

where $\tilde{\mathcal{N}}_{ijkl}$ is given by:

$$
\tilde{\mathcal{N}}_{ijkl} = \left[ \begin{array}{cccc}
\mathcal{N}_N & (\mathcal{N}_N - \mathcal{N}_S)_S & (\mathcal{N}_N - \mathcal{N}_S)_S & 0 \\
(\mathcal{N}_N - \mathcal{N}_S)_S & \mathcal{N}_N - \mathcal{N}_S & 0 & 0 \\
(\mathcal{N}_N - \mathcal{N}_S)_S & 0 & \mathcal{N}_N - \mathcal{N}_S & 0 \\
0 & 0 & 0 & \mathcal{N}_S
\end{array} \right]
$$

(A25)

where $(\mathcal{N})_N$ and $(\mathcal{N})_S$ represent normal and shear components of the specific parameter, respectively.

The TRIP effect is described by the parameters $M_{13}$, $M_{31}$, $M_{23}$, $M_{32}$, $M_{34}$ and $M_{43}$, defined by $M_{ij} = M_{ij}^0 \exp(-m^{M_{ij}})$, where $m^M$ is a saturation parameter. To control the amount of TRIP strain at different temperatures, the following expressions are written:

$$
\begin{align*}
\hat{M}_{ij} &= \begin{cases} 
0 & \text{if } T < T^{trip} \\
\frac{M_{ij}^R (T - T^{trip})}{T_T - T^{trip}} & \text{if } T \geq T^{trip}
\end{cases}
\end{align*}
$$

(A26)

where $M_{ij}^R$ is a reference value of $\hat{M}_{ij}$ at $T = T^{trip}$ and $T^{trip}$ is a temperature below which TRIP should not occur.
In addition, other parameters \( \alpha, L^+_0, L^-_0, L^A_0, L^+, L^-, L^A \), also present a saturation characteristic as follows:

\[
() = \hat{()} \left[ n + \exp\left( -m^{(1)} \xi^{\pm} \right) \right]^{n+1}
\]

where \( n \) is used to obtain an appropriate adjustment, and \( m^{(1)} \) is a saturation parameter.

Appendix B

List of Symbols:

- \( A \) Austenite phase
- \( C_{1-3} \) Parameters to control the evolution of functional damage
- \( C_{4-9} \) Parameters to control the evolution of structural damage
- \( D_c \) Equivalent critical damage
- \( D_{c_{tr}} \) State at which \( D_c \) reaches a critical value
- \( D_r \) Internal variable associated with structural damage
- \( D_I \) Internal variable associated with functional damage
- \( E^A, E^M \) Elastic moduli for austenite and martensite phases
- \( E_{ijkl} \) Elastic tensor
- \( E_{ijkl}^A, E_{ijkl}^M \) Elastic tensor of austenite and martensite phases
- \( f \) Yield surface
- \( H \) Kinematic hardening modulus
- \( H^A, H^M \) Kinematic hardening modulus of austenite and martensite phases
- \( K \) Plastic modulus
- \( K^A, K^M \) Plastic modulus of austenite and martensite phases
- \( L^{\pm}_0, L^{\pm}_0 \) Parameters related to the critical stress due to positive (+) and negative (−) detwinned martensite phase
- \( L^A_0, L^A \) Parameters related to the critical stress due to the austenitic phase
- \( M \) Twinned martensite
- \( M^+, M^- \) Positive (+) and negative (−) detwinned martensite
- \( M_{ij}, \hat{M}_{ij} \) Parameters associated with the TRIP effect
- \( M_{ij}^{(1)} \) The reference value of the parameter \( \hat{M}_{ij} \)
- \( n, m^{(1)} \) Parameters related to the saturation effect
- \( N_f \) Number of cycles until failure
- \( N \) General formulation of the parameters \( \eta^+_L, \eta^-_L, \eta^+_U, \eta^-_U, \eta^+_A, \eta^-_A \)
- \( p^{+, -, A, A} \) Auxiliary variables
- \( q_{ij} \) Second-order tensor defined from the loading history
- \( S_{ij}^{max} \) The maximum value of the mechanical loading
- \( T \) Temperature
- \( T_0 \) Reference temperature in a stress-free state
- \( T_A \) Temperature above which the austenitic phase is stable
- \( T_F \) Reference temperature for the determination of the yield stress for high temperatures
- \( T_M \) Temperature below which the martensitic phase is stable
- \( T_{Trip} \) Temperature below which the TRIP strain does not occur
- \( \alpha \) Parameter that controls the height of the stress–strain hysteresis loop
- \( a^k_N, a^k_S \) Normal and shear components of the tensor \( \sigma_{ijkl}^k \)
- \( a^k_{ijkl} \) Fourth-order tensor that controls the stress–strain hysteresis loop width
- \( \beta^+, \beta^-, \beta^A \) Volume fraction associated with the martensitic variants, \( M^+, M^- \) and the austenite phase, \( A \)
- \( \beta^+_s, \beta^-_s \) Volume fraction associated with the starting of the phase transformation process
- \( \gamma \) Plastic multiplier
- \( \Gamma \) Equivalent strain field
- \( \Gamma_0 \) Equivalent strain field to the initial state
- \( \Gamma' \) Equivalent stress field
\[ \delta_{ij} \] Kronecker delta
\[ \varepsilon_{ij} \] Elastic strain tensor
\[ \varepsilon_{ij}^{D} \] Deviatoric strain tensor
\[ \varepsilon_{ij}^{P} \] Plastic strain tensor
\[ \varepsilon_{ij}^{TRIP} \] TRIP strain tensor
\[ \zeta^{+}, \zeta^{-}, \zeta^{A} \] Parameters employed to represent the martensite and austenite structural fatigue strength
\[ \eta^{+}, \eta^{-}, \eta^{A} \] Parameters associated with the internal dissipation
\[ \eta_{ij}^{+}, \eta_{ij}^{-}, \eta_{ij}^{A} \] Parameters associated with the internal dissipation
\[ \eta^{K} \] Parameter that defines the coupling between the phase transformation and isotropic hardening
\[ \Omega_{ij}^{A}, \Omega_{ij}^{M} \] Temperature functions that define the critical stress value for the phase transformation
\[ \mu^{A}, \mu^{M} \] Phase transformation values for austenite and martensite phases
\[ \sigma_{ij} \] Stress tensor
\[ \hat{\sigma}_{ij} \] Deviatoric stress tensor
\[ \varsigma_{ij} \] Internal variable associated with kinematic hardening
\[ \Phi \] Pseudo-potential of dissipation
\[ \Psi \] Helmholtz free energy density
\[ \omega_{ij} \] Auxiliary variable
\[ \Omega_{ij}^{A}, \Omega_{ij}^{M} \] Tensor related to the thermal expansion coefficients of the austenite and martensite
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