An Approach to Predict Geometrically and Thermo-Mechanically Induced Stress Concentrations in Ribbed Reinforcing Bars
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Abstract: Ribbed reinforcing steel bars (rebars) are used for the reinforcement of concrete structures. In service, they are subjected to cyclic loading. Several studies addressing the relationship between rib geometry, stresses at the rebar surface induced by service loads and the rebar fatigue performance can be found in literature. However, the rebar’s fatigue performance is also influenced by residual stresses originating from the manufacturing process. In this contribution, a modeling approach is proposed to examine geometrically and thermo-mechanically induced stress concentrations in ribbed reinforcing bars made of the steel grade B500B. A linear-elastic load stress analysis and a thermo-mechanical analysis of the manufacturing process are conducted. The results are discussed and compared to literature results. In case of the load stress analysis, the results agree well with findings reported in literature and extend the current state of knowledge for B500B rebars with small diameters. In case of the thermo-mechanical analysis, compressive residual stresses at the rebar surface between two ribs and tensile residual stresses in the longitudinal direction at the tip of the ribs can be reported.
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1. Introduction

Reinforcing bars are cylindrical steel bars used for the reinforcement of concrete structures [1]. Typical diameters vary from 6 to 40 mm [2]. While concrete has excellent properties with regard to loading under compression, steel is a suitable material to bear high tensile loads. The advantage of the composite structure is the ability to absorb both high compressive and high tensile loads.

Rebars are made from low-carbon steels with a carbon content of approx. 0.2 wt% [3]. A typical manufacturing route is the so-called TempCore™ process (Figure 1), within which the rebar is rapidly quenched from the austenitic state by water spray cooling in a first step after hot-rolling. During this first step, the outer layer of the rebar transforms from austenite to martensite and possibly bainite up to a certain hardening depth, while the core stays austenitic. In a second step, the rebar is cooled to room temperature in air. During this second step, the remaining austenite transforms into ferrite and pearlite while the heat from the core reheats the outer martensitic layer, which becomes tempered (Figure 2). By adjusting the heat treatment, the TempCore™ process allows to produce rebars of different strength and high ductility without the need for expensive alloying elements [4,5].
Several studies addressing the relationship between rib geometry, stresses at the rebar surface induced by service loads and the rebar fatigue performance have been conducted [10–24]. The rib volume and the foot radius of the transverse rib were identified to have the main impact on the rebar fatigue performance.

However, the rebar’s fatigue performance is also influenced by residual stresses originating from the manufacturing process due to the asynchronous shrinkage of the surface and the core regions as well as the transformation strain accompanying the decomposition of austenite [25]. Residual and loading stresses are superimposed in service. As a consequence, tensile residual stresses at the rebar surface potentially result in earlier failure of the reinforcement, while compressive residual stresses favor a prolonged service life [26].
However, a targeted formation of compressive residual stresses at the rebar surface is not well understood. Due to the complex rebar geometry, it is difficult to completely determine the stress state in service as well as the residual stress state present after heat treatment by experimental investigations [27]. Experimental approaches to determine residual stresses are restricted to single stress components or to the rebar surface [3,17,18,26,28]. To close this gap, numerical simulation plays an important role. In order to examine the stress state in service by means of finite element simulations, it is necessary to properly describe the rebar geometry, the manufacturing process and the material behavior. As the thermal and mechanical material behavior depend on the local phase composition, it is also important to determine the corresponding, phase-specific material parameters and to describe the relevant phase transformations.

Recent modeling approaches [29–36] to examine the TempCore™ process thus far are restricted to the analysis of the heat conduction problem and the microstructural evolution as well as to unribbed rebars. The mechanical properties at room temperature are predicted based on the phase fractions of the constituting phases and the phase properties. To the best knowledge of the authors, a numerical prediction of residual stresses in ribbed rebars has not yet been carried out.

In this contribution, a modeling approach to predict geometrically and thermomechanically induced stress concentrations in ribbed reinforcing bars is proposed. To solve the boundary value problems considered, the commercial finite element code ABAQUS is used [37]. A load stress analysis and a thermo-mechanical analysis of the manufacturing process are carried out. The numerical predictions are discussed and compared to literature results.

2. Modeling

The investigations in this study were conducted for the B500B reinforcement steel grade (material number 1.0439 according to DIN EN ISO 17660 [38]), which is the most common rebar grade in the German market. Rebars made from B500B are characterized by two or four rows of transverse ribs and exhibit none or two longitudinal ribs [1,2]. To capture the rebar geometry (Figure 3) in the load stress analysis, a periodic unit cell according to Figure 4 was used. To study the residual stress distribution at the rebar surface in case of the thermo-mechanical analysis, the use of submodeling techniques is necessary (Figure 5b). The boundary conditions for the submodel are prescribed by a global model, i.e., the periodic unit cell (Figure 5a).

2.1. Geometry

For this study, an idealized geometry with two rows of transverse and two longitudinal ribs was used. The model geometry was generated according to the specifications given in Table 1 using the 3D-CAD-programm SOLID WORKS [39], see also Figure 3a–c. However, by analyzing an idealized geometry, micro- and mesoscopic surface properties, such as defects and surface roughness, are neglected. This simplification was considered permissible, as the impact of micro- and mesoscopic surface properties on the fatigue behavior is reported to be of minor importance. Burton [11] conducted fatigue tests on reinforcing bars. The reinforcing bars were either produced by new, partially worn or fully worn rolls and, therefore, exhibited a different surface roughness. The test results indicated, however, that all three types of reinforcing bars showed a similar fatigue performance. Martin et al. [19] conducted fatigue tests on reinforcing bars with ribbed surfaces as well as on cylindrical bars with turned and rolled surfaces, respectively. While the fatigue performance of the cylindrical bars was similar, the fatigue performance of the ribbed reinforcing bars decreased.
2.2. Load Stress Analysis

To discretize the rebar geometry, C3D10 elements were used [37]. As the service loads remain below the rebar’s yield strength of at least 500 MPa, a linear-elastic material behavior was applied, where Young’s modulus and Poisson’s ratio were assumed as $E = 200 \text{ GPa}$ and $\nu = 0.3$, which are typical values for steel. Periodic boundary conditions
enforce a congruent deformation of the top and bottom surfaces. As rebars are loaded predominantly in tension [27], the engineering strain

\[ \varepsilon_y = \frac{u_y}{c} = \frac{\sigma_y}{E} \]  

(1)
is applied to the unit cell via the master node displacement

\[ u_y = \varepsilon_y \cdot c = \frac{\sigma_y}{E} \cdot c \]  

(2)
in the axial direction \( y \). \( c \) is the rib spacing and \( \sigma_y \) is the loading stress in the axial direction of the unit cell. For the numerical analysis, the loading stress was freely chosen. To evaluate the computational results, the maximum ratio of the von Mises equivalent stress, \( \sigma_{vM_{\text{max}}} \), and the loading stress, \( \sigma_y \), was identified along the path shown in Figure 4.

Table 1. Parameter set following DIN 488-2 [2] to specify the rebar model geometry.

<table>
<thead>
<tr>
<th>Rebar</th>
<th>Symbol</th>
<th>Reference Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rebar diameter(1)</td>
<td>( d )</td>
<td>12.00</td>
<td>mm</td>
</tr>
<tr>
<td>Bar diameter(2)</td>
<td>( d_{\text{bar}} )</td>
<td>11.70</td>
<td>mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transverse Ribs</th>
<th>Symbol</th>
<th>Reference Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance between rib rows</td>
<td>( e )</td>
<td>2.00</td>
<td>mm</td>
</tr>
<tr>
<td>Rib spacing</td>
<td>( c )</td>
<td>7.20</td>
<td>mm</td>
</tr>
<tr>
<td>Foot radius</td>
<td>( r_f )</td>
<td>0.80</td>
<td>mm</td>
</tr>
<tr>
<td>Tip radius</td>
<td>( r_t )</td>
<td>0.36</td>
<td>mm</td>
</tr>
<tr>
<td>Rib width</td>
<td>( b )</td>
<td>1.20</td>
<td>mm</td>
</tr>
<tr>
<td>Rib height (middle of the rib)</td>
<td>( a_m )</td>
<td>0.78</td>
<td>mm</td>
</tr>
<tr>
<td>Rib height (one-/three-quarter point)</td>
<td>( a_{1/4}, a_{3/4} )</td>
<td>0.54</td>
<td>mm</td>
</tr>
<tr>
<td>Flank inclination</td>
<td>( \alpha )</td>
<td>65</td>
<td>°</td>
</tr>
<tr>
<td>Rib inclination</td>
<td>( \beta )</td>
<td>60</td>
<td>°</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Longitudinal Ribs</th>
<th>Symbol</th>
<th>Reference Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foot radius</td>
<td>( r_{f,l} )</td>
<td>1.00</td>
<td>mm</td>
</tr>
<tr>
<td>Tip radius</td>
<td>( r_{t,l} )</td>
<td>0.60</td>
<td>mm</td>
</tr>
<tr>
<td>Rib width</td>
<td>( b_l )</td>
<td>2.00</td>
<td>mm</td>
</tr>
<tr>
<td>Rib height</td>
<td>( a_l )</td>
<td>0.60</td>
<td>mm</td>
</tr>
<tr>
<td>Flank inclination</td>
<td>( \alpha_l )</td>
<td>90</td>
<td>°</td>
</tr>
</tbody>
</table>

(1) weight-specific diameter (2) diameter of the base cylinder, see DIN 488-2 [2].

2.3. Thermo-Mechanical Analysis

Within the thermo-mechanical analysis, the thermal and the mechanical problems are solved on the global level as well as on the submodel level. To solve the thermal and the mechanical problem, a sequential approach was chosen. This is reasonable if the plastic deformation of the rebar is small, as in the present case (cf. Figure A2d), where the mechanical problem is independent from the thermal one as well as from the microstructural evolution. DC3D4 and C3D4 elements are used to discretize the rebar geometry in case of the thermal and the mechanical analysis, respectively [37].

In addition to the periodic boundary conditions, which ensure consistent temperature and displacement fields at the top and bottom surfaces of the unit cell, a symmetry boundary condition was applied to the symmetry plane of the unit cell. To describe the thermo-mechanical material behavior with respect to the local phase fractions, the user subroutines UMATHT, UHARD and UEXPAN are used [37]. While the user subroutine UMATHT was utilized to define the thermal constitutive behavior of the material, the user subroutine UHARD was utilized to define the plastic material behavior. In order to specify the incremental thermal strains as a function of temperature and the local phase fractions, the user subroutine UEXPAN was employed.
Within the model, the decomposition of austenite into martensite and into the phases formed predominantly by diffusional decomposition of austenite, i.e., bainite, pearlite and ferrite, was considered. The tempering of martensite was neglected as well as transformation plasticity [40,41]. The full parameter-set to describe the thermo-mechanical material behavior and the microstructural evolution is given in Tables 2 and 3 as well as in Figure 6.

Table 2. Parameter values to describe the phase-specific, thermo-mechanical material behavior: Temperature, \( T \), thermal conductivity, \( \lambda \), specific heat capacity, \( c_p \), density, \( \rho \), Young’s modulus, \( E \), Poisson’s ratio, \( \nu \), yield stress, \( Y \), starting parameter to determine thermal expansion according to Equation (18), \( \varepsilon_{th}^{(T = 0°C)} \), and linear thermal expansion, \( \alpha \).

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( \lambda_{aus} [W/mK] ) (^{(1)})</th>
<th>( \lambda_{mar} [W/mK] ) (^{(1)})</th>
<th>( \lambda_{bpf} [W/mK] ) (^{(1)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16.70</td>
<td>54.43</td>
<td>54.53</td>
</tr>
<tr>
<td>300</td>
<td>20.93</td>
<td>43.96</td>
<td>43.96</td>
</tr>
<tr>
<td>600</td>
<td>25.12</td>
<td>37.68</td>
<td>37.68</td>
</tr>
<tr>
<td>900</td>
<td>29.31</td>
<td>29.31</td>
<td>29.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( c_{p,aus} \cdot \rho_{aus} [MJ/Km^3] ) (^{(1)})</th>
<th>( c_{p,mar} \cdot \rho_{mar} [MJ/Km^3] ) (^{(1)})</th>
<th>( c_{p,bpf} \cdot \rho_{bpf} [MJ/Km^3] ) (^{(1)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.18</td>
<td>3.52</td>
<td>3.52</td>
</tr>
<tr>
<td>300</td>
<td>3.60</td>
<td>3.85</td>
<td>3.85</td>
</tr>
<tr>
<td>600</td>
<td>3.98</td>
<td>4.27</td>
<td>4.27</td>
</tr>
<tr>
<td>900</td>
<td>4.40</td>
<td>4.61</td>
<td>4.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( E_{aus} [GPa] ) (^{(2)})</th>
<th>( E_{mar} [GPa] ) (^{(2)})</th>
<th>( E_{bpf} [GPa] ) (^{(2)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>210</td>
<td>210</td>
</tr>
<tr>
<td>200</td>
<td>195</td>
<td>195</td>
<td>195</td>
</tr>
<tr>
<td>300</td>
<td>188</td>
<td>188</td>
<td>188</td>
</tr>
<tr>
<td>600</td>
<td>160</td>
<td>160</td>
<td>160</td>
</tr>
<tr>
<td>714</td>
<td>140</td>
<td>-</td>
<td>140</td>
</tr>
<tr>
<td>820</td>
<td>107</td>
<td>-</td>
<td>107</td>
</tr>
<tr>
<td>900</td>
<td>107</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( \nu_{aus} [-] ) (^{(3)})</th>
<th>( \nu_{mar} [-] ) (^{(3)})</th>
<th>( \nu_{bpf} [-] ) (^{(3)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–900</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( Y_{aus} [MPa] ) (^{(4)})</th>
<th>( Y_{mar} [MPa] ) (^{(4)})</th>
<th>( Y_{bpf} [MPa] ) (^{(6)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>1315</td>
<td>440</td>
</tr>
<tr>
<td>200</td>
<td>125 (^{(5)})</td>
<td>1065</td>
<td>349</td>
</tr>
<tr>
<td>300</td>
<td>121 (^{(5)})</td>
<td>940</td>
<td>322</td>
</tr>
<tr>
<td>600</td>
<td>103 (^{(5)})</td>
<td>280</td>
<td>96</td>
</tr>
<tr>
<td>714</td>
<td>90</td>
<td>-</td>
<td>84 (^{(7)})</td>
</tr>
<tr>
<td>820</td>
<td>75</td>
<td>-</td>
<td>64 (^{(7)})</td>
</tr>
<tr>
<td>900</td>
<td>37</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( \varepsilon_{th}^{(T = 0°C)} [-] ) (^{(6)})</th>
<th>( \varepsilon_{th}^{(T = 0°C)} [-] ) (^{(8)})</th>
<th>( \varepsilon_{bpf}^{(T = 0°C)} [-] ) (^{(8)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–900</td>
<td>0</td>
<td>0.0098</td>
<td>0.0081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( T [°C] )</th>
<th>( \alpha_{aus} [1/K] ) (^{(3,8)})</th>
<th>( \alpha_{mar} [1/K] ) (^{(3,8)})</th>
<th>( \alpha_{bpf} [1/K] ) (^{(3,8)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–900</td>
<td>23.4 \cdot 10^{-6}</td>
<td>13.7 \cdot 10^{-6}</td>
<td>16.6 \cdot 10^{-6}</td>
</tr>
</tbody>
</table>

\(^{(1)}\) Phase specific values for C17 rebar steel grade [29]. \(^{(2)}\) Values for B500B rebar steel grade [3]. \(^{(3)}\) Assumed to be constant. \(^{(4)}\) Phase specific values for B500B rebar steel grade [3]. \(^{(5)}\) Extrapolated following \( Y_{aus} = E_{aus}(T)/E_{aus}(714°C) \cdot Y_{aus}(714°C) \). \(^{(6)}\) Phase specific values for B500B rebar steel grade [42]. \(^{(7)}\) Extrapolated following \( Y_{bpf} = E_{bpf}(T)/E_{bpf}(600°C) \cdot Y_{bpf}(600°C) \). \(^{(8)}\) Determined by dilatometry for B500B rebar steel grade.
Table 3. Parameter values to describe the microstructural evolution: Austenite start temperature, $A_{C1}$, austenite finish temperature, $A_{C3}$, maximum phase fraction of proeutectoid ferrite, $z_{\text{max}}$, martensite start temperature, $M_S$, rate parameter of the martensitic transformation, $\alpha_M$, critical cooling rate of martensite, $T_{\text{mar}}$, Avrami exponent, $\eta$, kinetic rate constants, $k_0$, $k_1$, and $k_2$, and critical cooling rate of bainite, pearlite and ferrite, $T_{\text{bpf}}$.

<table>
<thead>
<tr>
<th>B500B</th>
<th>Martensite</th>
<th>Bainite/Pearlite/Ferrite</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{C1}$ [°C]</td>
<td>$A_{C3}$ [°C]</td>
<td>$z_{\text{max}}$ [-]</td>
</tr>
<tr>
<td>714 (1)</td>
<td>820 (1)</td>
<td>0.75 (2)</td>
</tr>
</tbody>
</table>

(1) Determined with JMatPro [43] for B500 rebar grade with chemical composition according to [3]. (2) Determined from the iron-carbon phase diagram according to the lever rule for a steel with a carbon content of 0.2%. (3) Determined by least squares regression based on the CCT- and the TTT-diagram of B500B rebar steel (CCT- and TTT-diagram generated with JMatPro [43] for B500B rebar grade with chemical composition according to [3]). (4) According to the CCT-diagram cited by [3] for B500B rebar steel grade.

Figure 6. Transformation start, $t_{\text{iso}}$, for different temperatures, $T$, and for isothermal temperature control [43].

2.3.1. Thermal Problem

Within the thermo-mechanical analysis, the TempCore™ process is modeled as follows: During the quenching step, a large heat transfer coefficient, $h_1$, is applied at the surface of the rebar for a short period of time, $0 < t \leq t_1$. Within the air cooling step, $t_1 < t \leq t_2$, the rebar is cooled to ambient temperature, $T_\infty$. The heat transfer coefficient, $h_2$, is small and the cooling time is large (Table 4). For axisymmetric, cylindrical bodies, the associated heat transfer problem is given as

$$\frac{\partial}{\partial r} \left( \lambda \cdot \frac{\partial T}{\partial r} \right) + \frac{\lambda}{r} \cdot \left( \frac{\partial T}{\partial r} \right) = \rho \cdot c_p \cdot \frac{\partial T}{\partial t}. \tag{3}$$

The heat transfer problem is considered to be one-dimensional with respect to the coordinate in the radial direction, $r$, because internal heat generation, e.g., due to latent heat associated with phase transformations or plastic dissipation, and heat flow in axial direction are neglected. $T$ denotes the temperature, $\rho$ the density, $\lambda$ the thermal conductivity and $c_p$ the specific heat capacity of the material. The boundary conditions at the cylinder axis,

$$\frac{\partial T}{\partial r} = 0, \quad t \geq 0, \quad r = 0, \tag{4}$$

and at the cylinder surface,

$$-\lambda \cdot \frac{\partial T}{\partial r} = h_1 \cdot (T - T_\infty), \quad t > 0, \quad r = D/2, \tag{5}$$

as well as the initial condition,

$$T = T_0, \quad t = 0, \quad 0 \leq r \leq D/2, \tag{6}$$
are given with respect to the diameter of the cylinder, \( D \), the initial temperature, \( T_0 \), the ambient temperature, \( T_\infty \), and the heat transfer coefficients \( h_1 \) for \( 0 < t \leq t_1 \) and \( h_2 \) for \( t_1 < t \leq t_2 \) \([44,45]\). The ambient temperature also corresponds to the coolant temperature during the quenching step. For the numerical study, the idealized model rebar geometry is considered instead of the axisymmetric and cylindrical body (Section 2.1). The thermal conductivity,

\[
\lambda = \lambda_{\text{aus}} \cdot z_{\text{aus}} + \lambda_{\text{mar}} \cdot z_{\text{mar}} + \lambda_{\text{bpf}} \cdot z_{\text{bpf}},
\]

and the specific heat capacity,

\[
c_p = c_{p,\text{aus}} \cdot z_{\text{aus}} + c_{p,\text{mar}} \cdot z_{\text{mar}} + c_{p,\text{bpf}} \cdot z_{\text{bpf}},
\]

are determined by using the linear rule of mixture. Hence, both parameters depend on the phase specific thermal conductivity, \( \lambda_i \), the phase specific specific heat capacity, \( c_{p,i} \), and the fractions of the constituting phases, \( z_i \). In addition to austenite, \( z_{\text{aus}} \), and martensite, \( z_{\text{mar}} \), this is the mixture consisting of bainite, pearlite and ferrite, \( z_{\text{bpf}} \).

**Table 4.** Reference parameters for the TempCore\textsuperscript{TM} process according to \([4,5,30,45]\).

<table>
<thead>
<tr>
<th>( T_0 ) [°C]</th>
<th>( T_\infty ) [°C]</th>
<th>( t_1 ) [s]</th>
<th>( t_2 ) [s]</th>
<th>( h_1 ) [W/m(^2)K]</th>
<th>( h_2 ) [W/m(^2)K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>20</td>
<td>0.4</td>
<td>3000</td>
<td>25,000 (^{(1)})</td>
<td>40</td>
</tr>
</tbody>
</table>

\(^{(1)}\) Chosen to ensure reasonable martensite phase fractions after quenching.

### 2.3.2. Microstructural Evolution

While the austenite fraction,

\[
z_{\text{aus}} = 1 - z_{\text{mar}} - z_{\text{bpf}},
\]

is determined as the remaining phase fraction, the martensite fraction,

\[
z_{\text{mar}} = (1 - z_{\text{bpf}}) \cdot \left\{ 1 - \exp\left[ -\alpha_M \cdot (M_S - T) \right] \right\},
\]

is determined according to the Koistinen–Marburger model \([46]\), whereas the maximum martensite fraction, \( z_{\text{mar,max}} = 1 - z_{\text{bpf}} \), depends on the current fraction of bainite, pearlite and ferrite. The rate parameter of the martensitic transformation is represented by \( \alpha_M \), the martensite start temperature by \( M_S \). Equation (10) is evaluated for temperatures lower than the martensite start temperature, \( T < M_S \), and for cooling rates below the critical cooling rate, \( \dot{T} < \dot{T}_{\text{mar}} \). To ensure rising martensite fractions only, the following constraint is applied:

\[
z_{\text{mar}}(t) = \max\left[z_{\text{mar}}(0), z_{\text{mar}}(t)\right].
\]

To determine the phase fraction of bainite, pearlite and ferrite, \( z_{\text{bpf}} \), according to the JMAK model \([47–50]\), the considered cooling curve has to be converted into a step curve consisting of \( m \) isothermal steps. The phase fraction after the \( n \)-th step,

\[
z_{\text{bpf}}|_n = \sum_{k=1}^{n} (\Delta t \cdot z_{\text{bpf}})_k, \quad 1 \leq n \leq m,
\]

can then be determined using Scheil’s additivity rule \([51]\). Therefore, the time increment, \( \Delta t \), and the derivative of \( z_{\text{bpf}} \) with respect to time, \( \dot{z}_{\text{bpf}} \), have to be identified for each step. According to \([52]\), the derivative is given by

\[
\dot{z}_{\text{bpf}} = \frac{(z_{\text{iso}} - z_{\text{bpf}}) \cdot \eta \cdot \kappa \cdot \left[ -\ln\left(1 - \frac{z_{\text{bpf}}}{z_{\text{iso}}}\right) \right]}{z_{\text{iso}}^{1-\frac{1}{\eta}}}
\]
if the mixture of bainite, pearlite and ferrite is the only product phase for a considered cooling path. To depict both the decomposition of austenite into martensite as well as into bainite, pearlite and ferrite, it is reasonable to correlate $\dot{z}_{bpf}$ with the remaining austenite fraction,

$$\dot{z}_{bpf} = \dot{z}_{aus} \cdot \dot{z}_{bpf}. \quad (14)$$

In Equation (13), the Avrami exponent and the kinetic rate constant of the JMAK model are represented by $\eta$ and $\kappa = \exp(k_0 + k_1 \cdot T + k_2 \cdot T^2)$ [29]. The maximum phase fraction of bainite, pearlite and ferrite for complete isothermal phase transformations is given as $z_{iso} = 1$ between the martensite start temperature and the austenite start temperature, $M_S \leq T \leq A_C_1$. Between the austenite start temperature and the austenite finish temperature, $A_C_1 < T \leq A_C_3$, the maximum phase fraction,

$$z_{iso} = z_{max} \cdot \frac{A_C_3 - T}{A_C_3 - A_C_1}, \quad (15)$$

is determined according to the lever rule [53]. The maximum fraction of proeutectoid ferrite formed for a given carbon content, is given by $z_{max}$. Equation (14) is evaluated for $M_S \leq T \leq A_C_3$, for cooling rates higher than the critical cooling rate, $\dot{T} > \dot{T}_{bpf}$, and if the transformation of bainite, pearlite and ferrite has started. For isothermal temperature control, transformation starts if $t = t_{iso}(T)$ applies, where $t_{iso}(T)$ is defined by the TTT-diagram (Figure 6). For an arbitrary cooling curve, transformation starts if

$$\sum_{k=1}^{n} \left( \frac{\Delta t}{t_{iso}} \right)_k \geq 1. \quad (16)$$

The volume change resulting from the transformation of austenite to martensite as well as to bainite, pearlite and ferrite, respectively, is described by:

$$\Delta \varepsilon_{aus-\{i\}} = \Delta z_i \cdot \left[ \epsilon_{th}^{i}(T + \Delta T) - \epsilon_{aus}^{th}(T + \Delta T) \right], \quad (17)$$

where $i$ denotes martensite, bainite, pearlite and ferrite. The eigenstrain increments, $\Delta \varepsilon_{aus-\{i\}}$, depend on the thermal strains of the individual phases,

$$\epsilon_{th}^{i}(T + \Delta T) = \epsilon_{th}^{i}(T = 0 \, ^\circ C) + \alpha_i \cdot (T + \Delta T), \quad (18)$$

as well as on the phase fractions, $\Delta z_i$, which are formed within the time increment, $\Delta t$, associated with the temperature decrement, $\Delta T$.

2.3.3. Mechanical Problem

The mechanical material behavior is modeled as isotropic, thermoelastic-idealplastic. The von Mises yield criterion and the associated flow rule are used to describe the plastic material behavior [54]. Using the linear rule of mixture, which is a common modeling approach with regard to quench hardening processes [53,55], the mechanical material behavior can be specified by Young’s modulus,

$$E = E_{aus} \cdot z_{aus} + E_{mar} \cdot z_{mar} + E_{bpf} \cdot z_{bpf}, \quad (19)$$

Poisson’s ratio,

$$\nu = \nu_{aus} \cdot z_{aus} + \nu_{mar} \cdot z_{mar} + \nu_{bpf} \cdot z_{bpf}, \quad (20)$$

the yield stress,

$$Y = Y_{aus} \cdot z_{aus} + Y_{mar} \cdot z_{mar} + Y_{bpf} \cdot z_{bpf}, \quad (21)$$

and the linear thermal expansion coefficient,

$$\alpha = \alpha_{aus} \cdot z_{aus} + \alpha_{mar} \cdot z_{mar} + \alpha_{bpf} \cdot z_{bpf}. \quad (22)$$
Due to the fact that $E_{\text{aus}} = E_{\text{mar}} = E_{\text{bpf}}$ and $\nu_{\text{aus}} = \nu_{\text{mar}} = \nu_{\text{bpf}}$, it is not necessary to determine $E$ and $\nu$ according to Equations (19) and (20). However, this description was chosen as it is also valid for microstructures with differing phase specific properties. In our case, only $Y$ and $\alpha$ differ between the different phases, see Table 2.

As Fillafer et al. [56–59] demonstrated, the mechanical material behavior is not necessarily influenced solely by the amount of the constituting phases and the phase specific material parameters for the pure phases. The arrangement of these phases to each other on grain level, viz. the microstructure, may also have a considerable impact. Due to the simplifications made by using the linear rule of mixture and due to the small plastic deformations occurring during heat treatment (cf. Figure A2d), the assumption of an ideal plastic material behavior appears to be sufficiently accurate.

3. Results and Discussion

3.1. Load Stress Analysis

The results of the load stress analysis for unit cells differing in their geometric parameters are summarized in Figure 7. In each diagram, the maximum of the normalized equivalent stress, $\sigma_{vM_{\text{max}}}/\sigma_y$, which is defined as the ratio of the maximum v. Mises stress for path 1 (Figure 4) and the loading stress, is shown. The results for the reference geometry listed in Table 1 are highlighted in each diagram.

Figure 7. Results of the load-stress analysis (+denotes the reference geometry, see Table 1 and Figure 3): Maximum of the normalized equivalent stress, $\sigma_{vM_{\text{max}}}/\sigma_y$, along the evaluation path (Figure 4) for different rib heights (a), rib spacings (b), rib widths (c), flank inclinations (d), rib inclinations (e) and foot radii (f).

Figure 7a shows, that $\sigma_{vM_{\text{max}}}/\sigma_y$ slightly increases with the rib height, $a_m$. If the rib spacing, $c$, is lower than the reference value of $c = 7.20$ mm, $\sigma_{vM_{\text{max}}}/\sigma_y$ increases while larger values for $c$ do not lead to lower peak stresses (Figure 7b). Furthermore, Figure 7c–f indicate, that $\sigma_{vM_{\text{max}}}/\sigma_y$ rises with increasing rib width, $b$, decreasing flank inclination, $\alpha$, increasing rib inclination, $\beta$, and decreasing foot radius, $r_f$. For unit cells with different rib heights, $a_m$, and rib widths, $b$, an almost linear dependency between both rib height and rib width and the maximum of the normalized equivalent stress is observed.
For the parameter combinations investigated, $\sigma_{M_{\text{max}}}/\sigma_y$ is influenced strongest by the foot radius, $r_f$, followed by the rib width, $b$, which also has a large impact. The impact of flank inclination, rib inclination and rib height is considerably smaller, but still significant. In contrast, the influence of rib spacing is significant only for small values. These results are in good agreement with numerous observations reported in literature [12–16,18–20,24] and extend the current state of knowledge for B500B rebars with small diameters.

These results indicate that it is possible to predict the influence of single geometry parameters on the load stress distribution at least qualitatively with the model geometry used. As a consequence, it is most likely that this is also possible with respect to the thermo-mechanically induced stress concentrations. In comparison with experimental and theoretical investigations, this approach offers the possibility to investigate the influence of single geometry parameters over a wide parameter range for the complex rebar geometry.

### 3.2. Thermo-Mechanical Analysis

Within the thermo-mechanical analysis, the associated field quantities are predicted for the whole cooling time, $0 \leq t \leq t_2$. The results for the reference geometry (Table 1) subjected to the reference process (Table 4) are presented in Figures 8–10. Figure 8 shows the evolution of temperature and microstructure in the core, the transition zone and at the rebar surface during cooling (see also Figure A2a,b). Figure 9 shows the evolution of the longitudinal residual stress, $\sigma_{yy}$, for path 1 (cf. Figure 5). The longitudinal residual stress after complete cooling for path 2 (cf. Figure 5) is shown in Figure 10.

From the results, it can be seen that only a mixture of bainite, pearlite and ferrite is formed in the core of the rebar (Figure 8b), while mostly martensite is formed at the rebar surface (Figure 8c, see also Figure A2b). Lower temperatures at the surface than in the core (Figure 8a) lead to larger shrinkage of the surface region for $t < 0.012$ s. As a consequence, tensile stresses at the surface and compressive stresses in the core develop (Figure 9). For $0.012 \text{s} < t \leq 0.4$ s, martensite transformation takes place. At $t = 0.4$ s, large compressive stresses at the surface can be reported, as the martensite transformation of the surface regions is associated with a volume expansion and an increasing yield strength. The transformation of bainite, pearlite and ferrite ends at $t \approx 88$ s. As the transformation is accompanied by a volume expansion of the core, compressive stresses at the rebar surface decrease even though the linear thermal expansion of the core is higher than of the martensitic surface region (cf. Table 2). The latter is also true for $t > 88$ s and is the reason for increasing compressive stresses during further cooling.

In Figure 11 the martensite fraction, $z_{\text{mar}}$, the longitudinal residual stress, $\sigma_{yy}$, and the tangential residual stress, $\sigma_{xx}$, are shown for a rebar with reference geometry, which is subjected to different quenching times, $t_1$. The results after complete cooling are evaluated for paths 1 and 3. From the results, it can be seen that the martensite fraction at the rebar surface and the hardening depth increase with increasing quenching time and due to the presence of the rib (Figure 11a,d), because the rebar surface is cooled further below the martensite starting temperature in both cases. Within our modeling framework, this argumentation is plausible as longer quenching times do not affect the heat transfer coefficient and therefore the cooling rate of the rebar surface. As a consequence, the compressive stresses at the rebar surface in longitudinal and tangential directions between two ribs, $\sigma_{yy}$, $\sigma_{xx}$, increase with increasing quenching time (Figure 11b,c).
Figure 8. Results of the thermo-mechanical analysis: Evolution of temperature, $T$, (a) and phase fractions, $z_i$, (b,c) at selected locations, $r$, along path 1 (cf. Figure 5) for the rebar with reference geometry according to Table 1 subjected to the reference process (Table 4).

Figure 9. Results of the thermo-mechanical analysis: Longitudinal residual stress, $\sigma_{yy}$, along path 1 (cf. Figure 5) for rebars with reference geometry according to Table 1 subjected to the reference process (Table 4) for various times, $t$.

Figure 10. Results of the thermo-mechanical analysis: Longitudinal residual stress, $\sigma_{yy}$, as a function of the normalized path variable, $\tilde{x}$, for rebars with reference geometry according to Table 1 subjected to the reference process (Table 4) at $t = t_2$, i.e., after complete cooling (a). Evaluation for path 2 (cf. Figure 5), whereas specific data points associated to the rebar geometry (b) are highlighted in blue.
As for loading stresses in the axial direction (Figure 7), the residual stress level at the rebar surface is strongly influenced by the presence of the rib (Figure 11e,f, see also Figure A2c). While the compressive stress level in the tangential direction is lowered due to the presence of the rib, tensile stresses in the axial direction become evident at the rebar surface. Tensile stresses in the axial direction are highest at the tip of the rib and in the transition zone between the rib and rib radius (Figure 10). In the transition zone of the rib radius and base cylinder, compressive stresses can be predicted.

Figure 11. Results of the thermo-mechanical analysis for rebar with reference geometry (Table 1): Martensite fraction (a,d), longitudinal stress (b,e) and tangential stress (c,f) as a function of the normalized radius, $2r/d_{\text{bar}}$, and for different quenching times, $t_1$. Evaluation for path 1 (top row) and path 3 (bottom row, cf. Figure 5).

In Table 5, the longitudinal stress, $\sigma_{yy}$, is shown for different rebar geometries, which are subjected to the reference process. The rebar geometries vary with regard to individual geometry parameters. The results are evaluated at the end of path 1, i.e., for $r = 5.85$ mm. From the results, it can be seen that the compressive stress level increases for increasing rib height, $a_m$, decreasing rib spacing, $c$, and increasing rib width, $b$. This observation can be related to an increasing cooling effect of the ribs and an increasing hardening depth (cf. Figure 11). For decreasing flank inclination, $\alpha$, and increasing foot radius, $r_f$, the residual stress level is nearly unaffected. In both cases, the hardening depth decreases due to an increasing rib volume. As the rib volume increases, however, the amount of transformed martensite in the rib area is obviously about as large as for the reference geometry.

Due to the predicted residual stress distributions, the load stress level in service between two ribs viz. in the transition zone of rib radius and base cylinder, where fatigue cracks usually initiate, should be lowered. As for the load stress analysis, the residual stress level at the rebar surface is increased by increasing rib width, rib height and for small rib spacings. However, an increasing foot radius and a decreasing flank inclination do not lead to a significantly lower stress level.
Table 5. Results of the thermo-mechanical analysis: Longitudinal residual stress, $\sigma_{yy}$, for the reference geometry (Table 1) subjected to the reference process (Table 4) as well as for rebars with different rib height, $a_m$, rib spacing, $c$, rib width, $b$, flank inclination, $\alpha$, and foot radius, $r_f$. Evaluation at the end of path 1, i.e., for $r = 5.85$ mm, and after complete cooling, i.e., for $t = t_2$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Longitudinal Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Varied Geometry</td>
</tr>
<tr>
<td>$a_m$</td>
<td>1.08</td>
</tr>
<tr>
<td>$c$</td>
<td>4.20</td>
</tr>
<tr>
<td>$b$</td>
<td>2.60</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>50</td>
</tr>
<tr>
<td>$r_f$</td>
<td>2.30</td>
</tr>
</tbody>
</table>

Comparing the computational results of the thermo-mechanical analysis with findings from literature [3,17,18,26,28] leads to the following observations:

- Residual stresses at the rebar surface are reported to have a maximum value of about 150 MPa [3,17,18,28] and are, therefore, lower than predicted by our numerical simulations.
- Findings of experimental investigations regarding the sign of the residual stresses at the rebar surface differ partly from the computational results. Using the cut compliance technique for rebars with diameters of $d = \{16, 24, 32\}$ mm and parallel transverse ribs, Zheng et al. [17] determined longitudinal compressive residual stresses between $-90$ and $-80$ MPa to be present at the rebar surface. Zubair et al. [3] determined longitudinal and tangential compressive residual stresses of $-10$ MPa at the rebar surface and of $-90$ MPa in a depth range of 0.1 to 0.3 mm. These investigations were conducted using X-ray measurements between two alternating transverse ribs utilizing a rebar diameter of $d = 28$ mm.

For rebars with a diameter of $d = 16$ mm, Rocha et al. [18] determined longitudinal compressive residual stresses from $-48$ to $-147$ MPa between alternating ribs and from $-26$ to $-61$ MPa between parallel ribs using X-ray measurements. However, at a depth of 0.05 mm below the rebar surface, Rocha et al. determined mostly tensile residual stresses of max. 50 MPa. Up to a depth of 2 mm, they measured tensile residual stresses using the cut compliance technique.

Volkwein et al. [28] examined the residual stress distribution in two rebars of the same grade and of identical diameter, $d = 28$ mm, produced from two different manufacturers. Both rebars showed compressive residual stresses in the core of the rebar and tensile residual stresses near the surface. For one of the rebars, compressive residual stresses were determined in a thin surface layer.

4. Conclusions

In this contribution, a modeling approach was presented to examine geometrically and thermo-mechanically induced stress concentrations in ribbed reinforcing bars. In addition to a linear-elastic load stress analysis, a thermo-mechanical analysis of the manufacturing process was conducted.

The results of the load stress analysis agree well with findings reported in literature and extend the current state of knowledge for B500B-rebars with small diameters. For the parameter combinations investigated, the geometrically induced stress concentrations are most influenced by the foot radius of the ribs followed by the rib width, which also has a large impact.

As for the load stress analysis, the residual stress distribution at the rebar surface is strongly influenced by the rib and its geometry. The results of the thermo-mechanical analysis show compressive stresses at the rebar surface between two ribs and tensile stresses in the longitudinal direction at the tip of the rib for all parameter combinations investigated. With increased cooling of the surface region during quenching, the residual stress level...
increases in general. This indicates longer quenching times to be favorable with regard to a prolonged service life of ribbed rebars.

Compared to literature data, the predicted residual stress level appears to be high. Regarding the residual stress state at the rebar surface between two ribs, partly contradictory observations can be found in literature. Both tensile and compressive stresses are reported for different rebar samples, while our numerical results predict compressive residual stresses only. The clarification of this discrepancy is the focus of ongoing experimental and numerical investigations.
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**Appendix A. Meshed Models and Selected Results**

![Figure A1. Meshed models (reference geometry, see Table 1) for the load stress (a) and the thermo-mechanical analysis (b,c).](image-url)
Figure A2. Selected results of the thermo-mechanical analysis for a rebar model with reference geometry (Table 1) subjected to the reference process (Table 4): Temperature, $T$, at the end of the quenching step, i.e., for $t = t_1$ (a). Martensite fraction $z_{\text{mar}}$ (b), longitudinal residual stress $\sigma_{yy}$ and maximum principal of the plastic strain tensor (d) after complete cooling, i.e., for $t = t_2$.

References

5. Noville, J.F. TEMPCORE, the Most Convenient Process to Produce Low Cost High Strength Rebars from 8 to 75 mm. METEC & 2nd ESTAD, Düsseldorf, Germany, 2015. Available online: https://www.researchgate.net/publication/328530702_TEMPCORE_R_the_most_convenient_process_to_produce_low_cost_high_strength_rebars_from_8_to_75_mm (accessed on 28 October 2021).
8. Martin, H.; Noakowski, P. Verbundverhalten von Betonstählen—Untersuchung auf der Grundlage von Ausziehversuchen; Deutscher Ausschuss für Stahlbeton e.V. (Heft 319); Ernst: Berlin, Germany, 1981.
9. Rehm, G. Über die Grundlagen des Verbundes zwischen Stahl und Beton; Deutscher Ausschuss für Stahlbeton e.V. (Heft 138); Ernst: Berlin, Germany, 1961.


34. Dimatteo, A.; Vannucci, M.; Colla, V. A finite element method for the prediction of thermal, metallurgical, and mechanical behavior of rebars in the TempCore process. Steel Res. Int. 2015, 87, 276–287. [CrossRef]


39. Dassault Systemes Solid Works Corp. Solid Works; Dassault Systemes Solid Works Corp.: Waltham, MA, USA, 2019.


50. Avrami, M. Kinetics of phase change. II Transformation-time relations for random distribution of nuclei. J. Chem. Phys. 1940, 8, 212–224. [CrossRef]