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Abstract: Simulation of the grain growth process, as a function of steel heat transfer conditions, is helpful for predicting grain structures of continuous cast steel products. Many authors have developed models based on numerical methods to simulate grain growth during metal solidification. Nevertheless, the anisotropic nature of grain structures makes necessary the employment of new mathematical methods such as chaos theory, fractals, and probabilistic and stochastic theories of simulation. The problem is significant for steelmakers to avoid defects in products and to control the steel microstructure during the continuous casting process. This work discusses the influence of nodal solidification times and computer algorithms on the dynamic formation of the chill, columnar, and equiaxed zones including physical phenomena such as nucleation and grain growth. Moreover, the model incorporates pre-nucleation and pre-growth routines in the original algorithm. There is a description of the influence of the mathematical parameter criteria and probabilities over the grain morphology obtained after solidification. Finally, an analysis of these algorithms elucidates the differences between these structures and those obtained from models considering only the solidification.
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1. Introduction

Flemings [1] was one of the first who studied the grain structures formed in steel products. This author identified three different grain zones: chill, columnar, and equiaxed. These structures are formed during solidification and are known as primary structures. The grain structures’ amorphous morphology is a complex problem that the Euclidean geometry cannot describe [2–4]. Fortunately, nowadays, the development of Monte Carlo methods [1,3–6], fractals, cellular automaton [7–12], and stochastic [9,13–16] procedures in addition to deterministic methods make it possible to represent it computationally. In this way, many authors [4,10,12,17,18] have been developing models to describe the solidification process. The dendritic evolution is one of the most important topics [3,10,12,17,18], since this structure is present in steel products obtained by the continuous casting process and other metal industrial casting technologies. This structure contributes significantly to the post-manufactured components’ properties, performance, and quality [6,7,15]. Dendrites are part of either columnar or equiaxed grains, depending on the local thermal
and solute fields. Other authors have used cellular automata models and non-structured meshes to show dendrites’ evolution as a function of time [5–8,13,18].

The understanding of the physical mechanism for the formation of specific structures and the transition zones from chill to columnar transitions (CCTs) and from columnar to equiaxed (CET) is crucial for controlling grain structure formation during solidification [4,6,9–11]. The solidification models developed [1–5,11,12,14–21] can be classified as deterministic or stochastic. Deterministic models take averaged quantities and equations solved on a macroscopic scale. The CCT and the CET regions can be predicted by tracking the movement of the columnar front and calculating the growth of equiaxed grains in the undercooled liquid in front of it. A vital issue in deterministic models is the selection of suitable criteria for determining the position where the equiaxed grains block the columnar front and cause the CET and CCT transition.

On the other hand, the stochastic models developed aim to track the nucleation and growth of each grain without assumptions regarding the grain morphology [9,13–16,21]. The evolution of the computed grain shape is a function of the local thermal behavior and a random command included in the algorithm. Hence, the CCT and CET regions may be determined based on whether the average final grain shape in a casting appears more columnar or equiaxed.

The original algorithms were modified to evaluate the formation times for every transition zone \( t_{CCT} \) and \( t_{CET} \) values and the criteria to define the borders between the chill, columnar and equiaxed zones [22–26]. In this work, the evolution of each grain is solved using a nested procedure that analyzes each node \( (n_{I,t}) \) at every step time \( (t + \Delta t) \); and random routines simulate nucleation and growth processes. The rules related to the solidification times were included in the same basic algorithm to understand the grain morphology.

During the solidification process of any metal or alloy, compositional partitioning occurs, which results in a no homogeneous solid phase, structure, and composition. The dendritic structures that appear during casting are also not homogeneous, and their fineness influences the mechanical properties. Therefore, the need for microscopic modeling without losing the macroscopic viewpoint is advisable [4,10,12,17,18]. The simulation of dendritic evolution requires a microscopic scale, and some authors have developed models to represent it. The model developed here uses a cellular automata representation in combination with stochastic techniques to create a grain structure [22–26].

Many authors have also developed models to simulate the solidification of some alloys [4,10–12,14,19,20]. The solute rejected from the solid-liquid interface develops a concentration boundary layer in the liquid near the interface and causes a lowering of the adjacent liquid temperature and constitutional super-cooling [1,8,12,13,18,19]. This thermodynamically unstable state creates a rough solid–liquid interface, resulting in a mushy zone. The mushy zone lies between the solid and liquid zones and promotes stable solidification by accepting the rejected solute and heat over temperatures [4,6,14,17,18,21]. Therefore, to discuss the microscopic structure and composition of the solidified material, it is important to clarify the formation of the mushy zone in which the microstructures develop. With this objective, the establishment of a microscopic solidification model is essential. The methodology of this work consists of two steps: First building software resources based on the cellular automata approach and second the use of heat transfer model to feed its results as inputs to the former aiming at the micro–macro structures of the solidified metal.

2. Description of the Automata Cellular Model

2.1. Grain Formation and Transition Zones

In the simulator, the assumption is that the steel volume has homogeneous physical and chemical properties; and the mushy zone is calculated for each node as a function of the corresponding solidification times. Moreover, the mushy zone is a particular period for each node in the present work. When the analyzed node remains between \( (t_{sol I,J}) \)
and \((t_{\text{liq} I, J})\); then, the remaining time in the mushy zone can be calculated directly using Equation (1) \([3,8,12,18,19]\).

\[
t_{\text{mushy} I, J} = t_{\text{sol} I, J} - t_{\text{liq} I, J}
\] (1)

The physical frame consists of steel flowing through a nozzle connecting the tundish and a water copper mold in the continuous casting process. Once in the mold, the heat transfer from the liquid steel to the mold walls leads to a solidified shell, adopting its shape, holding the liquid core. The dwell time of the steel inside the mold is crucial to guarantee that shell thickness is strong enough to contain the liquid steel pressure and the friction forces inside the core \([5,11,12,14,17,18]\). A thin shell can result in dangerous situations such as breakouts or probable product damage. Due to the rapid cooling rate, there is a chill zone over the billet surface while descending in the mold. A significant number of solidified crystals appear quickly at the beginning of the solidification. These points grow randomly until the impingement limits a small size with other crystals. A thin chill zone decreases the heat transfer flow; consequently, a thin columnar zone grows following the opposite direction of the heat flux vector. This solidification pattern is critical because a large volume of liquid steel remains inside the billet core. However, damages, such as reheating or breakouts, and undesirable risk situations can occur when the latent heat inside the billet flows towards the billet surface.

In the simulators developed \([12,14,17–19,24]\), a subroutine evaluates the distance from every analyzed node to the billet surfaces and finds the shortest time difference \((dt_{I,J})\) regarding the nearest neighbors used to give a preferential probability of growing. However, the final decision for the growth is possible through a random routine based on Monte Carlo methods. The result is a cellular automaton model that shows the grain growth printing pixels on the computer screen with colors according to a numeric code. The assignment of the numerical code represents every grain, and the numerical values are assigned to the corresponding nodal position; then, the stored information is in a new temporal 2D computer array.

Grains in the equiaxed zone are randomly oriented. These are bigger than those in the chill zone because the solidification speed is also slow, and they have enough time to grow with their neighbors. In the simulator, time differences between the analyzed nodes \((dt_{I,J})\) help to define the borders between the chill, columnar and equiaxed zones by direct comparison with the time criteria defined by the user \((t_{\text{CCT}})\) and \((t_{\text{CET}})\).

### 2.2. Nucleation and Grain Growth

Nucleation and growth joint kinetic processes are necessary to simulate solidification of metallic materials. Some models create stationary simulations of grain structures \([4,5,11,14,17]\). These works used programmed sequences for fixing vertexes in one step as a function of random distribution and joined each other according to their availability to create a grain structure. Unfortunately, these models do not relate to the physical phenomena \([15,16,19]\). These models were the first used by the beginners of computational simulation in material science and were the pioneers in the field. Nevertheless, it is necessary to include nucleation and growth as shown in case A in Table 1, to show the evolution of grain morphology during the solidification using a step-by-step algorithm and establishing a relationship with the steel thermal behavior.

<table>
<thead>
<tr>
<th>Case</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Growth</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pre-nucleation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pre-growth</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Steel remains a long time in the mushy zone near the billet core. Here, pre-solidification is very important as a function of the liquid and solid fractions assigned with the nomenclature \((X_{\text{liq}, I, J})\) and \((X_{\text{sol}, I, J})\). The inclusion of these processes (cases B and C of Table 1) makes more complex the algorithm, but different phenomena can be appreciated during solidification. The developed computing routines in this work allow treating and representing the solidification evolution computationally in a dynamic sense. This computational procedure allows to simulate more sophisticated structures [10,16].

Nucleation and grain growth are the two fundamental processes involved in solidifying metallic materials. The algorithm includes these processes if the computing and the solidification times of any analyzed node are the same \(((t + \Delta t) = t_{\text{sol}, I, J})\). Under this unique condition, steel will solidify. Nucleation and growth occur simultaneously at each step time \((t + \Delta t)\) during simulation. Nevertheless, the final decision if a pivoting node of position \((I, J)\) nucleates or grows randomly involves the probabilities \((P_{\text{Nuc}})\) and \((P_{\text{Growth}})\) for each grain zone [11,18,20]. A definition of a new nucleated crystal fulfills the condition \((N \leq P_{\text{Nuc}})\). Where \(N\) is a number randomly generated, respecting the condition \((P_{\text{Nuc}} + P_{\text{Growth}} = 100\%)\). The new grain is identified by assigning a particular color in the new mesh and displayed on the computer screen. On the other hand, the growth process involves including a neighboring nodal analysis and the definition of probabilities for all the un-solidified neighbors surrounding the pivoting node; in the same way, a random routine selects the growing direction.

Nucleation and grain growth are the essential processes to simulate the evolution of the grain structure in the chill zone. Nevertheless, the steel remains a long time in mushy, and the solidification speed decreases for the nodes near the core. Consequently, the morphology in the columnar and equiaxed zones is different [11,14,17,18]. Here, a probability of pre-nucleated or pre-growth with the pivoting node complements the algorithm to obtain a more complex and closer similarity to an actual structure.

2.3. Pre-Solidification Algorithms

A pre-nucleated node can appear for the condition \(((t + \Delta t) < t_{\text{sol}, I, J})\) if the solid fraction \((X_{\text{sol}, I, J})\) in a node is large enough to be considered as a potential node for nucleation or growing unit. The solid fraction increases at each step time \((t + \Delta t)\) as the simulation continues while the liquid fraction \((X_{\text{liq}, I, J})\) decreases. Thus, the probability for a node to be pre-nucleated also increases; but the final decision if the node is pre-nucleated or not is also randomly selected. As the computational time loop advances, many points can be pre-nucleated and grow in columnar and equiaxed zones. Nevertheless, the pre-growth process is considerably different from the growth explained in Table 2. The pre-growth procedure uses inverse criteria in comparison with growth. Therefore, the programming conditions for searching an available neighbor must be logically modified. A pre-nucleated node can grow with an un-solidified neighbor but not neighboring a solidified one because this sentence does not have a logical meaning. Moreover, a solidified neighbor cannot return to be un-solidified because it is already a part of any other grain.

<table>
<thead>
<tr>
<th>Table 2. Description of the processes involved in solidification (the sub-indexes i and j indicate the neighbors’ positions).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Including the Only Solidification</strong></td>
</tr>
<tr>
<td>Nucleation</td>
</tr>
<tr>
<td>Growth</td>
</tr>
<tr>
<td>((t_{I, J} - t_{i, j}))</td>
</tr>
</tbody>
</table>
To generate a simulated grain structure using the computational algorithms is necessary to define the values of the parameters shown in Table 3. The probabilities for nucleation, growth, pre-nucleation, and pre-growth must be defined for the three zones (i.e., chill, columnar, and equiaxed) [19,21]. The sum of the probabilities for all the nucleation and growth processes must be equal to (100%). Nevertheless, this condition is not necessary to define pre-solidification routines because pre-nucleation and pre-growth are not developed sufficiently during a simulation [9–11,13–16,21]. In Table 3, values with zero define the chill zone, meaning that there is neither a pre-nucleation nor pre-growth in the chill zone. In the columnar and equiaxed zones, there is 35% and a 5% probability that a node was nucleated or growth, respectively; the remaining 60% assumes the probability of an event of no-occurrence, and it is calculated as the difference of the previous values. Then, a minimum probability for being pre-nucleated or pre-growth (5%) is assigned, if possible; the same probabilities are defined for the central equiaxed zone.

Table 3. Boundary conditions for the analyzed cases (probabilities for solidification and pre-solidification algorithms).

<table>
<thead>
<tr>
<th>Case Analyzed</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{CCT}$</td>
<td>1.5</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$d_{CET}$</td>
<td>15</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>$P_{Nuc\ (chill)}$</td>
<td>50</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>$P_{Growth\ (chill)}$</td>
<td>50</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>$P_{Pre-Nuc\ (chill)}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_{Pre-Growth\ (chill)}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_{Nuc\ (col)}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$P_{Growth\ (col)}$</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>$P_{Pre-Nuc\ (col)}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$P_{Nuc\ (equiax)}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$P_{Growth\ (equiax)}$</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>$P_{Pre-Nuc\ (equiax)}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

A node solidifying when ($t_{sol\ ij} = t + \Delta t$) has only two options: nucleating separately (a new grain borns) or growing with a previously solidified neighbor. However, this condition is not necessary for pre-solidification. Here an un-solidified node pre-nucleates or pre-grows or remain in the mushy zone without change during the simulation before fulfilling the condition ($t_{sol\ ij} = t + \Delta t$). Figure 1 shows the structures of a pair of grains obtained using the same input information and the parameters for defining the transition zones, assuming only solidification routines for the simulation [22–24]. Here, the three different zones can be easily identified. Nevertheless, the grains in the columnar zone only grow from the chill zone towards the billet core without interruption because only one nucleation sequence performs. In consequence, these grains are very large. Some grow until they meet other grains near the corners or impinge with the grains in the equiaxed zone. Finally, the grains in the central zone are bigger and randomly oriented in the billet core, according to an equiaxed grain morphology. Figure 2a,b show a pair of close-ups near the billet corner. The solidification routine simulates the structure using the input data for cases (1) and (2) in Table 3. The chill zone in Figure 2a is shorter than that in Figure 2b because the criterion used to define the transition zone ($d_{CCT}$) fixes it to be shorter. In these pictures, the grain sizes in the chill zone for case (1) were smaller than those in case (2) because the probability of growth was higher in this case. Near the corner, the columnar grains initially nucleated grow...
until impinging with the grains growing perpendicularly. Figure 3a,b show the dynamic process, including the probabilities for pre-solidification. The simulations correspond to cases (2) and (3) in Table 3, respectively. In Figure 3a, some grains begin to appear in the columnar zone when only pre-nucleation works. In Figure 3b the pre-nucleated nodes were pre-growth towards the billet surfaces (against the original growth direction of the nucleated grains). In consequence, the growth of the nucleated grains can be interrupted when their leading fronts impinge with the pre-nucleated grains.

![Figure 1](image1)

**Figure 1.** (a,b) Grain structures simulated computationally considering only the solidification routines, nucleation, and growth with low values for nucleation in the columnar and equiaxed zones. It is a good representation of grain morphologies; nevertheless, some regions in these zones are questionable.

![Figure 2](image2)

**Figure 2.** (a,b) Different chill and columnar zone sizes with different grain sizes and morphologies near the corner of a squared billet, considering only the solidification routines of nucleation and growth.
2.4. Assumptions for the Computational Simulation

The developments of these simulations were under the assumptions explained below. It is important to point out that the simulations had as the initial conditions the data file provided by a heat transfer model previously published [22–24]. The specific casting conditions of application are in the Appendix A.

- The nodes represent a squared area forming a squared mesh that discretizes one volume of the steel;
- There were no grains at the beginning of the simulation ($t = 0$); this means computationally that the cellular automata initialized or returned to their original condition (all the numerical values were cleaned ($C_{i,j} = 0$)). This operation was necessary to avoid errors and numerical conflicts with returned or false values from previous simulations;
- It was possible to identify when a node belonged to a part of the grain using a logical comparison between the original and corresponding values with the last iteration. When the sentence ($C_{i,j} \neq 0$) was true, the pivoting node was already a part of any grain (due to the color assigned to the node).

The following assumptions were applied when only solidification routines were executed:

- An un-solidified node would become a solidified node if the sentence ($t_{sol\ i,j} = t + \Delta t$) was verified as accurate;
- When the sentence ($t_{sol\ i,j} = t + \Delta t$) took place, an instantly solidified node could grow with a new un-solidified neighbor;
- The leading front in chill, columnar, or equiaxed zones was assumed flat for the nucleated grains as shown in Figure 3a; and there was only one single solidification front;
- The leading solidification front was assumed as unique, flat, and continuous because it was a function of the solidification times ($t_{sol\ i,j}$, $t_{liq\ i,j}$ or $t_{mushy\ i,j}$) with the actual simulation time ($t + \Delta t$);

The assumptions used in programming the pre-solidification routines were:

- A neighbor of a pre-nucleated node in columnar or equiaxed zones had three options during each step time. Firstly, the node was a pre-growth one if it was an un-solidified neighbor. Second, it could be pre-nucleated separately, or third, it could remain un-solidified depending on its actual solid fraction and the probabilities previously defined;

Figure 3. Simulation of grains growth including routines of pre-nucleation in the columnar zones: (a) considering only pre-nucleation without pre-growth; (b) considering both pre-nucleation and pre-growth.
• When, the leading front of a pre-solidified grain met the front of the growing grain, the original pre-growth direction was randomly changed if there was at least one available neighbor for growing.

The results in Figure 3a include the pre-nucleation routine. Consequently, a new growing front developed for each new grain; this was the result originating from the performance of more than one nucleation sequence, but the nodes began to grow only when the leading solidification front reached the pre-nucleated node. Multiple grains began to grow against the original solidification front when the simulations included the pre-growth routine as shown in Figure 3b.

Figure 4 shows some pre-nucleated nodes in the equiaxed central zone. These nodes began a randomly growth, creating multiple growing fronts. These grains begin to impinge with the grains on the columnar zone forming a non-flat and a non-homogeneous transition CET. However, the grains in the billet core impinged with other neighbors growing isotropically. Nevertheless, the grain leading fronts were multi-directional (without a preferential growth direction). The new pre-nucleated grains appeared as a function of the increment on the solid fraction \( X_{\text{sol} I, J} \) during the simulation process. Here, the equiaxed zone included the pre-growth phenomena. However, this subroutine worked when the value of the random number generated agreed with the defined probability. When a node was under a pre-solidified process, the latent heat inside was conducted isotropically towards the nearest available un-solidified neighbors, decreasing their solid fractions \( X_{\text{sol} I, J} \) and increasing the final solidification times neighbors. The solidification front was not flat. There were multiple advancing fronts as new solidified grains appeared (each new grain generated a new advanced front). A neighboring analysis was applied to each pre-nucleated node in the columnar and equiaxed zones. Here, only the nodes in the grain border could grow. The nodes inside the grain were ignored, assuming no participation.

![Figure 4. Simulation of pre-nucleated nodes in the central equiaxed zone; here, the CET began to form, while multiple pre-solidified grains began to grow in the liquid steel pool inside the billet core.](image-url)
3. Mathematical and Computational Aspects

The times in the mushy region \( t_{mushy \ i,j} \) were compared and classified to establish the transition zones CCT and CET according to the time criteria shown in Table 3. The thickness of the zones \( d_{chill} \), \( d_{col} \), and \( d_{equi} \) were measured from the billet surface, and their dimensions were directly related to the criteria \( t_{CCT} \) and \( t_{CET} \). If the value of the criterion \( t_{CCT} \) is reduced, the width of the chill \( d_{chill} \) zone will also be shorter. The limits of CET and CCT are rounded near the corners and straight over the billet surface, spite that the billet shape is square, as shown in Figure 5a–c, due to the cooling rate near the corners. The computational algorithm used sentences “if” to compare the simulation time with the values stored in the arrays \( t_{liq I,J} \), \( t_{sol I,J} \), and \( t_{mushy I,J} \). Figure 5a–c show the resulting profiles for the values classification using the following criteria: \( t_{CCT} = 2 \) s and \( t_{CET} = 12 \) s. Here, it is possible to appreciate that the best fit is possible when using \( t_{mushy I,J} \). The use of \( t_{liq I,J} \) gives a good approach but provides a very thin chill zone and long straight transition zones near the billet corner. These features do not agree with the real grain zones. On the other hand, the use of \( t_{sol I,J} \) gives a rounded region between the CET; but the chill zone is nearly nonexistent.

![Figure 5. Residence times classified using the values \( t_{CCT} = 2 \) s and \( t_{CET} = 12 \) s. Comparison for (a) \( t_{liq} \), (b) \( t_{sol} \), and (c) \( t_{mushy} \) to find the best fit.](image)

Figure 6a–c show the solidification times as a function of the remaining time in liquid, in other words, until every node passes from a liquid to mushy regions. The following figures show the classification until every node was solidified and considering the remaining time in mushy. Figure 6d–f show the classification as a function of the criteria used in Figure 5a–c, evidencing the size of the chill, columnar, and equiaxed areas after considering these parameters establishing the limits between them. These figures demonstrate that using \( t_{mushy I,J} \) as the classification criterion yielded the best approach to estimate the CCT and CET region sizes.
Figure 6. Classification of the solidification times as a function of the computational time: considering the time remaining (a) in liquid, (b) until solidification, and (c) considering the remaining time in mushy. (d–f) The classifications as a function of criterions \( t_{CCT} = 2 \) s and \( t_{CET} = 12 \) s.

4. Procedure and Validation for Multi-Scale Models

The criteria for the estimations of \( t_{CCT} \) and \( t_{CET} \) were useful for analyzing an original squared mesh (100 × 100 nodes) obtained initially after the heat removal calculation. Nevertheless, the same classification profiles are possible for an enhanced-finer mesh. The model yielded the same geometrical results for the length of every zone \( \text{dchill}, \text{dcol}, \text{and dequi} \) by a neighboring analysis nested in the original algorithm and applied to the original or an enhanced-finer mesh. Equations (2)–(6) help obtain this purpose. Here, the sub-indexes \( I \) and \( J \) belong to the pivoting node; sub-indexes \( i \) and \( j \) belong to the nearest surrounding neighbors; \( \text{nn} \) is the number of available neighbors of every analyzed node; the subindex \( \text{ave} \) is used to indicate the averaged value again of every analyzed node. These data are particular for each node in the array, and the
procedure is nested to update it at every step time; the maximum for a 2D model is eight for nodes in central positions, but it is minor for nodes over the billet surface. Moreover, it is necessary to include the corresponding sums and comparisons statements in the nested algorithm. In the same way, the solution of Equations (5) and (6) yield similar profiles using the values for \((t_{\text{liq} I, J})\) and \((t_{\text{sol} I, J})\) as shown in Figure 5a–c.

\[
\begin{align*}
    t_{\text{chill} I, J, \text{ave}} &= \frac{t_{\text{chill} I, J}}{n_n} \\
    t_{\text{col} I, J, \text{ave}} &= \frac{t_{\text{col} I, J}}{n_n} \\
    dt_{\text{mushy} I, J, \text{ave}} &= \frac{\sum_{n=1}^{n_n} (t_{\text{mushy} I, J} - t_{\text{mushy} i, j})}{n_n} \\
    dt_{\text{sol} I, J, \text{ave}} &= \frac{\sum_{n=1}^{n_n} (t_{\text{sol} I, J} - t_{\text{sol} i, j})}{n_n} \\
    dt_{\text{liq} I, J, \text{ave}} &= \frac{\sum_{n=1}^{n_n} (t_{\text{liq} I, J} - t_{\text{liq} i, j})}{n_n}
\end{align*}
\]

(2) (3) (4) (5) (6)

Another option for validation is to find the shortest time difference \((dt_{I, J})\) using Equations (7)–(9) separately in nested loops. Here the sub-index \((n)\) is identifying every corresponding neighbor, and a comparison process yields the shortest times, though the same geometrical results for the distances \((d_{\text{chill}}, d_{\text{col}}, \text{ and } d_{\text{equi}})\) were obtained again.

\[
\begin{align*}
    dt_{\text{sol} I, J, n} &= t_{\text{sol} I, J} - t_{\text{sol} i, j} \\
    dt_{\text{liq} I, J, n} &= t_{\text{liq} I, J} - t_{\text{liq} i, j} \\
    dt_{\text{mushy} I, J, n} &= t_{\text{mushy} I, J} - t_{\text{mushy} i, j}
\end{align*}
\]

(7) (8) (9)

The shortest times differences \((dt_{\text{sol} I, J, \text{min}}, dt_{\text{liq} I, J, \text{min}}, \text{ and } dt_{\text{mushy} I, J, \text{min}})\) are stored and compared to find the nearest neighbors’ status in the 2D model. During neighboring analysis, if two or more leading fronts impinge; one of the following cases occurs:

- A border between the grains arises if the leading fronts have different numerical codes;
- If there are three or four leading fronts, there is a vertex formation;
- If the leading fronts are identical in a code number, the grains coarsen, forming a more complex grain.

Figure A1a,b show the flow charts for the simulation considering only solidification routines and including pre-solidification routines, respectively. The neighboring process consists of a pair of nested subroutines in the main algorithm; neighboring 1 helps analyze the surrounding neighbors to the pivoting node \((I, J)\) to find the most probable node to grow with or without previous nucleation. Whether neighboring procedure is executed again but to re-distribute the latent heat in time units. Figure A2 shows the procedure how solidification times are saved while thermal behavior is calculated.

Figure 7a,b prove that different grain structures are possible because of the inclusion of random selections. In these figures, the probabilities, according to Table 3, influence the changes in the grain size. Only two computational arrays in 2D are required to re-build the entire solidification process again. The use of these arrays let save the information for the changes from liquid to mushy and from mushy to solid \((t_{\text{liq} I, J})\) and \((t_{\text{sol} I, J})\) [22–24].
The casting speed and the heat removal strongly influence the steel solidification, as shown in Figure 8a–d. Figure 8a shows that high slopes (with a high tendency towards the billet core) are near the lateral billet surfaces due to the high cooling rate. Nevertheless, the slope describes a slow solidification speed near the billet core. This behavior is typical of the zones where steel remains longer times in the mushy region. Thus, steel thermal behavior can be described as a function of the nodal temperature and simulation time using Equation (10). Figure 8a corresponds to a $\frac{3}{4}$ cut view of in-built steel thermal behavior, while Figure 8b shows the structure of Figure 7a over-placed on Figure 8a, resulting in the identification of the exact moment when every grain was formed. Figures 8c,d, show a $\frac{1}{2}$ cut view and a color contrast view to analyze the sizes and the formation of the CCT and CET. Figure 9 shows the grain growth evolution during the solidification process. Here, it is possible to appreciate the formation of every zone and how the algorithms modify the grain morphology.

$$\frac{\Delta T}{\Delta t} = \left( \frac{T^{I}_{i,j} - T^{I}_{i,j} - \Delta I}{t - \Delta t} \right)$$

Figure 7. (a,b) Grain structures simulated for cases (2) and (3) in Table 3.

Figure 8. Simulation of steel solidification different 3D profiles: (a) steel thermal behavior ($\frac{3}{4}$ cut view); (b) grain structure dynamic formation; (c,d) $\frac{1}{2}$ and entire views, respectively, with the application of a computation filter to show only grain boundaries.
Figure 9. (a–l) Dynamic evolution of grain structure during simulation (time in seconds).

5. Conclusions and Comments about Results

The influence of the programmed algorithms and solidification speed over the dynamic evolution of the grain structure on the chill, columnar, and equiaxed zones was presented. The conclusions derived from this study are as follows:
• The most appropriate parameter to be compared is the \((t_{mushy, I,J})\) to obtain the appropriate dimensions for the grain zones \((d_{chill}, d_{col}, \text{and } d_{equi})\);
• The transition zones, CCT and CET, of the grain structures obtained were easily identified. These zones were continuous when only solidification routines were used, but they did not become regular when pre-solidification routines were included.
• Near the corner, the shape of the grains tended to be perpendicular to the billet surface, because the algorithm developed takes into count the perpendicular distance to surfaces. This assumption provides a more accurate shape for the grains in this region according to heat removal;
• The model can simulate grain growth on improved meshes to resolve the cellular automaton better and provide a multi-scale validation;
• The pre-solidification routines must not be included in the chill zone due to the rapid solidification;
• The inclusion of pre-solidification routines does not generate flat transition zones, and more complex grain morphologies can be obtained. However, grains are very fragmented. Thus, its inclusion for simulation must be considered unnecessary because a similar morphology can be obtained, reducing the solidification criteria;
• Although pre-solidification was not physically proved, the inclusion of the subroutines in an algorithm with only solidification routines resulted in a better approach to the actual grain morphology for steel billets.
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Nomenclature

\( t \) \quad \text{time}

\( n \) \quad \text{node } n

\( X \) \quad \text{fraction}

\( P \) \quad \text{probabilities}

\( d \) \quad \text{thickness zone}

\( dt \) \quad \text{time difference}

\( nn \) \quad \text{number of available neighbor nodes}

\( T \) \quad \text{temperature}

**Greek Symbols**

\( \Delta t \) \quad \text{time increment}

\( \Delta T \) \quad \text{temperature increment}

**Subindexes**

\( I,J \) \quad \text{pivoting nodes}

\( i,j \) \quad \text{nearest surrounding neighbor nodes}
Appendix A

The heat transfer model employs the following operations of the caster. The temperature field and the solidification times across the square section of the billet work as inputs in the software of the automata cellular shown in Figure A1. Figure A2 shows the previous saving processes to obtain solidification times during heat removal calculation. Tables A1–A4 show the casting conditions, temperatures and chemical composition of the steel, and some parameters of the secondary cooling system, respectively.

Table A1. Casting conditions.

<table>
<thead>
<tr>
<th>Data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Billet dimensions</td>
<td>140 × 140 mm</td>
</tr>
<tr>
<td>Casting speed</td>
<td>2.45 m/min</td>
</tr>
<tr>
<td>Radius of curvature (RC)</td>
<td>5.0 m</td>
</tr>
</tbody>
</table>

Table A2. Temperatures of the steel.

<table>
<thead>
<tr>
<th>$T_{\text{liq}}$ ($^\circ$C)</th>
<th>$T_{\text{sol}}$ ($^\circ$C)</th>
<th>$T_{\text{AR3}}$ ($^\circ$C)</th>
<th>$T_{\text{AR1}}$ ($^\circ$C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1505.80</td>
<td>1442.07</td>
<td>843.99</td>
<td>721.04</td>
</tr>
</tbody>
</table>

Table A3. Steel composition in mass percentage.

<table>
<thead>
<tr>
<th>C</th>
<th>Al</th>
<th>Cr</th>
<th>Cu</th>
<th>Mn</th>
<th>Nb</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.200</td>
<td>0.004</td>
<td>0.040</td>
<td>0.055</td>
<td>0.987</td>
<td>0.005</td>
<td>0.230</td>
</tr>
<tr>
<td>Ni</td>
<td>P</td>
<td>Ti</td>
<td>S</td>
<td>Si</td>
<td>Sn</td>
<td>V</td>
</tr>
<tr>
<td>0.005</td>
<td>0.010</td>
<td>0.006</td>
<td>0.230</td>
<td>0.210</td>
<td>0.005</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Heat removal inside mold is calculated using the Savage and Pritchard coefficients.

Table A4. Secondary cooling system (the CC machine is symmetrical thus four billet surfaces are with the same values).

<table>
<thead>
<tr>
<th>Segment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water flow rate (L/min)</td>
<td>7.85</td>
<td>5.32</td>
<td>4.98</td>
<td>4.76</td>
</tr>
<tr>
<td>Sprays</td>
<td>3 × 2</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Nozzle diameter (mm)</td>
<td>0.008</td>
<td>0.025</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>Distance nozzle billet (mm)</td>
<td>8</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>$\theta$, angle as a function of curved radio</td>
<td>12</td>
<td>15</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>$\Omega$, spray shooting angle</td>
<td>45</td>
<td>55</td>
<td>55</td>
<td>55</td>
</tr>
</tbody>
</table>
Figure A1. (a,b) Flowsheet of the cellular automata software used to simulate the macrostructure of the billet.

Figure A2. Scheme of the previous savings processes to obtain solidification times during heat removal calculation.
References


