The Challenges of Modeling Defect Behavior and Plasticity across Spatial and Temporal Scales: A Case Study of Metal Bilayer Impact

Leah Granger 1, Muh-Jang Chen 2, Donald Brenner 3,* and Mohammed Zikry 2,*

1 Department of Chemical and Biomolecular Engineering, North Carolina State University, Raleigh, NC 27695, USA
2 Department of Mechanical and Aerospace Engineering, North Carolina State University, Raleigh, NC 27695, USA
3 Department of Materials Science and Engineering, North Carolina State University, Raleigh, NC 27695, USA
* Correspondence: brenner@ncsu.edu (D.B.); zikry@ncsu.edu (M.Z.)

Abstract: Atomistic molecular dynamics (MD) and a microstructural dislocation density-based crystalline plasticity (DCP) framework were used together across time scales varying from picoseconds to nanoseconds and length scales spanning from angstroms to micrometers to model a buried copper–nickel interface subjected to high strain rates. The nucleation and evolution of defects, such as dislocations and stacking faults, as well as large inelastic strain accumulations and wave-induced stress reflections were physically represented in both approaches. Both methods showed similar qualitative behavior, such as defects originating along the impactor edges, a dominance of Shockley partial dislocations, and non-continuous dislocation distributions across the buried interface. The favorable comparison between methods justifies assumptions used in both, to model phenomena, such as the nucleation and interactions of single defects and partials with reflected tensile waves, based on MD predictions, which are consistent with the evolution of perfect and partial dislocation densities as predicted by DCP. This substantiates how the nanoscale as modeled by MD is representative of microstructural behavior as modeled by DCP.
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1. Introduction

Large strain inelastic deformation and damage modes are inherently (and from a modeling viewpoint, frustratingly) multiscale processes. The nucleation of individual defects, such as dislocations and stacking faults, occurs through complex atomic-scale processes, the rate of which can depend on relatively long-range stress, strain, and defect distributions, which in turn are coupled to the microstructural mechanisms, such as grain-boundaries (GBs), texture, and grain morphology [1]. For example, collections of dislocations, once atomistically nucleated, propagate in a concerted motion that depends on the density, interactions with interfaces, surfaces, second phases, GBs, and a myriad of other interrelated microstructural elements. Atomic scale modeling approaches, such as molecular dynamics (MD), can provide important insights into complex nucleation and propagation processes, but they are inherently limited to relatively short time and length scales (typically sub-microsecond and sub-micron) depending on available computing resources and the accuracy of numerical algorithms [2]. Dislocation density-based crystalline plasticity (DCP) approaches are formulated to model the evolution of plasticity, once defect nucleation has occurred, as a function of slip rates and dislocation density evolution along preferred slip systems for large strain plasticity. One challenge, however, is to accurately describe
the complex atomic processes of defect nucleation at the atomic scale, such that defects, such as single dislocations, can evolve into total and partial dislocation densities or defect populations that are physically linked with nucleation events [3,4].

Because total and partial dislocation densities and slip rates are proportional to the Orowan velocities, they increase with increasing strain rates and impact velocities. When subjected to high-speed impacts, dislocation densities are also susceptible to viscous-drag effects attributed to strain rate sensitivity [5]. It further underscores that the rate sensitivity of crystalline materials can be affected by viscous effects and phonon drag [6]. Experimental observations of different dislocation microstructures that had been shocked using laser ablation ultrafast pulses/shock guns have been reported [7]. These experimental investigations provide insightful observations of the final state dislocation microstructure at specific times. However, what is missing from these experiments is the evolution mechanisms that track the nucleation of single perfect dislocations, such as edge and screw dislocations and single partial dislocations, such as Shockley and Hirth partials, to partial and total dislocation densities along specific slip directions and orientations.

This behavior can be further difficult to predict due to high strain rate failure modes, such as spalling. Spalling failure, which can occur under impact and high strain rate loads, occurs due to the tensile stress that exceeds the spalling strength. These tensile stresses are due to complex stress wave interactions of incident, reflection, and transmission waves [7–11]. Tensile stresses, pertaining to dislocation density activities, cause large inelastic deformation modes, which can lead to void nucleation and coalescence [8–11]. Stress accumulations near void perimeters exacerbate spalling failure and may, with enough impact momentum, eventually lead to opening mode stresses and failure as the spalling strength is exceeded. These high strain rate deformation modes are therefore well suited for MD [12,13] and DCP dynamic analyses, such as plate impact, to investigate a multiscale high strain rate problem to study defect nucleation and the evolving large strain plasticity modes.

The goal of this paper is to compare how MD and DCP can be used together to fundamentally understand and predict the nucleation of single dislocation and partial dislocations that evolve to total and partial dislocation densities, such that large strain inelastic modes are tracked from picoseconds to nanoseconds and across length scales from angstroms to nanometers. We identify how tensile stresses can occur due to high compressive strain rates, and how this can be, in combination with dislocation density evolution and accumulation, a precursor to spall. We do not attempt to describe the same scales and conditions for the two methods, but rather our intent is to detail how these methods approach a similar high strain rate example problem, what analyses and insights can come from these approaches, and how these insights are delineated based on relevant temporal and spatial scales. More critically, we do not attempt to force arbitrary linkages to both methods, such that predictions and physical understanding are numerically correlated to be consistent. To this end, we have chosen as an example an impact into a metal surface with a buried interface. This system is sufficiently complex to illustrate the different types of inelastic large strain modes and defects, including nucleation at the atomic scale and propagation at the micron scale of different types of dislocations, and the interaction of these dislocations to total and partial dislocation densities within a physically representative microstructure.

2. Computational Methods

In this section, brief descriptions are given for the MD and DCP models. More details can be found in [2,14,15].

2.1. Molecular Dynamics

Fundamentally, MD is a straightforward technique. Atoms are treated as classical particles, with their motion simulated by numerically integrating a set of classical equations of motion that are coupled through the interatomic interactions. Constraints can be added
to either the classical equations of motion or through the method by which they are solved to simulate different thermodynamic ensembles for equilibrium systems [14]. MD can also simulate non-equilibrium systems, including chemical dynamics, where the atomic dynamics are complex [16,17].

The challenge and power of MD comes with the use of many body forces that are intended to model the interactions that occur between atoms. These interactions can be obtained from electronic structure calculations, from interatomic potentials that attempt to replace explicit electrons with effective interactions, or from machine learning potentials that train generalized functions to reproduce forces from atoms generated from other approaches (e.g., Density Functional Theory) [18,19]. The quantitative accuracy of MD simulations (subject to the constraints of treating atoms as classical objects) is often tied to how well the atomic interactions describe the true system, but new insights can also come from very approximate potentials [20,21].

Because defects originate at the atomic scale, MD provides the detail needed to observe dislocation nucleation. Potentials best suited for modeling mechanical behavior and defect energies are often those based on the principles of quantum mechanical bonding [18,19]. One such example commonly used in modeling metals is the embedded atom method (EAM) [22]. This approach treats multibody interactions through the effects of each atom’s local electron environment (the embedding energy) in addition to pair interactions. The computational efficiency of EAM allows calculations on a scale sufficiently large to observe extended defects and dislocations in metallic systems.

System setup and the method to initiate defects vary according to the crystalline and microstructural structure. Early shock simulations [23,24] used scaling of a periodic box size in one direction, or a piston or flyer plate with periodic boundaries in directions transverse to the shockwave. Alternatively, shockwaves may be induced by a non-periodic impactor or projectile, but in this case a large target is necessary to minimize edge effects [25–27].

2.2. Dislocation Density-Based Crystalline Plasticity (DCP) Simulations

The dislocation density-based crystalline plasticity formulation accounts for large strain deformation and the evolution of immobile and mobile dislocation densities. Details of this approach are given in [15], and it is only briefly outlined here.

The dislocation density-based formulations assume that the total dislocation densities of each slip system can be decomposed into mobile and immobile parts as

$$\frac{d\rho_m^\alpha}{dt} = \gamma^\alpha \left| \left( \frac{\rho_{sour}^\alpha}{b} - \rho_{mnter}^\alpha - \rho_{immob}^\alpha + \rho_{immob}^\alpha \right) \right|,$$

(1)

$$\frac{d\rho_{im}^\alpha}{dt} = \gamma^\alpha \left| \left( \rho_{mnter}^\alpha + \rho_{immob}^\alpha + \rho_{immob}^\alpha - \rho_{recov}^\alpha \right) \right|,$$

(2)

where the superscript $\alpha$ represents the FCC slip systems given in Table 1; $\rho_{sour}$ corresponds to the source term mobile dislocation densities, $\rho_{mnter}$ stands for obstacles, such as immobile dislocations and forest dislocations, trapping mobile dislocations; $\rho_{immob}$ corresponds to the immobilization of the mobile dislocations; $\rho_{recov}$ represents the annihilation $n$ of immobile dislocation densities. The expressions of these coefficients are shown in Table 2, where $l_e$ is the length of junctions; $b$ is the magnitude of Burgers vectors; $f_o$ is an interaction fraction constant; $\gamma^\alpha$ is the slip rate. As seen from (1) and (2), the evolution equations couple the immobile and mobile dislocation densities with the slip rate and the dislocation density interactions. These values are treated as unknowns and updated at each solution increment in the nonlinear computational framework.
Table 1. FCC slip system designation.

<table>
<thead>
<tr>
<th>α,β</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
<td>(111)</td>
</tr>
<tr>
<td>Direction</td>
<td>[111]</td>
<td>[110]</td>
<td>[111]</td>
<td>[110]</td>
<td>[101]</td>
<td>[101]</td>
<td>[101]</td>
<td>[011]</td>
<td>[011]</td>
<td>[011]</td>
<td>[011]</td>
<td>[111]</td>
</tr>
</tbody>
</table>

Table 2. Coefficients for the evolution equations.

<table>
<thead>
<tr>
<th>g</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{\text{sour}}$</td>
<td>$b^a q \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta}$</td>
</tr>
<tr>
<td>$g_{\text{mnter}^-}$</td>
<td>$\frac{l_f f_{\alpha}}{\gamma \rho_{\text{im}}} \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta \rho_{i}^{\beta}} \left( \frac{\rho_{\text{im}}^\beta}{\gamma_{\text{im}}} + \frac{\rho_{i}^{\beta}}{\gamma_{\text{im}}} \right)$</td>
</tr>
<tr>
<td>$g_{\text{immob}^-}$</td>
<td>$\frac{l_f f_{\alpha}}{\gamma \rho_{\text{im}}} \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta \rho_{i}^{\beta}}$</td>
</tr>
<tr>
<td>$g_{\text{mnter}^+}$</td>
<td>$\frac{l_f f_{\alpha}}{\gamma \rho_{\text{im}}} \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta \rho_{i}^{\beta}} \left( \frac{\rho_{\text{im}}^\beta}{\gamma_{\text{im}}} + \frac{\rho_{i}^{\beta}}{\gamma_{\text{im}}} \right)$</td>
</tr>
<tr>
<td>$g_{\text{immob}^+}$</td>
<td>$\frac{l_f f_{\alpha}}{\gamma \rho_{\text{im}}} \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta \rho_{i}^{\beta}} \left( \frac{\rho_{\text{im}}^\beta}{\gamma_{\text{im}}} + \frac{\rho_{i}^{\beta}}{\gamma_{\text{im}}} \right)$</td>
</tr>
<tr>
<td>$g_{\text{recov}}$</td>
<td>$\frac{l_f f_{\alpha}}{\gamma \rho_{\text{im}}} \left( \sum_{\beta} \sqrt{\rho_{\text{im}}^\beta \rho_{i}^{\beta}} \right) \exp \left( -\frac{H_0 + H_0}{kT} \right)$</td>
</tr>
</tbody>
</table>

The reference shear stresses, $\tau_{\text{ref}}$, which accounts for the hardening behavior for each slip system is

$$\tau_{\text{ref}}^\alpha = \tau_y + G \sum_{\beta=1}^{\text{nss}} \rho_{\alpha \beta}^\beta \rho_{\text{im}}^\beta,$$

where nss is the number of the slip system, $G$ is the shear modulus, and $\tau_y^\alpha$ is the static shear yield stress of slip system $\alpha$.

Based on different dynamic experiments [28,29], partial dislocation densities and perfect dislocation densities have been observed to play a dominant role in the high strain rate mechanical behavior of crystalline systems. Perfect dislocation densities can decompose into Shockley partial dislocation densities and form Lomer and Hirth partials.

To account for the decomposition of perfect dislocation densities into partials, a minimal energy criterion is used to identify resultant partials for each perfect dislocation density interaction [15,28–30]. We can, then, assume that the perfect dislocation densities relevant to each interaction can be obtained by a distribution tensor, $\rho_{\alpha \beta}^\beta \in R^{12 \times 12}$ as

$$\rho_{\alpha \beta}^\beta = \rho_{\text{im}}^\alpha \otimes \rho_{\text{im}}^\beta \sum_{i=1}^{12} \rho_{i}^{\beta},$$

where $\alpha$ and $\beta$ correspond to the different slip systems. A mapping tensor, $I_{\alpha \beta \mu} \in R^{12 \times 12 \times 21}$, is then used to determine the density of the partial dislocation density, $\rho_p$, by using the tensor product with the distribution tensor (Equation (5)). This mapping tensor is formed by Boolean numbers that contain the active partial dislocation densities for each interaction.

The space is mapped from the 12 by 12 slip system combinations to the 21 possible partial dislocation densities. These 21 partials are 12 Shockley, 6 Lomer, and 3 Hirth partial dislocation densities, and are given by

$$\rho_p = \rho_{\alpha \beta} I_{\alpha \beta \mu}.$$

A summary of these partial dislocation densities is given in Table 3.
Table 3. Partial dislocation densities $\rho_p$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cu Film Thickness (FT)</th>
<th>Impactor Diameter (ID)</th>
<th>Initial Impact Velocity</th>
<th>Maximum Penetration Depth (PD)</th>
<th>ID/FT</th>
<th>PD/FT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>4 nm</td>
<td>3.8 nm</td>
<td>500 m/s</td>
<td>0.36 nm</td>
<td>95%</td>
<td>9%</td>
</tr>
<tr>
<td>MD</td>
<td>4 nm</td>
<td>3.8 nm</td>
<td>1500 m/s</td>
<td>2.2 nm</td>
<td>95%</td>
<td>55%</td>
</tr>
<tr>
<td>DCP</td>
<td>43 μm</td>
<td>64 μm</td>
<td>340 m/s</td>
<td>5.0 μm</td>
<td>149%</td>
<td>12%</td>
</tr>
</tbody>
</table>

3. Results

The impact of a buried metal–metal interface was modeled by both MD and DCP, with the goal of describing how defect evolution is coupled to the material’s interface and impact conditions. The setup for the simulations is summarized in Table 4. Both use a finite size impactor with a specified initial velocity that impacts a substrate comprised of a relatively thin film of copper on nickel. For the MD model, the impacted surface was 38.68 nm × 38.68 nm, with depth in the impact direction of 19.40 nm. For the DCP plane strain finite element mesh, the substrate was 193 μm wide and 194 μm deep in the impact direction. A nonlinear FE research code developed by Zikry for crystalline plasticity was used [cf. 15]. The system had a dimension of 1 m in the thickness direction.

Table 4 shows the copper film thickness, the impactor width, and the maximum depth to which the impactor penetrates the substrate for the simulations. The aspect ratio between the impactor diameter and film thickness (ID/FT) are comparable between the MD and DCP models. However, the dynamics of the flyer differ between the two methods. For the MD model, the impactor slows as the plate transfers its kinetic energy to the substrate, while the DCP impactor has a constant compression speed and abruptly stops when it reaches 2.5% nominal strain (14.74 ns). Two initial velocities were used for the MD. The lower initial velocity of 500 m/s results in a similar percentage of penetration into the copper film as the DCP simulations. However, as explained below, the two methods yield different results regarding subsurface defects at the buried interface, and, therefore, a second MD simulation was carried out with a larger plate velocity and hence larger penetration depth.

Table 4. Comparison of system setups.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cu Film Thickness (FT)</th>
<th>Impactor Diameter (ID)</th>
<th>Initial Impact Velocity</th>
<th>Maximum Penetration Depth (PD)</th>
<th>ID/FT</th>
<th>PD/FT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>4 nm</td>
<td>3.8 nm</td>
<td>500 m/s</td>
<td>0.36 nm</td>
<td>95%</td>
<td>9%</td>
</tr>
<tr>
<td>MD</td>
<td>4 nm</td>
<td>3.8 nm</td>
<td>1500 m/s</td>
<td>2.2 nm</td>
<td>95%</td>
<td>55%</td>
</tr>
<tr>
<td>DCP</td>
<td>43 μm</td>
<td>64 μm</td>
<td>340 m/s</td>
<td>5.0 μm</td>
<td>149%</td>
<td>12%</td>
</tr>
</tbody>
</table>

DCP and MD inherently describe material properties differently. The DCP simulation assumes isotropic properties for the elastic regime, while accounting for large strain plasticity based on the DCP formulation. It also includes as inputs Young’s modulus and Poisson’s ratio. MD, on the other hand, makes no assumptions about material properties being isotropic, but instead fits an interatomic potential, such as the EAM, to a set of properties. For example, these may include lattice constants, cohesive energy, linear elastic constants, and defect energies. Table 5 shows a comparison of some of the mechanical properties for copper and nickel used in the DCP and those from the EAM potential used in the MD. The shear modulus, Poisson’s ratio, and Young’s modulus reported for MD were calculated according to the Voigt–Reuss–Hill theory [31] using the elastic constants from the EAM potential.
Table 5. Comparison of material properties.

<table>
<thead>
<tr>
<th></th>
<th>Copper</th>
<th>Nickel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EAM</td>
<td>DCP</td>
</tr>
<tr>
<td>( a_0 ) (nm)</td>
<td>0.3615</td>
<td>0.3615</td>
</tr>
<tr>
<td>Young's Modulus, ( E ) (GPa)</td>
<td>119.2</td>
<td>110</td>
</tr>
<tr>
<td>Bulk Modulus, ( B ) (GPa)</td>
<td>138.4</td>
<td>91.7</td>
</tr>
<tr>
<td>( C_{11} ) (GPa)</td>
<td>169.9</td>
<td>148</td>
</tr>
<tr>
<td>( C_{12} ) (GPa)</td>
<td>122.6</td>
<td>63.5</td>
</tr>
<tr>
<td>( C_{44} ) (GPa)</td>
<td>76.2</td>
<td>42.3</td>
</tr>
<tr>
<td>Shear Modulus (GPa)</td>
<td>43.92</td>
<td>42.3</td>
</tr>
<tr>
<td>Poisson's Ratio, ( \nu )</td>
<td>0.36</td>
<td>0.3</td>
</tr>
<tr>
<td>Static Yield Stress (MPa)</td>
<td>- 110</td>
<td>- 110</td>
</tr>
<tr>
<td>Initial Mobile Density (m(^{-2}))</td>
<td>- (10^6)</td>
<td>- (10^6)</td>
</tr>
<tr>
<td>Initial Immobile Density (m(^{-2}))</td>
<td>- (10^8)</td>
<td>- (10^8)</td>
</tr>
<tr>
<td>Saturation Density (m(^{-2}))</td>
<td>- (10^{14})</td>
<td>- (10^{14})</td>
</tr>
</tbody>
</table>

Molecular Dynamics Simulations

A copper/nickel bilayer was used as a model system since MD potentials were readily available and the high symmetry of their face centered cubic (FCC) structure aids analysis; a cylindrical projectile was used to allow investigation of deformation due to compression directly below impact as well as propagation outward into the bulk material. Each layer is oriented such that the free surfaces and the interface are the (001) plane (Figure 1). The lateral dimensions were selected such that the edge mismatch between layers was minimized. Periodic boundaries were used in the x and y directions, and atomic stress was used to monitor the progression of the resulting compression wave through the target to ensure the relevant timeframe does not include wrap-around effects of the periodic boundaries or reflection from the lower surface. The timestep was chosen as 0.2 femtoseconds.

![Figure 1](image_url)

Figure 1. The perspective and front views of the Cu/Ni bilayer and cylindrical Cu flyer plate where Cu atoms are shown in red and Ni in blue.

We used the LAMMPS code [32] and the EAM potentials for copper and nickel [33]. The system energy was first minimized, followed by equilibration of the bilayer using a Langevin thermostat set to 300 K for 20 ps followed by an additional 20 ps of equilibration without a thermostat applied. The flyer plate, treated as a rigid body, was given an initial velocity of either 0.5 km/s or 1.5 km/s downwards in the [001] direction. The local structure was characterized using the Ackland algorithm [34], and the stress per atom tensor [35] was calculated during the simulation. Dislocation analysis was conducted using a common neighbor analysis (CNA) [36,37] and the dislocation extraction algorithm (DXA) [38], as implemented in OVITO [39]. OVITO was also used for visualization and all non-graphical images.
The lattice mismatch between copper and nickel resulted in dislocations being created at the interface during the energy minimization. For this orientation, the mismatch leads to perfect dislocations on a grid pattern along the interface as illustrated by the line dislocations colored blue, most easily seen in the top views shown in Figure 2.

(a) 0.5 km/s

Figure 2. Cont.
Figure 2. Simulation snapshots illustrating the local structure and line dislocations for the top and side views and the atomic stress for the side view for an initial impactor velocity of (a) 0.5 km/s and (b) 1.5 km/s. Note that images are zoomed in to the region of interest and do not show the entire system. Atoms of the impactor and top surface are shown in black. Dislocation and local structure visualization includes both line dislocations (shown as smooth lines colored according to the key) and bulk atoms with a local structure other than FCC or uncategorized (shown as points colored according to the key). For stress visualization, only atoms with atomic stress normal to the plane of impact such that $|S_z| > 1.3 \times 10^{-19} \text{ Pa} \cdot \text{m}^3$ are visualized.

For the impactor with an initial velocity of 0.5 km/s, a weak compression wave is created ahead of the impactor that largely dissipates when it reaches the buried interface. This is illustrated in Figure 2 by the atomic stress in the z direction, where a weak wave front (compared to the higher impact energy, see below) is barely visible. Impact-induced Shockley dislocations, as determined by DXA and visible at the impactor–substrate contact, are first observed at approximately 0.3 ps following impact at the perimeter of the impactor. These propagate along (111) planes primarily in the directions leading under the impactor. As the simulation progresses, and the defects below the impactor approach the copper–nickel interface, the interfacial dislocations formed during energy minimization expand into the copper as separate stair-rod and Shockley partial dislocations. The two dislocation regions (the one below the impactor and the one at the interface) do not meet, and no dislocations appear in the nickel.
Increasing the impactor’s velocity to 1.5 km/s provides sufficient energy to initiate a well-defined compression wave, illustrated by planes of atoms of high atomic stress that pass through the copper–nickel interface. Dislocations again initially form along the perimeter of the impactor, but in this case, they propagate both under and laterally from the impactor edge. Immediately before the defects under the impactor reach the nickel, illustrated in the 1.4 ps snapshot of Figure 2b, a region of atoms with positive atomic stress (indicating tension) is present under the flyer plate. This is similar to what is observed in the DCP model, but at a smaller scale (see below for details). Shockley dislocations then form in the nickel directly below the impactor, while the lateral dislocations in the copper are largely pinned at the interface. This results in a much smaller number of dislocations in the nickel compared to the copper. As the system continues to progress, the fraction of Hirth and stair-rod partial dislocations increases, as apparent from Figure 3b.

![Figure 3](image-url)

Figure 3. The relative lengths and types of line dislocations for initial impactor of (a) 0.5 km/s and (b) 1.5 km/s, plotted for the overall system (both layers including the interface) as well as for individual layers to show effect of interfacial interactions. The velocity of the impactor is also plotted such that the line is solid when the plate is moving downwards and dashed when moving upwards.
As an alternative way to quantify and visualize dislocation behavior in the system, the positions of any atoms with a non-FCC local structure were converted to radial coordinates and then plotted (Figure 4) to visualize position and local defect density, where defect refers to atoms not adhering to the bulk FCC structure. The defect density was calculated by normalizing the number of defect atoms by the volume of annular cylindrical bins of width 0.5 nm and height 0.5 nm. As shown in Figure 4, the defect density consistently agrees with phenomena observed in the previously discussed DXA analysis. For example, in the low-velocity case, the upward propagating defects present starting at 3 ps originate from interfacial mismatch defects. In the high-velocity case, particularly in the 2 ps frame, defects directly below the flyer plate can pass through to the lower layer, but the defects outside the plate diameter tend to slip along the surface instead. Although the same information is portrayed as above, this visualization provides a better comparison to that used in the following section.

Figure 4. Radial coordinates visualization for MD simulations for initial impactor velocities of (a) 0.5 km/s and (b) 1.5 km/s. Only atoms with a non-FCC local structure are visualized, where Cu atoms are red, Ni atoms blue, and Cu atoms of the flyer in black (note: only surface atoms of the FCC impactor are non-FCC for visualization). Density contour plots are based on annular cylindrical bins with a width 0.5 nm and a height of 0.5 nm, and the impactor atomic positions are also visualized in white for reference.
4. High Strain-Rate Dislocation Density-Based Crystalline Plasticity

In parallel with the MD simulations, a plane strain finite element (FE) model (Figure 5a) for a bilayer composed of copper and nickel layers with the same cubic textures as MD was subjected to a high strain rate displacement load. The load resulted in a flyer velocity similar to but lower than the impact velocities used in the MD models. The material properties are given in Table 5, and the dimensions are given in Figure 5. The applied velocity of the flyer was 340 m/s for a nominal strain rate of 1.75 \times 10^6 \text{s}^{-1}. There are 9506 elements and 10,000 timestep steps for a total time of 40 ns. The dynamic loading curve is plotted in Figure 5b. The dynamic FE scheme is based on an implicit trapezoidal rule and one-point integration with hourglass control [40]. An implicit time step scheme was used for stability, and the incremental timestep of 4 ps was chosen to be small enough to track wave propagation and for stable and accurate time integration.

![representation of FE mesh](image)

**Figure 5.** (a) Representation of the FE mesh that is subjected to the displacement load curves illustrated in (b) with a constant speed of 340 m/s for 14.73 ns.

The nominal stress as a function of time is plotted in Figure 6a. The stresses are normalized by the static yield stress and attain a maximum normalized value of approximately 100 (Figure 6a). To understand how stresses propagate from the flyer to the interface, normal stresses under the flyer (point P, Figure 5a) are compared with the normal stress along the interface (middle point Q), as seen in Figure 6b. The normal stress propagation shows a similar phenomenon on the two representative points, and the stresses are compressive at the interface at 14 ns. At 28 ns, there is a transition to tensile stresses for both points. The normal stress transition from compression to tension is similar to the spalling phenomenon that a tensile stress induces due to the reflections from the bottom and lateral sides [9,10]. Furthermore, the normal stress is higher under the flyer at Point P than at point Q. The maximum normalized compressive value at Point P is 109 and that of Point Q is 28.

To further understand the high strain rate effects of the propagating and evolving normal stresses, contours at two separate times, 14 nanoseconds (Figure 7a) and 28 nanoseconds (Figure 7b) are shown. As seen in Figure 7a, the normal stress attains a maximum normalized value of 160 at 14 ns near the interface. At 28 ns, after compressive waves have propagated through the interface into the nickel layer, the maximum normalized compressive stress is 93 (Figure 7b) in the nickel, and the maximum normalized tensile stress is 24 near the interface. This transition from compression to tension is crucial since it can indicate the onset of spalling due to the reflection of the compressive stresses to tensile stresses. This can also be related to increases in the immobile dislocation densities [10,41]. For the copper layer (Figure 7c) before 14 ns, the dominant slip systems, which are [101](T1T)
and [\(\overline{1}0\overline{1}\)](\(\overline{1}\overline{1}\)), have a normalized value of 89,000 (the immobile dislocation densities are normalized by the initial immobile dislocation density). As the stresses transition to tensile, slip systems \([\overline{1}0\overline{1}](111)\) and \([101](\overline{1}\overline{1})\) dominate (green) at approximately 28 ns. At 40 ns, the dislocation densities continue to increase in the copper to a normalized value 196,000 (Figure 7c), and the immobile densities’ rate of increase essentially plateaus. For the nickel layer (Figure 7d), the immobile dislocation densities continue to increase, but the values are less than the copper layer, and the most active slip systems are different. At 40 ns, the dominant slip systems are \([101](\overline{1}\overline{1})\) and \([\overline{1}0\overline{1}](\overline{1}\overline{1})\), and the maximum normalized value is approximately 41,000, which is significantly lower than the maximum dislocation densities in the copper layer.

Figure 6. (a) Global nominal stress responses, (b) normalized normal stress, \(\sigma_{yy}\); compressive stresses are at the interface at approximately 14 ns and tensile stress reaches the interface at around 28 ns.

Figure 7. Cont.
A summary of these partial dislocation densities is given in Table 3. 

Table 3. ... 

were calculated according to the Voigt–Reuss–Hill theory [31] using the elastic constants in the MD. The shear modulus, Poisson's ratio, and Young's modulus reported for MD properties for copper and nickel used in the DCP and those from the EAM potential.

The transition from compressive to tensile stresses also has a significant effect on the evolution of partial dislocation densities. The partial dislocation densities for each type are summarized, showing elements for both layers: the copper layer (Figure 8a) and the nickel layer (Figure 8b). The Shockley partials are more prevalent than Lomer–Cottrell and Hirth partials as indicated by the values of the immobile partial densities. The total densities of Shockley partial are generally three- to five-times higher than the Lomer–Cottrell and Hirth partials in the copper and nickel layers during the total elapsed time (Figure 8a,b). As previously shown, tensile behavior occurs at approximately 14 ns in the copper layer and at 28 ns in the nickel. The partial dislocation densities attain a plateau after the transition into the copper layer. However, in the thicker nickel layer, the partial dislocation densities increase at a faster rate than in the thinner copper layer. The contours at 40 ns of the most significant Shockley, \(\%[211]\), and Hirth partial, \(1/3[100]\), dislocation densities show this partial dislocation density distribution (Figure 8c,d) at a nominal strain of 2.5%. The dislocation densities extend from the impact surface to the buried interface, which results in a discontinuity between two layers. The copper layer, especially around the flyer edge, has the higher dislocation densities with a maximum normalized value of 900,000 for the Shockley partial. The nickel layer has densities about ten times less than the copper layer for the most active partial dislocations with a maximum normalized value of 50,000 for the Shockley partial.
5. Discussion

Although the scales and modeling approaches are different, the MD and DCP simulations have similar qualitative behavior in several respects. First, both show compressive waves originating from the impactor into the substrate. Second, in both cases, dislocations first form along the impactor edge. For the DCP, these propagate both under and laterally from the impactor, similar to that observed for the higher impact velocity MD simulation. In all cases, these are overwhelmingly Shockley partials. Both methods also exhibit a sub-surface tension below the impactor right after the compression waves pass through the interface; however, this effect is much smaller in the MD compared to the DCP simulations. Finally, in the DCP and the higher impact energy MD, the dislocations beneath the impactor reach the interface, and create defects in the nickel. These defects are exclusively Shockley dislocations in the MD, and mostly Shockley in the DCP. Furthermore, in both systems, the number of dislocations in the nickel is significantly less than in the copper, and the dislocation distribution is discontinuous across the buried interface.

![Diagram](image_url)
Some differences were also observed between the simulations. The primary difference was the formation of interfacial perfect dislocations that spontaneously formed at the copper–nickel interface in the MD. Absent in DCP, these evolved into partial dislocations that expanded into stair-rod and Shockley partials. Another major difference is that the MD simulations needed a larger initial kinetic energy of the impactor to see damage to the same extent as the DCP simulation. This may be due to the difference in how the impactors slowed, and the total amount of energy that is transferred into the substrate.

6. Summary

The impact of a substrate containing a buried copper–nickel interface was investigated using atomistic MD and microstructurally-based DCP simulations, with the goal being to compare and contrast how these methods could be used together across different time and length scales to study a complex micro-mechanical problem. Both methods showed similar qualitative behavior, such as defects originating along the impactor edges, a dominance of Shockley dislocations, and non-continuous dislocations distributions at the buried interface. Differences were also noted, specifically the formation of perfect dislocations at the interface in the MD simulations that were not present in the DCP model. However, these dislocations did not make a significant difference in the overall interfacial defects induced by the impactor. Overall, this favorable comparison between methods justifies assumptions used in both, such as interactions of dislocation densities resulting in partials in the DCP, and that the nanoscale in MD is representative of macroscopic-scale behavior.
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