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Abstract: Computational Fluid Dynamics (CFD) simulations are used in this work to study the dynamic behavior of the melt pool and heat transfer during the single-track laser melting process of a nickel-based superalloy (CMSX-4). To include the effects of powder inhomogeneities and obtain a realistic distribution of the powder layer on the bed chamber, the CFD model is coupled with a Discrete Element Method (DEM) solver. The coupled model is implemented in the open-source software package OpenFOAM. In the CFD model’s governing equations, some key physical mechanisms, such as the Marangoni effect and recoil pressure, are considered. With the help of the coupled CFD-DEM model, we have investigated the effect of key process parameters, such as laser power, scanning speed of the laser, powder size, and powder shape, on the size and homogeneity of the melt pool. From the simulation results, it was discovered that high laser power and slow scanning speed create a deep and narrow keyhole that leads to porosity. In contrast, balling defects are found to be caused by a small melt pool obtained from fast scanning speeds and inadequate laser power.
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1. Introduction

Ni-based superalloys are a popular choice in high-temperature applications, such as aerospace and gas turbines, due to their exceptionally high thermal and mechanical stability at temperatures close to melting temperatures [1]. This stability is a result of their complex chemical composition, mainly due to a high concentration of refractory elements such as W, Ta, and Re [2]. Conventional manufacturing routes such as directional solidification result in microstructures with higher primary dendritic arm spacings (PDAS) and stronger solute segregations, which require longer and more complex heat treatment strategies [3]. Metal additive manufacturing (AM), in which components are built layer by layer by melting a metal powder, proves to be a promising alternative, as it involves rapid solidifications resulting in lower PDAS and reduced solute segregations.

AM technologies such as electron beam powder bed fusion (EB-PBF) and laser powder bed fusion (L-PBF) are increasingly being adopted by many industries, especially in the aerospace, energy, automotive, and bio-medical industries. The key advantages of the AM process include design flexibility, short lead times, and the ability to produce complex geometries [4]. In addition to the process-based advantages, AM also offers technological benefits such as finer microstructural length scales and in situ homogenization. However, AM products still suffer from significant defects concerning part quality and reliability [5]. Factors that influence the quality of a printed object include laser power, scanning speed, powder size, and powder shape. These parameters affect the size of the melt pool by
altering the energy density delivered to the powder bed. Insufficient or excessive laser energy can lead to major defects, such as porosity or balling [2].

The majority of common defects in the AM process are introduced by the dynamic movement of the melt pool and the solidification of the molten metal. Furthermore, most of these defects appear in microseconds or less, making it practically difficult to track their emergence in experimental setups. Therefore, numerical modeling and simulations are promising tools to help identify the root causes of defects, boost production rates, and enhance product quality.

Currently, numerous simulation models are available to predict melt pool dynamics and heat transfer in powder-bed-based additive manufacturing processes. These numerical models can be broadly divided into mesh-based continuum models, such as Finite Element Models (FEM), the Finite Volume Method (FVM), and discrete mesh-free models such as Lattice Boltzmann (LB), DEM, and Smoothed Particle Hydrodynamics (SPH). A detailed review of these models’ applicability, advantages, and limitations is given in [6]. In general, FEM models are not suitable for PBF process simulation because they treat the powder bed as a continuum. Furthermore, FEM models suffer from mesh distortion, which can lead to convergence errors, resulting in the intermediate termination of computation. Therefore, most of the simulations in AM processes are performed using the Finite Volume Method (FVM)-based CFD method [7]. Bayat et al. [8] presented a CFD model for Ti6Al4V material in L-PBF processes to study the effect of laser power on porosity formation. They demonstrated that when a keyhole develops, a high number of laser rays will be captured in the keyhole depression walls, resulting in numerous reflections that substantially enhance the heat transfer from the laser beam. Le et al. [9] used a CFD model to scan several tracks in the L-PBF process. They investigated two conventional scanning strategies (sequential and boustrophedon). Yan et al. [10] discovered, in 2018, that the parallel interlace pattern is more likely to create porosities after examining the impact of the scanning pattern technique on porosities.

To incorporate powder distribution on the bed chamber, a CFD model requires discrete element method (DEM) simulation. Cao [11] presented several powder distribution techniques in DEM to demonstrate the impact of packing density and powder size on melt pool track dimensions. Yu and Zhao [12] employed a CFD-DEM coupling simulation implemented in OpenFOAM (OpenFOAM Foundation, UK) to understand the movement of powders with the effect of buoyancy force in a multi-layer simulation. Wirth et al. [13] presented the effect of the Marangoni force in detail by implementing the CFD code in OpenFOAM. Furthermore, Phua et al. [14] modeled a multi-layer simulation to investigate the effect of powder spreading on a real surface with roughness. Roehling et al. [15] used large-area scanning to investigate the pulse melting strategy. They demonstrated the melt pool behavior and surface roughness after the process using commercial software ALE3D (Lawrence Livermore National Laboratory (LLNL), Livermore, CA, USA).

Parallel to the development of CFD modeling, significant improvements have been made to other modeling techniques, such as the Lattice Boltzmann method (LBM) [16,17], which has been used to investigate the thermal distribution of the melt pool and its movement. LBM models are particularly useful for simulating complex fluid flows in porous and multiphase media [18]. While LBM has shown promising results in simulating complex fluid flows and transport phenomena, its implementation poses several challenges, which can make it difficult to apply LBM models at the industry level [19]. For instance, the selection of an ideal lattice cell is crucial, as it can affect the accuracy and stability of the simulation. Moreover, extending LBM simulations from 2D to 3D is challenging and requires more computational resources [6]. Nonetheless, Zakirov et al. [20] recently presented an efficient LBM model of the L-PBF process with significantly faster computational time, which has the potential to perform multi-layer and multi-line scanning.

Currently, there is limited literature available on CFD modelling for Ni-based superalloys under AM process conditions. However, some studies have been conducted in this area. Xia et al. [21] used an FVM-based CFD model to investigate the physical...
mechanisms involved in the densification behavior of Ni-based superalloy IN718 under SLM process conditions. They concluded that the line energy density (LED) plays a crucial role in determining thermal evolutions, bubble migration, and final densification. Similarly, Panwisawas et al. [22] employed a CFD model to examine the relationship between the composition and process of various Ni-based superalloys under L-PBF process conditions. They established a link between alloy composition and thermo-physical property by creating a process map of additive manufacturability based on porosity, cooling rate during solidification, and volatile mass loss. More recently, Lam et al. [23] used a multi-physics-based CFD model to explore the correlation between cracking and anisotropic texture weakening of Ni-based superalloys during the L-PBF process. Their simulation results showed that the texture weakening originates from the non-epitaxial solidification region (NSR) with excessive thermal gradients. Therefore, to better understand the thermal evolution and melt flow dynamics of CMSX-4 material under L-PBF conditions, it is crucial to include all the key physical mechanisms in the numerical modelling.

The primary objective of this study is to investigate the behavior of melt pools and heat transfer during single-track laser melting of Ni-based superalloy CMSX-4. Additionally, this study aims to extend the investigation by understanding the effects of key process parameters, such as beam power, beam scanning speed, and powder morphology on melt pool geometry, heat transfer, and the formation of defects such as porosity and balling.

To achieve these objectives, a coupled CFD-DEM simulation of the single-track laser melting process was employed for CMSX-4 [24,25]. The DEM simulation represents the powder distribution and racking in the bedchamber, while the CFD simulation provides information on melt flow dynamics and heat transfer during melting and solidification. By directly coupling the CFD and DEM models, the influence of process parameters, powder morphology, size, distribution, and packing density [26–28] can be studied. The simulation model is based on the work of C. Tang et al. [29,30], which has been validated through experiments to understand the behavior of melt pool dynamics in various metals during the Laser Powder Bed Fusion (L-PBF) process. However, this current study includes the influence of powder morphology, which was not studied by C. Tang et al. [29,30], for the selected material powder of CMSX-4.

The remaining part of the article is structured as follows: Section 2 provides a brief description of the model equations implemented in the OpenFoam software package, as well as the CFD solver algorithm used to solve the coupled pressure and velocity equations. In Section 3, the CFD and DEM simulation set-up is presented. Section 4 presents simulation results, where the impact of key process parameters on thermal evolution and melt pool dynamics during the single-track laser melting process of CMSX-4 powder material are discussed. Finally, Section 5 presents a summary and conclusions of the current study.

2. Model Equations

As mentioned in Section 1, powder distribution on a solid substrate is modeled with the DEM method. The main governing equations are based on conservation of momentum for translation and rotation [31].

\[ m_i \frac{d \vec{v}_i}{dt} = m_i \vec{g} + \sum_j F_{n,ij} + \sum_j F_{t,ij} \]  
(1)

\[ I_i \frac{d \vec{\omega}_i}{dt} = \sum_j M_{t,ij} + \sum_j M_{r,ij} \]  
(2)

In Equation (1), \( m_i \) is mass of powder \( i \), \( \vec{v}_i \) is linear velocity, and \( F_{n,ij} \) and \( F_{t,ij} \) are nominal and tangential forces on powder \( i \) from powder \( j \). In Equation (2), \( I_i \) is momentum of inertia, \( \vec{\omega}_i \) is angular velocity, and \( M_{t,ij} \) and \( M_{r,ij} \) are tangential and radial momentums for powder \( i \).
The CFD simulation is based on the InterFoam solver available on the open-source software OpenFOAM [29]. Due to the complexity of the single-track laser melting process, some assumptions are made to simplify and solve the fluid-flow behavior during single-track laser melting. These assumptions include neglecting dynamic mobility of particles, treating the solid powder particles as completely solid and devoid of any pores or voids, and the treatment of fluid as laminar, incompressible, and Newtonian. Further, it is assumed that the kinetic viscosity of the liquid and specific heat in the solid and liquid states are independent of temperature and, hence, constant. The dynamic geometry of the free surface between the metal state and the gas is defined by using the VOF approach [32]. The model equations are summarized below.

First, the metallic phase and gaseous phase are defined as being, respectively, \( \alpha_1 \) and \( 1 - \alpha_1 \). Where \( \alpha_1 = 1 \) denotes that the control volume cell consists entirely of metal, while \( \alpha_1 = 0 \) denotes that the cell is covered by gas. A temperature-dependent variable gamma is defined as follows, to reflect the solid and liquid states [24]:

\[
\gamma = \begin{cases} 
0, & T \leq T_s \\
\frac{T - T_s}{T_l - T_s}, & T_s < T < T_l \\
1, & T_l \leq T 
\end{cases}
\] (3)

Solidus and liquidus temperatures of metal are represented as \( T_s \) and \( T_l \). As a result, the material property \( \phi \) (such as density or thermal properties) in each cell is obtained from:

\[
\phi = \alpha_1 (1 - \gamma) \phi_s + \alpha_1 \gamma \phi_l + (1 - \alpha_1) \phi_g
\] (4)

\( \phi_s, \phi_l \) are material properties of the solid and liquid state of the metal, and \( \phi_g \) is the material property of the gaseous phase.

The conservation equation for the volume fraction of metallic phase according to volume of fluid (VOF) is [33] is given by:

\[
\frac{\partial (\rho \alpha_1)}{\partial t} + \nabla \cdot (\rho \vec{u} \alpha_1) = 0
\] (5)

The density of the cell is described as \( \rho \), the flow velocity is \( \vec{u} \), and \( t \) is time.

The kinetic motion of the melt pool is obtained from solving the mass, momentum, and energy conservation equations, which are given below. The mass conservation equation is:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0
\] (6)

The momentum equation (Navier–Stokes equation) is given by [34]:

\[
\frac{\partial (\rho \vec{u})}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) = -\nabla P + \rho \vec{g} + \nabla \cdot (\rho \nabla \vec{u}) + f_{\text{damp}} + f_{\text{st}} + P_{\text{r}} + f_{\text{M}}
\] (7)

Acceleration due to gravity is shown as \( \vec{g} \), and \( \rho \) is the dynamic viscosity of liquid metal. \( f_{\text{damp}} \) shows the amount of energy is lost when the area of partially solidified material moves [30].

\[
f_{\text{damp}} = -K_c \frac{(1 - \gamma)^2}{(C_k + \gamma^3)} \vec{u}
\] (8)

\( K_c \) is permeability coefficient, and \( C_k \) is a small constant to avoid division by zero.
When the liquid of metal is at a temperature beyond 2000 K [35], three interfacial forces of the liquid become dominant. These forces consist of surface tension force $f_{st}$, recoil pressure $P_r$ [29] and Marangoni force (or thermo-capillary force) $f_M$.

\[
\vec{f}_{st} = \sigma \kappa \frac{2\rho}{\rho_{gas} + \rho_{metal}} \nabla \alpha_1
\]  
(9)

\[
\vec{P}_r = 0.54 P_0 \exp \left[ \frac{LVM(T - T_V)}{RTVT} \right] \frac{2\rho}{\rho_{gas} + \rho_{metal}} \nabla \alpha_1
\]  
(10)

\[
\vec{f}_M = \frac{d\sigma}{dT} \frac{2\rho}{\rho_{gas} + \rho_{metal}} \nabla T - (\nabla \cdot \vec{n}) \nabla \alpha_1
\]  
(11)

In Equation (9), $\sigma$ is the surface tension of the liquid metal. In multiphasic simulations of single-track melting, surface tension is usually assumed to be linear and is calculated based on the liquidus temperature of the metal [10].

\[
\sigma = \sigma_0 + \frac{d\sigma}{dT}(T - T_l)
\]  
(12)

$\sigma_0$ is the surface tension of metal at liquidus temperature.

The unit normal vector at metal–gas interface $\vec{n}$ and curvature $\kappa$ of the metal–gas interface is described as:

\[
\vec{n} = \frac{\nabla \alpha_1}{|\nabla \alpha_1|}
\]  
(13)

\[
\kappa = -\nabla \cdot \vec{n}
\]  
(14)

In Equation (10), $L_V$ is latent heat of vaporization, $P_0$ is ambient pressure, $T_V$ is evaporation temperature, $M$ is molar mass, and $R$ is universal gas constant.

Equations (9)–(11) show that the Marangoni force is tangential to the curvature of the metal–gas interface and that recoil pressure and surface tension forces are perpendicular to the free surface liquid phase. These three elements have a direct impact on the development of porosities and balling defects.

The Marangoni effect, also known the thermo-capillary effect, is a surface tension gradient-induced mass movement along the fluid–fluid (molten metal and gas) interface. The fluid is moved from an area of high surface tension to one of lower surface tension because higher surface tension moves the fluid more forcefully than lower surface tension. As a result, melt flow is significantly impacted by the Marangoni effect. The gradient of temperature creates the gradient of surface tension. The surface tension of the majority of metals and alloys reduces as temperature rises. However, in some circumstances, the presence of a surface-active element, such as oxygen in iron [36] or sulfur in steel [37], results in an increase in surface tension as the temperature rises.

The inverted Marangoni effect refers to this situation. A shallow melt pool is formed when the slope of the surface tension–temperature relationship has a negative sign, $\frac{d\sigma}{dT} < 0$. If the sign is positive, $\frac{d\sigma}{dT} > 0$, a deep, narrow melt pool will emerge with an inward movement of liquid [24]. In CMSX-4, $\frac{d\sigma}{dT}$ is always negative [24].

The energy conservation equation based on specific enthalpy is given by [30]:

\[
\frac{\partial(p\tilde{h})}{\partial t} + \nabla \cdot (\tilde{p}\tilde{u}\tilde{h}) = \nabla \cdot (D_f \nabla \tilde{h}) + q_{laser} + q_{loss}
\]  
(15)

Specific enthalpy shows as $h$, $q_{laser}$ is absorption heat from the laser heat source, and $D_f$ is the thermal diffusion coefficient, which is calculated by:

\[
D_f = (1 - \alpha_1) \frac{k_8}{C_{p\ gas}} + \alpha_1 \frac{k_8 \alpha_1 (1 - \gamma) + k_1 \alpha_1 \gamma}{C_p}
\]  
(16)

Thermal conductivity and specific heat are $k$ and $C_p$. 
The heat loss term \( q_{\text{loss}} \) in equation 15 consists of radiation heat loss \( q_{\text{rad}} \), evaporation heat loss \( q_v \) [30], and convection heat loss \( q_{\text{convection}} \), which are described as follows:

\[
q_{\text{rad}} = -\sigma_s \varepsilon \left( T^4 - T_{\text{ref}}^4 \right) |\nabla \alpha_1| \frac{2p}{\rho_{\text{metal}} + \rho_{\text{gas}}} \tag{17}
\]

\[
q_v = -0.82 \frac{L_v M}{\sqrt{2\pi MRT}} P_0 \exp \left[ \frac{L_v M (T - T_v)}{R T T_v} \right] |\nabla \alpha_1| \frac{2p}{\rho_{\text{metal}} + \rho_{\text{gas}}} \tag{18}
\]

\[
q_{\text{convection}} = h_{\text{convection}} \left( T - T_{\text{ref}} \right) |\nabla \alpha_1| \frac{2p}{\rho_{\text{metal}} + \rho_{\text{gas}}} \tag{19}
\]

In Equation (17), \( \sigma_s, \varepsilon, \) and \( T_{\text{ref}} \) are, respectively, the Stefan Boltzmann constant, emissivity, and ambient temperature. In Equation (18), \( L_v \) is the latent heat of evaporation, \( R \) is the universal gas constant, \( M \) is the molar mass of metal, \( T_v \) is the boiling temperature, and \( P_0 \) is the ambient pressure. The \( h_{\text{convection}} \) in Equation (19) is the convection coefficient.

The temperature is described by enthalpy as:

\[
T = \begin{cases} 
T_{\text{ref}} + \frac{h}{C_{ps}}, & h \leq h(T_s) \\
T_s + \frac{h-h(T_s)}{L_M} (T_1 - T_s) h(T_s) < h \leq h(T_s) + L_M \\
T_s + \frac{h-h(T_s)-L_M}{C_{pl}} h(h(T_s) > h(T_s) + L_M \\
h(T_s) = C_{ps} (T - T_{\text{ref}}) 
\end{cases} \tag{20}
\]

In Equation (20), \( C_{ps}, C_{pl} \) are the specific heats of the solid and liquid states of metal, and \( L_M \) is the latent heat of melting. Enthalpy \( h(T_s) \) at room temperature is set to 0.

The power intensity for the laser beam \( (I) \) is assumed to be a Gaussian distribution.

\[
I = \frac{2 \xi \rho}{\pi r^2} \exp \left[ -\frac{2(x + v_0 t - x_0)^2 + (z - z_0)^2}{r^2} \right] \tag{22}
\]

The energy input \( q_{\text{laser}} \) is determined by the intensity of the laser beam \( (I) \) [30].

### CFD Solver Algorithm

A numerical approach is needed to resolve the coupled pressure–momentum system in order to solve the Naiver–Stokes equation. PIMPLE (Pressure Implicit Method of Pressure Linked Equations), which combines the PISO and SIMPLE algorithms, is the pressure–momentum coupling method employed in this work. A dynamic time step based on the Courant number or CFL number is used by the algorithm [38].

\[
Co = \Delta t \frac{1}{2V} \sum_{\text{faces}} |\varphi_i| \leq Co_{\text{Max}} \tag{23}
\]

The Courant number in Equation (21) depends on \( \Delta t, \) the time step, \( V, \) the volume size of the cell, and \( \varphi_i, \) the face volumetric flux. During the simulation, the Courant number should be always smaller than \( Co_{\text{Max}}; \) if it exceeds from maximum value due to a change of fluid velocity, the \( \Delta t \) is updated in the next time step.

### 3. Simulation Setup

#### 3.1. DEM Simulation

The powder bed is generated using LIGGGHTS version 3.8.0 (DCS Computing GmbH, Linz, Austria) [39], which is an open-source software package based on DEM. A powder bed STL file with dimensions of 1000 × 300 × 75 µm³ is imported into LIGGGHTS. The thickness of the powder layer (75 µm in the Figure 1) can be varied with various simulation settings. A random cloud of powder is generated within the DEM calculation area, and
gravity allows the powder to fall freely on the top surface. The blade then removes the top layer of powder. The blade is rigid and moves at a constant speed of 100 µm/s. The boundary walls and the blade are imported into the simulation code as STL files.

A Gaussian distribution is used to create the powder size, and the morphology is either spherical or multi-spherical. According to Figure 2A, powders in the multi-spherical model can have satellite or joint powders. Powders with joints linking two or three particles have the same size. Powder with satellites is a powder with a large size to which a smaller powder is attached. The ratio between a powder and its satellite is arbitrary.

A numerical approach is needed to resolve the coupled pressure–momentum system in order to solve the Navier–Stokes equation. PIMPLE (Pressure Implicit Method of Pressure Linked Equations), which combines the PISO and SIMPLE algorithms, is the pressure–momentum coupling method employed in this work. A dynamic time step based on the Courant number or CFL number is used by the algorithm [38].

\[
C = \frac{\Delta t}{\frac{1}{2}V \sum |\phi_i|} \leq \frac{C_{CM}}{M_{ff} \Delta C}
\]  

(23)

The Courant number in Equation (21) depends on \(\Delta t\), the time step, \(V\), the volume size of the cell, and \(\phi_i\), the face volumetric flux. During the simulation, the Courant number should be always smaller than \(C_{CM}\); if it exceeds from maximum value due to a change of fluid velocity, the \(\Delta t\) is updated in the next time step.

3. Simulation Setup

3.1. DEM Simulation

The powder bed is generated using LIGGGHTS [39], which is an open-source software package based on DEM. A powder bed STL file with dimensions of 1000 × 300 × 75 µm³ is imported into LIGGGHTS. The thickness of the powder layer (75 µm in the Figure 1) can be varied with various simulation settings. A random cloud of powder is generated within the DEM calculation area, and gravity allows the powder to fall freely on the top surface. The blade then removes the top layer of powder. The blade is rigid and moves at a constant speed of 100 µm/s. The boundary walls and the blade are imported into the simulation code as STL files.

3.2. CFD Simulation Setup

The 3D computational domain in CFD simulation is 1000 × 400 × 300 µm³. The domain consists of powder layer of 30 to 75 µm in thickness, a solid substrate of 300 µm thickness, and the remaining area is filled with gas domain. The laser starts scanning continuously along x-direction with a constant velocity. The scan length is set to 700 µm. The simulation’s domain is shown in Figure 3. The red arrow represents the scanning direction. The boundary condition is “zero gradient” that sets the boundary value to the nearest wall cells.

The process parameters for CFD simulation are given in Table 1. The material properties, which are obtained from a thermodynamic database, are given in Table 2. The material properties are calculated based on the CMSX-4 composition as given in Reference [40]. Density \((\rho_s, \rho_l)\), viscosity \((\mu_l)\), and specific heat \((C_{ps}, C_{pl})\) of the metal are considered constant. The heat conductivity \((K_s, K_l)\) and surface tension \((\sigma)\) are treated as functions of temperature.
3.2. CFD Simulation Setup

The 3D computational domain in CFD simulation is 1000 × 400 × 300 μm³. The domain consists of powder layer of 30 to 75 μm in thickness, a solid substrate of 300 μm thickness, and the remaining area is filled with gas domain. The laser starts scanning continuously along x-direction with a constant velocity. The scan length is set to 700 μm. The simulation's domain is shown in Figure 3. The red arrow represents the scanning direction. The boundary condition is "zero gradient" that sets the boundary value to the nearest wall cells.

Figure 3. CFD domain in OpenFOAM with a system size of 1000 × 300 × 400 μm³ and a mesh of grid size of 2.5 × 2.5 × 2.5 μm³. The red arrow represents the direction of laser movement (scanning direction).

Table 1. Process parameters used for the coupled simulation of the single-track laser melting process.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanning speed</td>
<td>v₀</td>
<td>0.4, 1 (m s⁻¹)</td>
</tr>
<tr>
<td>Power of laser</td>
<td>P</td>
<td>200, 400 (W)</td>
</tr>
<tr>
<td>Absorption coefficient</td>
<td>ξ</td>
<td>0.25</td>
</tr>
<tr>
<td>Beam radius</td>
<td>r</td>
<td>25, 35 (μm)</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>T₀</td>
<td>300 (K)</td>
</tr>
<tr>
<td>Ambient pressure</td>
<td>P₀</td>
<td>101,000 (Pa)</td>
</tr>
</tbody>
</table>

Table 2. Material properties of CMSX-4 obtained from a thermodynamic database and the literature.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of solid</td>
<td>ρₛ</td>
<td>8000 (Kg m⁻³)</td>
</tr>
<tr>
<td>Density of liquid</td>
<td>ρₗ</td>
<td>8000 (Kg m⁻³)</td>
</tr>
<tr>
<td>Specific heat of solid metal</td>
<td>Cₚₛ</td>
<td>500 (J Kg⁻¹ K⁻¹)</td>
</tr>
<tr>
<td>Specific heat of liquid metal</td>
<td>Cₚₗ</td>
<td>680 (J Kg⁻¹ K⁻¹)</td>
</tr>
<tr>
<td>Thermal conductivity of solid metal</td>
<td>Kₛ</td>
<td>0.0152 T + 4.7723 (J m⁻¹ s⁻¹ K⁻¹)</td>
</tr>
<tr>
<td>Thermal conductivity of liquid metal</td>
<td>Kₗ</td>
<td>0.0171 T + 3.6682 (J m⁻¹ s⁻¹ K⁻¹)</td>
</tr>
<tr>
<td>Solidus temperature</td>
<td>Tₛ</td>
<td>1609 (K)</td>
</tr>
<tr>
<td>Liquidus temperature</td>
<td>Tₗ</td>
<td>1670 (K)</td>
</tr>
<tr>
<td>Latent heat of melting</td>
<td>Lₘ</td>
<td>234,000 (J)</td>
</tr>
<tr>
<td>Viscosity of liquid metal</td>
<td>μₗ</td>
<td>0.004 (N s m⁻²)</td>
</tr>
<tr>
<td>Surface tension</td>
<td>σ</td>
<td>−6 × 10⁻⁴(T − Tₗ) + 1.67(K m⁻¹)</td>
</tr>
<tr>
<td>Molar mass</td>
<td>M</td>
<td>0.076 (Kg mol⁻¹)</td>
</tr>
<tr>
<td>Permeability coefficient</td>
<td>Kᵥ</td>
<td>10⁶ (Kg m⁻³ s⁻¹)</td>
</tr>
<tr>
<td>Density of ambient air</td>
<td>ρ₈</td>
<td>1.22 (Kg m⁻³)</td>
</tr>
<tr>
<td>Thermal conductivity of ambient air</td>
<td>K₆₈</td>
<td>0.03 (J m⁻¹ s⁻¹ K⁻¹)</td>
</tr>
<tr>
<td>Specific heat of ambient air</td>
<td>Cₚ₈</td>
<td>1005 (J Kg⁻¹ K⁻¹)</td>
</tr>
</tbody>
</table>

*Obtained from a thermodynamic database.
4. Simulation Results

In Section 4.1, the study focuses on the dynamics of melt pool movement during single-track melting and the insights that can be gained from it. Sections 4.1.1–4.1.3 specifically examine the effects of various process parameters on the size and shape of the melt pool. This information is then used to investigate the occurrence of potential defects, such as balling defects (Section 4.2) and porosity (Section 4.3). The mechanisms behind the formation of these defects are explained in detail.

4.1. Simulation Results Obtained from Single-Track Laser Melting

Figures 4–6 display the simulation results obtained for the single pass laser melting process. Figure 4 shows the temperature evolution obtained from the process simulation. Since there is no preheating involved in the procedure, the system start temperature is set to 300 K. The laser has a 200 W output power, and its scanning speed is 0.4 m/s. The starting point of the laser is set to \((x_0, z_0) = (150 \, \mu m, 150 \, \mu m)\). The workpiece is continuously melted across 700 \(\mu m\) of straight line by a laser traveling at a steady pace.

![Figure 4](image-url)  
*Figure 4.* The evolution of temperature at different time steps obtained from single-track melting. The average radius of powders is 18 \(\mu m\), and the powder thickness on the laser path is 75 \(\mu m\). (A) Top views at \(t = 200 \, \mu s\), \(t = 900 \, \mu s\), and \(t = 1740 \, \mu s\); (B) longitude cross-section view at \(t = 200 \, \mu s\), \(t = 900 \, \mu s\), and \(t = 1740 \, \mu s\). The cross-section is across the center of the laser beam as shown in the first figure on (A).

The metal heats up as a result of the contact between the powder and laser, melting the powder and solid substrate in the process. As seen in Figure 4, the applied laser power is sufficient enough to melt the substrate. The dark cylinder in Figure 4B represents the location of the laser. The melt pool zone, i.e., the area with control volumes having a temperature above liquidus \((T \geq 1666 \, K)\), is depicted by the grey shadow contour. The assumption of a Gaussian distribution of laser intensity is confirmed by noting that the highest temperature \((T_{\text{max}} \leq 3200 \, K)\) is always found at the center of the laser beam. As a result, evaporation and the local recoil pressure at this point are high. Therefore, the primary recoil pressure forces the flowing metal downward and produces a convex profile.
on top of the workpiece’s free surface. As the laser moves ahead, temperature will decrease and the liquid metal will flow back and fill the convex region.

Figure 5. Enlarged view of melt pool at time steps $t = 200\mu s$, $t = 900\mu s$, and $t = 1740\mu s$. The arrows represent the direction and magnitude of the velocity of the liquid in the melt pool.

Figure 6. Temperature evolution of a control volume at a position of $[x, y, z] = [160, 270, 150] \mu m$. The blue region is gaseous phase; the red region is metallic phase.

Figure 6. Temperature evolution of a control volume at a position of $[x, y, z] = [160, 270, 150] \mu m$. The blue region is gaseous phase; the red region is metallic phase.
Figure 5 presents the liquid velocity in the melt pool at various time steps. The surface tension, Marangoni force, and gravity mainly impact the dynamic movement of liquid on the melt pool. In most materials, surface tension and temperature are inversely proportional. Therefore, the temperature gradient leads to a surface tension gradient and eventually creates Marangoni force on the melt pool [29]. According to Figure 5, the temperature on the top free surface of the workpiece falls from the center of the convex zone to the melt pool edge, which causes an increase in surface tension and Marangoni force towards the melt pool edge, resulting in upward flow of the liquid. However, at the lower level of the free surface and towards the melt pool edge, Marangoni force is minimum due to non-significant temperature reduction, and, hence, gravity takes over. As the laser moves to the next location, the cooled liquid fills the melt pool convex region by falling from the top of the convex zone to the center. When the liquid is near the solid portion, the effect of the damping force may be observed at the melt pool edge.

One of the key advantages of the present work is that it can be easily integrated into a multiscale modelling framework to efficiently model the thermal evolution to extract temperature, cooling rate, and thermal gradient at the control volume level, which can act as the thermal boundary conditions for microscopic microstructural models such as phase-filed [41]. Figure 6 displays the temperature of a single chosen control volume at \((x, y, z) = (160, 270, 150) \mu m\). When the laser is precisely on that location, the metal reaches its maximum temperature (boiling temperature). The temperature reduces to 2200 K as the laser moves forward, suggesting that the spot is in the steady-state and within the melt pool. The liquid begins to solidify when the temperature drops sharply.

4.1.1. Effect of Laser Power on Melt Pool Morphology

Figure 7 presents the simulated melt pool obtained from a single-track melting process performed with a higher laser power of 400 W and a scanning speed of 0.4 m/s. The powder size and layer thickness are identical to those from the prior simulation. The size of the melt pool grows as the laser power increases, as can be seen by comparing Figures 4 and 7. Because of the increased absorption of laser energy, the laser creates a longer keyhole. In order to prevent balling defects, high laser power is preferred. However, Liu et al. [42] showed that an extremely high laser power might have negative effects on the surface quality. From Figure 8A, one can see that as the laser power increases, the melt pool temperature rises and the metal melts more quickly, which leads to rapid cooling when the laser has passed.

4.1.2. Effect of Scanning Speed on Melt Pool Morphology

In L-PBF, a quick scanning speed with no defects is preferred to boost manufacturing output. However, higher scanning speeds have very adverse effects on the build quality [43]. Figure 9 demonstrates how reduced scanning speeds cause the melt pool size to increase as a result of the reduction in absorption laser energy per length. In the meantime, a smaller melt pool intensifies the Marangoni force, and faster-moving liquid metal travels to the melt pool’s lower-temperature areas, increasing its length. In contrast, Figure 9B shows a larger ratio of length to width of the melt pool, which leads to Rayleigh instability and initiates disconnection on the melt pool during scanning [44]. Figure 9 shows that both simulation settings have a same length of molten metal. The Rayleigh effect is seen by the hump development at higher scanning speeds and the steady melt pool track at lower scanning speeds. The generation of the balling defect is projected to occur when scanning speed is increased. Furthermore, a smaller melt pool leads to a faster cooling rate, which can be seen in Figure 10B.
4.1.2. Effect of Scanning Speed on Melt Pool Morphology

In L-PBF, a quick scanning speed with no defects is preferred to boost manufacturing output. However, higher scanning speeds have very adverse effects on the build quality [43]. Figure 9 demonstrates how reduced scanning speeds cause the melt pool size to increase as a result of the reduction in absorption laser energy per length. In the meantime, a smaller melt pool intensifies the Marangoni force, and faster-moving liquid metal travels to the melt pool’s lower-temperature areas, increasing its length. In contrast, Figure 9B shows a larger ratio of length to width of the melt pool, which leads to Rayleigh instability.

4.1.3. Effect of Powder Size and Powder Shape

The stability of the melt pool in single-track laser melting is influenced by the size and shape of the powder particles. Due to their increased packing density and less laser energy absorption, smaller particles produce a melt pool track that is more stable and continuous [45]. On the other hand, powder particles of higher diameters lead to a lower packing density and result in increased air gaps between them, which serve as thermal barriers that restrict heat transfer [46]. To understand the effect of powder size on the uniformity of the melt pool track, we extended our simulation to perform a single-track...
laser melting simulation with reduced powder diameter. Figure 11 shows the morphology of the melt pool track for different powder sizes performed by maintaining the same laser power and scanning speed \((P = 400 \text{ W} \text{ and } v = 0.1 \text{ m/s})\). By comparing Figure 11A,B, we can conclude that a smaller particle size increases the melt pool width and length, which leads to the larger melt pool. The effect of the larger melt pool, as discussed in previous section, can also be seen on the slope of the hump on the scanning track [47].

![Figure 9](image_url)

**Figure 9.** Top view and longitude cross-section view of simulation with an average powder size of 18 µm and laser power of 400 W; (A) Scanning speed 0.4 m/s, (B) Scanning speed 1 m/s.

![Figure 10](image_url)

**Figure 10.** Comparison of temperature (A) and cooling rate (B) with different scanning speeds. Red curve represents scanning velocity of 1 m/s while black curve represents a scanning velocity of 0.4 m/s. The laser power is kept constant at 400 W for both the cases.

In addition to the powder size, the powder shape also affects the stability of the melt pool. A single spherical powder particle, powder with joints linking two or three particles, and powder with satellites are the three major types of powder forms that were used in this study (See Figure 2A). The latter two categories can be distinguished by their definition, i.e., in “powders with joints linking two or three particles”, all the powder particles will have the same size. Whereas in “powder with satellites”, a powder with a small size is attached to a powder particle with large size, and the ratio of the sizes is arbitrary. In comparison
to powders that solely include spherical particles, powders with a mixture of spherical and multi-spherical particles have a lower packing density and a greater level of powder surface roughness. In contrast to an idealized powder, which would produce a continuous melt pool, this leads to an unstable melt pool with steep humps and elongated gaps [48] (See Figure 12).

Our findings on the effect of powder size and shape agree with the experimental and previous literature studies [49,50]. As reported in [50], higher powder compact densities resulted in a stable and deeper melt pool with a smaller height above the substrate, whereas reduced powder packing density resulted in a lower amount of solid volume available for melting, thereby causing deep melting in the solid substrate.

Figure 11. Top view and longitudinal cross-section view of simulation with different average powder sizes. (A) Average powder radius of 18 µm; (B) Average powder radius of 7 µm.

Figure 12. The Tope view (A) and longitude cross-section view (B) of the simulation with 18 µm average powder size (multi-spherical powder).
4.2. Balling Defect

Balling defect is a condition when the molten track cracks and causes spheres to appear on the surface. High surface roughness and the balling defect are related as a secondary source of porosity generation [51]. If the size of the spherical balls is big enough to impede the motion of the roller or blade, it could even compromise the powder-layering procedure [52]. Surface tension and the Marangoni force are the two factors that cause the balling defect to occur. The back of the melt pool develops a unique hump as a result of surface tension pushing the molten metal. Rayleigh’s instabilities develop as the melt pool length to width ratio increases and the surface energy decreases, causing the melt pool to fragment into small islands of molten metal. The instability should begin when the length-to-width ratio is greater than 2.1 [53]. To reduce surface energy, the separated liquid forms sphere-shaped flaws on top of the workpiece surface during solidification.

Surface tension and Marangoni force must be regulated to prevent the balling fault. Marangoni force is influenced by the gradient of surface tension and temperature, as was described in the previous chapter. Faster solidification occurs in smaller melt pools. The Marangoni force is subsequently intensified as a result of the increased temperature gradient. Laser power, scanning speed, and powder size are the three variables that affect the melt pool size. From our studies, we can confirm that low power and high scanning velocity combinations result in predominant balling defect. Figure 13 shows the morphology of the melt track obtained from the chosen process parameters of \( P = 200 \) W and \( v = 0.4 \) m/s. Due to the lower power intensity and rapid screening, the melt pool reaches a maximum temperature of about 1900 K, thereby resulting in a tiny melt pool, as can be seen in Figure 13.

Another aspect of the balling phenomena in single-track laser melting simulation is shown in Figure 14B. The amount of laser energy absorbed by the workpiece is insufficient to melt the solid substrate. As a result, during the next procedure or post-processing, the molten powder may simply be removed from the surface as it is not bound to the workpiece.
25 µm. A powder layer of lower height 30 µm and a lower average radius of 7 µm was chosen. Some of molten powders are not fused to the solid substrate.

4.3. Porosity Defects

The formation of pores is greatly influenced by the Marangoni force, recoil pressure, and keyhole size. Figure 7 demonstrates how the keyhole length will be extended under the laser process parameters of high power and slow scanning speed. In contrast, porosities are influenced by the keyhole's diameter. According to Li et al. [52], a smaller and deeper melt pool results from a reduced size of the laser beam. This characteristic increases the possibility of trapping air inside the component and may result in a temperature differential at the keyhole.

Figure 15 presents simulation results obtained for studying the influence of single-track laser melting process parameters on porosity formation. The chosen scanning parameters are 0.4 m/s and 400 W power. The radius of the laser beam is lowered from 35 to 25 µm. A powder layer of lower height 30 µm and a lower average radius particle size of 7 µm is also used to boost the laser's ability to penetrate solid substrate.

Figure 15. The formation of pores at different time steps. (A) Formation of long key hole; (B) Closing the key hole; (C) Trapped air bubble inside the melt pool; (D) Movement of the pore to the outside of melt pool; (E) Stable pore outside of the melt pool. Beam diameter: 25 µm, scanning speed: 0.4 m/s, and laser power: 400 W.
In Figure 15A, one can see that two temperature-differentiated zones exist in the keyhole. The laser point is located near the bottom of the keyhole, where the temperature is the highest and the surface tension is the lowest. This area experiences higher evaporation than other areas, which increases the rebound pressure in this area. Lower temperature and greater surface tension are present where the temperature is lower in the keyhole. Additionally, a gradient in temperature raises the Marangoni force from the keyhole’s top and bottom to its center. Figure 15A,B show how the combination of these forces causes liquid to start to enclose from the center of the keyhole and trap air within [54]. Eventually, two zones of trapped gas may be seen in Figure 15C. The smaller pore and the majority of the bigger pores are located inside the melt pool; as a result, they disappear with movement of the liquid or laser warming. Inside the solid–liquid phase, as shown in Figure 15D, is the residual pore. The pore progressively assumes a spherical shape to reduce surface energy as a result of hydrostatic pressure inside the pore brought on by trapped gas. However, the influence of scanning speed on pore size is dependent on laser power. The size of the pores may change when the scanning speed is increased [45].

5. Summary and Conclusions

In this study, we performed 3D simulations of thermal evolution and melt pool flow of CMSX-4 under single-track laser melting process conditions using coupled CFD-DEM modelling. From the results presented in Section 4, we can draw following conclusions:

• From the results obtained for the effects of laser power and scanning velocity, we can conclude that the temperature of the melt pool and the resulting cooling rate have a significant impact on the Marangoni force. The magnitude of Marangoni force can be manipulated by varying laser parameters, such as power and scanning rate, which influence the melt pool temperature.

• Absorption energy per length and melt pool temperature is decreased by lowering laser power or, conversely, raising scanning speed. Since the Marangoni effect is stronger and the solidification rate is faster in a smaller melt pool with a lower temperature, a hump with a steep slope eventually forms.

• The simulation results obtained from varying powder size and morphology conclude that the size of the melt pool increases when the size of the powder is reduced. Moreover, the simulation results obtained for different powder sizes and shapes revealed that a powder bed with particles of lower size and higher packing density will have stable and deep melt pool, whereas a powder bed with particles of lower packing density will have deep melting in the substrate due to lower solid material volume. Further, instability in the melt pool may result from variations in powder packing density along the scanning direction. Small-sized particles, however, can mitigate this impact.

• Finally, from the results obtained from the study of the balling effect, we can conclude that there are two potential causes for the balling problem. In the first scenario, an excessive Marangoni force pushes the melt pool to spread out, increasing its length-to-width ratio and triggering Rayleigh’s instability. The second potential cause is insufficient laser energy. As a result, bonding between molten powder and a solid substrate is not possible.

Although the model lacks the ability to provide accurate quantitative predictions, it enhances our understanding of melt pool dynamics during the single-track laser melting process of Ni-based superalloys. Future research will focus on quantitatively validating the simulation model for the CMSX-4 material system and extending the 3D simulations to multi-track laser melting processes to further comprehend melt pool dynamics under more realistic additive manufacturing process conditions.
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