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Abstract: Four observational results: the intermittency of air temperature; its correlation with ozone photodissociation rate; the diurnal variation of ozone in the upper stratosphere; and the cold bias of meteorological analyses compared to observations, are reviewed. The excitation of photofragments and their persistence of velocity after collision is appealed to as a possible explanation. Consequences are discussed, including the interpretation of the Langevin equation and fluctuation–dissipation in the atmosphere, the role of scale invariance and statistical multifractality, and what the results might mean for the distribution of isotopes among atmospheric molecules. An adjunct of the analysis is an exponent characterizing jet streams. Observational tests are suggested.
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1. Introduction

The excited states of the fragments recoiling from the dissociative absorption of a photon by molecules, photodissociation, were examined theoretically [1,2] and experimentally [3]. It became possible to measure the translational energies of the recoiling photofragments and assign their rovibronic energies and states [3,4]. A book of more recent provenance is available [5].

The chemical state of the upper stratosphere and its coupling to the temperature there has been and still is hampered by the paucity of in situ observations of adequate spatial and temporal resolution. Although satellite observations can give global coverage, their weighting functions integrate over vertical depths of kilometres and their horizontal resolution is determined largely by the velocity of the satellite, typically several km/second. Nevertheless, observations from the Nimbus 4 satellite in September 1970 during a Southern Hemisphere sudden stratospheric warming showed a correlation between ozone concentration and the reciprocal of temperature in the upper stratosphere [6]. The observations were made at local noon.

A diurnal variation was observed in a carefully calibrated long-term series of ground-based observations of the total ozone overhead column of 1–2% in Antarctica by Dobson spectrophotometers [7]. A series of numerical integrations with a photochemical column (1D) revealed that the diurnal variation had a minimum in early morning and a maximum in late afternoon as observed, and that the diurnal variation boosted the ozone by about 20% compared to a model with averaged insolation [8]. When coupled to a radiative transfer model with nitrogen-hydrogen-oxygen chemistry, the model showed that upper stratospheric cooling, caused by a doubling of carbon dioxide, increased stratospheric ozone substantially [9,10], via the temperature dependence of the chemical reactions, an effect which increased when chlorine chemistry was included [11,12]. The extension to 2D enabled the effects of meridional circulation and its transport to be included [13].
Further modelling efforts calculated a substantial underestimate of ozone, particularly in the upper stratosphere, when compared to observations [14,15]. These models were, respectively, 2D and 1D and used steady state approximations to calculate the chemistry. A modelling effort using fully diurnal chemistry integrated along 3D trajectories showed a discrepancy in the same calculated deficit sense but was much less and barely significant [16]. Note that earlier efforts had been made to calculate the translational velocity of oxygen atoms in the lower atmosphere [17]. The vertical profiles of O(3P) had been measured by balloon from the upper to the lower stratosphere [18]; the ratio of O atoms to O3 molecules was established [19].

Nevertheless, using photofragment spectroscopy, a substantial laboratory effort was triggered into the photodissociation of ozone, with the aim of quantifying the production of odd oxygen (atoms + ozone). From a large wealth of the literature, [20] was chosen to represent the laboratory observed and modelled effects of photofragment excitation on the production of odd oxygen. The atmospheric observations of the diurnal variation are represented by [21,22]. The added effect considered here is the behaviour of ozone and temperature; the correlation of the ozone photodissociation rate with the intermittency of temperature in the lower stratosphere was originally proposed in [23] and included recently in a discussion of scale invariance from molecular to meteorological scales [24]. The cold biases in many model representations of the stratosphere also have a large body of literature—here we focus mainly but not exclusively on the problem in the upper stratosphere discussed in [25].

A consequence of the issues raised in [20–25] is the possibility of influence on isotope effects [26]; they will require further investigation if local thermodynamic equilibrium (LTE) does not pertain in the stratosphere. LTE is known not to be a universally good approximation above the stratopause, about 50 km altitude.

In this paper, the primary focus is on the correlation between the intermittency of temperature $C_1(T)$ and the ozone photodissociation rate $J_{O_3}$. A secondary effort involves the scaling characteristics of jet streams, via $H(s)$ and $H(T)$, describing the behaviour of wind speed $s$ and temperature $T$. A primary motive is to suggest observations in the present atmosphere, which has warmed significantly since the 1987–2006 period when the data analysed here were taken. Will there be a signature of warming from ‘greenhouse’ gases?

### 2. Photodissociation

In addition to [5], a book that may be consulted on the electronic structure, electronic excited states, and the resultant spectra of polyatomic molecules is [27]. Recent theoretical descriptions of photodissociation use ‘on the fly’ trajectory and roaming techniques. Since the Great Oxygenation Event 2400 million years ago, the initiation of atmospheric chemistry is almost entirely via the photodissociation of ground state molecular oxygen:

$$O_2 (^3\Sigma_g^-) + h\nu \rightarrow O(^3P) + O(^3P) \quad (R1)$$

The wavelength threshold for this process is 242.4 nm and O(3P) is the ground state of the oxygen atom. Higher energy lower wavelength thresholds exist for the production of O(3P) + O(1D) at 175 nm and at 133.2 nm for the production of O(3P) + O(1S). The rules for determining these processes are quantum mechanical, using group theory and symmetry principles to derive selection rules [27,28]. The word ‘rovibronic’ is used to describe the energy states and spectra of molecules. It refers to the spectra resulting from the rotational, vibrational, and electronic transitions, which typically occur in the microwave, infrared, and visible/ultraviolet, respectively. The vibrational transitions can occur as fine structure on electronic transitions and may themselves have rotational fine structure. The transitions are between energy levels illustrated on the potential energy curves in Figure 1. What matters to the arguments here are the experimental values of the photofragment energies.
Figure 1. Potential curves for electronic and vibrational states observed for the O₂ molecule. There are states above 100,000 cm⁻¹ that are not relevant for the present argument. The lowest three vibrational levels of the ³Σ⁺ u state are not shown. See Table 1 for further information. Adapted from Figure 195 of [28] by C. Thompson.

<table>
<thead>
<tr>
<th></th>
<th>³Σ⁻ g</th>
<th>1Δ g</th>
<th>³Σ⁺ g</th>
<th>³Σ⁺ u</th>
<th>²Σ⁺ u</th>
</tr>
</thead>
<tbody>
<tr>
<td>³P</td>
<td>1180</td>
<td>612</td>
<td>463</td>
<td>230</td>
<td>173</td>
</tr>
<tr>
<td>³D</td>
<td>411</td>
<td>310</td>
<td>267</td>
<td>168</td>
<td>136</td>
</tr>
<tr>
<td>³S</td>
<td>237</td>
<td>199</td>
<td>181</td>
<td>129</td>
<td>109</td>
</tr>
</tbody>
</table>

The ground state oxygen atoms combine with ground state oxygen molecules in a 3-body reaction to form ozone:

\[ \text{O}(³P) + \text{O}_2(³Σ⁺ g) + \text{M} \rightarrow \text{O}_3(¹A₁) + \text{M} \quad (R2) \]

Because a third body, M, is needed to remove the energy brought to the reaction by the reactants by collision, R2 has a negative temperature dependence—it accelerates as temperature decreases and the reactant molecules slow.

Ozone photodissociates across a wide wavelength range, from the vacuum ultraviolet to the near infrared. That is the result of its low bond energy, 1.04 eV (96.49 kJ mol⁻¹, 23.06 kcal mol⁻¹, 8066 cm⁻¹). The X¹A₁ ground state has several low-lying excited states that are accessible by photons ranging from the near infrared to the vacuum ultraviolet. The transitions to the A, B, C, and D states correspond to the Wulf, Chappuis, Huggins, and Hartley bands, with some overlapping. The relative intensities of these absorptions vary by orders of magnitude [29]; all are diffuse, with vibrational structure evident in the Chappuis–Wulf bands, Huggins bands, and weakly near the peak of the Hartley band. The closeness of the low-lying triplet and singlet A states causes predissociation that produces diffuseness [27]. See Figure 2 for the absolute and relative strengths in the ozone spectrum. Note that other triatomic molecules relevant in the stratosphere, such as NO₂, SO₂, HO₂,
and OCIO have rather strong bonds and structured electronic spectra in the visible and UV. N$_2$O is different, having a continuum absorption in the UV.

![Absorption spectra](image)

**Figure 2.** (a) Absorption spectra at 298 K in the ultraviolet wavelengths shown on the abscissa. The Hartley band is the main feature centered at 255 nm, overlapping the Huggins bands at longer wavelengths. The photofragments produced and their wavelength thresholds are specified in Table 1. Adapted by C. Thompson from [29]. (b) Absorption in the Chappuis band of ozone. Note context on cross-section strength in Figure 2a. Reaction R4 describes the photofragment products from the photodissociation associated with this spectral band. Courtesy J. B. Burkholder.

The photofragments from ozone photodissociation have internal and translational energy. The possible pairings of O atoms and O$_2$ molecules allowed for by the selection rules are given in Table 1, along with the wavelength thresholds below which they are energetically possible [29]. A thorough discussion is available in Chapter 4 of [29].

The following processes are dominant in terms of their contribution to $J$/[O$_3$]:

$$O_3(^1A_1) + h\nu \rightarrow O(^1D) + O_2(a^1\Delta_g) \quad (R3)$$

$$O_3(^1A_1) + h\nu \rightarrow O(^3P) + O_2(X^3\Sigma_g^-) \quad (R4)$$

where $J$ is the photodissociation coefficient of O$_3$. Note, however, that the photodissociation in the Huggins, Chappuis, and Wulf bands, although less intense, are to ground state O($^3P$) atoms, which will have high translational energy enabled by tapping into the electronic excitation energy that went into producing the O($^1D$) atoms in the Hartley band, potentially...
some 16,000 cm\(^{-1}\). They are also more numerous owing to their production across the near UV through the visible and near IR and so can be produced lower down in the atmosphere; their flux is about two orders of magnitude greater.

Reactions R3 and R4 occur in the Hartley band situated between 200 and 300 nm and are more intense than the other bands. The observed energies of the photofragments in the laboratory can be seen in [29–31] and have been calculated in [32]. In the air, the translational energies of the photofragments will be up to an order of magnitude greater than that of thermalized \(N_2\) and \(O_2\) molecules. Vibrational excitation of the molecular oxygen photofragment in R4 up to levels \(v \geq 26\) provides potential for odd oxygen production effects [20]. It may also make for the enhancement of the velocities of air molecules in general by vibration–translation energy transfer. Note that laboratory photofragment spectroscopy is performed collision-free at high vacuum, so there are no effects from collisional quenching, upon which the assumption of LTE in the atmosphere depends. Under LTE, the translational and rotational energies of air molecules are assumed to instantaneously relax to a Boltzmann population distribution, while the vibrational modes of \(N_2\) and \(O_2\) are too energetic to be excited above the \(v = 0\) ground state. However, the hot atoms and fragments do not recoil into a thermalized bath, but into a field of vorticity structures that exist in air on all scales up from the mean free path [23]. The collisional deactivation becomes less and less efficient as altitude increases; nevertheless, non-equilibrated effects are evident in the lower stratosphere [23,24].

The Hartley and Huggins bands operate in the middle–lower stratosphere to define the cut-off at 310–320 nm; wavelengths lower than this do not penetrate into the troposphere in flux amounts that are significant compared to the fluxes in the Chappuis and Wulf bands.

3. Temperature

Temperature \(T\) in a gas may be defined in two ways: by macroscopic thermodynamics as:

\[
\frac{dS}{dE} = \frac{1}{k_B T} \tag{1}
\]

and by Maxwell–Boltzmann statistics as:

\[
T = \frac{m}{3k_b} \langle (v - \langle v \rangle)^2 \rangle \tag{2}
\]

These equations, defined in [33] by Equations (3.16) and (5.1), respectively, contain a fundamental difficulty in application to atmospheric temperature. There is no generally agreed method of calculating entropy \(S\) in open systems, especially when the air is as far from equilibrium [34], thus vitiating Equation (1). The difficulty posed by using Equation (2) lies in the possibility that the molecular translational velocities \(v\) are not thermalized. This effect is illustrated in Figure 3. There is observational evidence for this occurrence that is reported in [23,24] and discussed in Sections 6 and 7 below.

Atmospheric temperature will be discussed further in the light of the ensuing sections and their insight on molecular processes and how they scale up to macroscopic observables. Nonlinearities, scale invariance, and statistical multifractality are evident [35] and deployed [33,34].
Maxwellian Velocity Distribution

“Observed” or “MD calculation”

\[
\frac{N_v(v)}{N} = 4\pi \left( \frac{m}{2\pi kT} \right)^{\frac{3}{2}} e^{-\frac{KE}{2kT}}
\]

**Figure 3.** Relationship of molecular velocity to temperature. The red curve is hypothetical, illustrating non-LTE conditions arising from translationally hot photofragments.

4. Atmospheric Ozone

Ozone is produced primarily in the upper and middle stratosphere at low latitudes and is transported poleward and downward at middle and high latitudes, particularly in and around the winter polar vortices in the Arctic and Antarctic, modelled for example in [36]. From there, transport to the lower stratosphere at middle and high latitudes occurs, followed mainly via tropopause folding downward across the tropopause and into the troposphere [37]. That process is exemplified in [38] and its consequences for tropospheric chemistry discussed in [39]. The vertical profile of ozone from the tropopause to the unpolluted boundary layer and surface is approximately at an average constant number density of $10^{12}$ molecules cm$^{-3}$, resulting in a mixing ratio profile that increases with altitude [37,39]. That implies the significance of import downward across the tropopause and that ozone is needed to make ozone in the troposphere—nonlinearity ensues.

5. Statistical Multifractals

During the airborne polar ozone missions in the lower stratosphere between 1987 and 2000, and tropical and midlatitude missions up to 2006 in the troposphere and lower stratosphere, it became apparent that the atmospheric variability in both the horizontal and vertical was much larger than the instrumental noise analysed at 1 Hz for most instruments and further at 5 Hz for the meteorological measurements on the ER-2. Gaussian, Poisson, or random distributions and white noise were a sign of instrumental variation rather than atmospheric. Accordingly, a search was made for a suitable mathematical framework, and was found laid out as used in [40]. In the present context, references [23,24,33–35] contain detailed expositions and discussions. Fat-tailed probability distributions were seen, particularly of temperature, as seen for example in Fig. 11 of [24]. Such tails are symptomatic of long-range correlation in the data. For the present purpose, we illustrate the calculation of intermittency of temperature for a particular flight leg, shown in Figure 4. The intermittency of temperature, $C_1(T)$, is an exponent that can range between 0 and 1.
Zero corresponds to random noise unity to a Dirac delta function. The scaling variables and their equivalences to those of equilibrium statistical thermodynamics are given in Table 2.

![Figure 4. Upper: temperature trace measured from the ER-2 at approximately 55 mbar, 19970506 (yyyymmdd format) in low wind speed conditions. Lower left: log–log graph from which $H(T)$ was calculated, corresponding to the 5/9 theoretical value. Lower right: graph from which $C_1(T)$, the intermittency of temperature was calculated using scaling variables $K(q)$ and $q$, see Equation (3).](image)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistical Thermodynamics</th>
<th>Scaling Equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>$T$</td>
<td>$1/q^k_{\text{Boltzmann}}$</td>
</tr>
<tr>
<td>Partition function</td>
<td>$f$</td>
<td>$e^{-K(q)}$</td>
</tr>
<tr>
<td>Energy</td>
<td>$E$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Entropy</td>
<td>$-S(E)$</td>
<td>$c(\gamma)$</td>
</tr>
<tr>
<td>Gibbs free energy</td>
<td>$-G$</td>
<td>$K(q)/q$</td>
</tr>
</tbody>
</table>

The variables are obtained as follows. $q$ defines the $q$th order structure function of the observed quantity. The scaling exponent $K(q)$ is derived from the slope of a log–log plot \[33,35\].

$$H = H(q) + K(q)/q$$  \hspace{1cm} (3)

and examination of energy $E$ in terms of a scale ratio produces an expression for the fractal co-dimension $c(\gamma)$. $C_1$ is the co-dimension of the mean, characterizing the intensity of the intermittency. The Lévy exponent $\alpha$ characterizes the generator of the intermittency which is the logarithm of the turbulent flux; for a real system, its value may not be confined to the theoretical range. Means converge but the variance does not, a result expressed as $2.0 > \alpha > 1.5$.

Intermittency as calculated applies over all observed scales, 40 m to an Earth radius. It is consistent with the concentration of thermal energy into local vorticity structures, such as the rolls, slabs and sheets characterised in the laboratory \[41\].

6. Aircraft Observations

The airborne observations from which the results in this paper are derived were taken during the missions in Table 3, from the ER-2. All flights were in the lower stratosphere,
at an average pressure of approximately 55 mb. The flight legs were largely flown as
segments of a great circle, although some were flown during POLARIS as racetrack seg-
ments across the terminator in slow-moving air masses, a manoeuvre that took the ozone
photodissociation rate to zero.

Table 3. Observations used to calculate air temperature intermittency and ozone photodissoci-
ation rate.

|---------------------|------------------|----------|--------------------------|-------------------|

A detailed account of the flights contained within Table 3 can be found in [23]. Here,
we focus on the results for the correlation between J(O3), the ozone photodissociation rate,
where J is the actinic flux at the ER-2 and [O3] is the local ozone number density, and the
measured temperature T and its calculated intermittency C1(T). Note that the correlation of
C1(T) is not with J or with [O3] but with their product.

During the racetrack flights across the terminator, it was noticed that the temperature
‘in the same air’ was 0.4 K cooler in the dark than in sunlight [23,33]. That is evidence
in support of the hypothesis that the translational energy of the photofragments is not
quenched instantaneously as required by LTE but finds expression in the intermittency of
temperature in sunlight.

In seeking an explanation for the correlations in Figure 5, attention was eventu-
ally drawn to the molecular dynamics computations reported in [48]. A population of
Maxwellian ‘billiards’—elastic, impenetrable spheres—produced hydrodynamic behaviour
on very short time and space scales when subjected to a symmetry-breaking energetic
flux of such ‘molecules’. How can this result be squared with the formulation of atmo-
spheric dynamics?

![Intermittency of Temperature](image)

Figure 5. These data are from Arctic flights POLARIS [42] and SOLVE [43], see Table 3. J(O3) is
averaged along the flight segment and shown on the ordinate of the left plot, with T similarly averaged
and displayed on the right plot. The abscissa on both shows the intermittency of T, calculated from
the lower right graph in Figure 4. The vertical and horizontal bars are standard deviations.

7. Fluid Mechanical Effects

The emergence of organized flow from a population having continuous translational,
random symmetry in [48] is illustrated in Figure 6.
Figure 6. The emergence of ring currents or vortices in an initially thermalized population of 220 Maxwellian atomic ‘billiards’ subjected to a symmetry-breaking flux of energetic atoms. Original molecular dynamics simulation by [48]. Blue arrows are averages of the atom vectors after 9.9 collisions, black arrows are from a fluid mechanical Navier–Stokes equation integration. Later calculations show disagreements between the two approaches.

To compute the emergence of hydrodynamic behaviour from a simulated thermal molecular population subjected to an anisotropic flux, use:

$$\omega = \nabla \times v(p,q)$$  \hspace{1cm} (4)

$v$ is the molecular velocity field and taking its curl yields the vorticity $\omega$. The coordinates for momentum $p$ and position $q$ are necessary because real molecules do not have spherical symmetry and the anisotropies of the gravitational field, the solar beam, and the planetary rotation also break the continuous translational symmetry of a Maxwellian gas.

The following equation, Equation (5), may be deployed to compute enstrophy $\mathcal{E}$; the LHS expresses twice its value. Note that the LHS is correct here and in [23] but is incorrect where it appears as Equation (3) in [24].

$$\langle \omega \cdot \omega' \rangle = -\nabla \langle v \cdot v' \rangle$$  \hspace{1cm} (5)

Enstrophy is useful in analyzing the vorticity form of the Navier–Stokes equation for fluid flow, which is represented by:

$$\frac{D\omega}{Dt} = (\omega \cdot \nabla)u + \kappa \nabla^2 \omega$$  \hspace{1cm} (6)

here, $\kappa$ is kinematic viscosity. Using Equations (4) and (5), the autocorrelation function for vorticity, $A(t)$, can be related to enstrophy by:

$$\mathcal{E} = \frac{|\omega|^2}{2} = A(t)$$  \hspace{1cm} (7)
Enstrophy is expressed by:

\[
\frac{D}{Dt} \left( \frac{|\omega|^2}{2} \right) = \omega_i \omega_j \text{Str}_{ij} - \kappa |\nabla \times \omega|^2 + \nabla \cdot [\kappa \omega \times (\nabla \times \omega)]
\] (8)

here, \( \text{Str}_{ij} \) is the strain rate on a fluid element. The first term on the RHS is the generation of vorticity by stretching or compression, the second term is viscous dissipation, the third term is the divergence. Divergence is often assumed to be zero, but that is not true if ozone photodissociation is generating vorticity, as it is in Figure 6, and from the smallest scales up. Nonlinearity is inherent in Equation (6); vorticity advects itself.

In statistical multifractal analysis, it is necessary to calculate up to the \( n \)th moment, which for the molecular speed is given by:

\[
\bar{v}^n = 2 \frac{2}{\sqrt{n}} \left( \frac{2T}{m} \right)^{\frac{n}{2}} \Gamma \left( \frac{n+3}{2} \right)
\] (9)

Equation (9) would be used in computing for a molecular dynamics simulation of a molecular fluid, such as air.

The derivation of the hydrodynamic equations from a molecular basis is discussed, for example, in Appendix 5 of [49]. Meteorologically, means are treated as organization, while departures from the mean, ‘eddies’, are regarded as dissipation. That convention will be considered in the next section.

8. Langevin Equation

Langevin originally formulated his equation to partition the motion of a particle moving randomly in a fluid into systematic and noisy components. The noise was the fluctuating part, the systematic part was the friction. The extension of this basic framework to fully nonlinear systems far from equilibrium becomes very complicated [49]; see Chapter 9 therein. One simplification involves treating some variables as ‘slow’, a technique used to implicitly justify the integration of the Navier–Stokes equation in atmospheric models. Its limitations are encountered when, for example, the fluid velocity becomes a significant fraction of the most probable molecular velocity. That circumstance is encountered in the stratospheric polar night jet stream (particularly in the upper stratosphere), in the polar front jet stream, in the subtropical jet stream, and in hurricanes and tornadoes. The equivalences in Table 2 offer an observationally based alternative, at least in principle. Scaling exponents obtained in that manner could provide an alternative to the problems associated with subgrid scale parametrizations in general circulation and forecast models.

\[
m \frac{dv}{dt} = -\kappa v + \delta F(t)
\] (10)

is one of many versions of the Langevin equation. \( m \) is the particle mass, \( v \) is its velocity, \( \kappa \) is kinematic viscosity, and \( \delta F(t) \) is a fluctuating force. While this might be applicable to an atmospheric aerosol particle, by using the sum representing the average value of the forces acting on the particle (organization) and the fluctuations about the mean (dissipation), it will not work for air molecules. In that case, the fluctuations represent the emergent organization, and the mean of the molecular motions represents dissipation, see chapter 3 of [33].

The result of the emergence of organized flow in [48], as illustrated in Figure 6, entails the view that the molecules of the high velocity tail in the fluctuations drive organization, while the rapid exchange of energy among the molecules near the most probable define an operational temperature and represent dissipation. The fluctuations are what manifest as emergent turbulence; the operational temperature is what enables numerical models to average out the effects of much of the observed variability in the air, a problem discussed in [50]. Atomistic simulations have yielded scaling behaviour [51].
9. Chemical and Radiative Consequences

9.1. Isotope Distributions

Isotope distributions across atmospheric molecules have been used to interpret atmospheric processes [26,52], especially the $^{16}$O, $^{17}$O, $^{18}$O in O$_2$, O$_3$, H$_2$O, SO$_2$, and N$_2$O. Carbon isotopes $^{12}$C, $^{13}$C, and $^{14}$C have also been used, along with $^{14}$N, $^{15}$N and $^{32}$S, $^{33}$S, $^{34}$S. Water has also been studied with H and D isotopes. It is the distribution of O isotopes across O$_2$ and O$_3$ [53] that will primarily concern us here. The RRKM (Rice–Ramsperger–Kassel–Marcus) theory of unimolecular transition states was used with some success to predict some observations; however, discrepancies with observation remain [54]. The persistence of molecular velocity after collision [55], coupled with our observed correlation between ozone photodissociation rate and the intermittency of temperature, via translationally hot ground state O($^3$P) atoms, could affect the observed isotopic distributions. That possibility is enhanced by the result displayed in Figure 6. Instantaneous quenching to a thermal distribution is not likely. Symmetry breaking will play an important role [24,56]. Symmetry selection rules mean that every second rotational line is missing in the electronic spectra of $^{16}$O$^{16}$O, but not in the asymmetric $^{16}$O$^{18}$O. Since ozone photochemistry is initiated by the photodissociation of molecular oxygen in the Schumann–Runge bands, $^{50}$O$_3$ will be produced at a faster rate than $^{48}$O$_3$, while the oxygen column is optically thin, because there is more absorption in the rotational fine structure. Once it becomes optically thick, the actinic flux for the production of the heavier ozone will decrease. A chemical bond between a $^{16}$O and a $^{18}$O, whether in molecular oxygen or ozone, will have a lower zero-point bond dissociation energy than one between two $^{16}$O atoms. That will require more energy input to dissociate it, making it more stable. Given the evidence that LTE does not apply in the lower stratosphere, making it even less likely in the lower pressures of the upper stratosphere, it seems as though rigorous calculation of the oxygen isotope distribution will require detailed molecular dynamics calculations—equilibrium assumptions probably will not suffice. The $J$-values for R1, R3, and R4 will need careful consideration and high resolution to accommodate the effects of $^{16}$O$^{16}$O and $^{16}$O$^{18}$O upon the downward actinic solar flux. $^{34}$O$_2$ is the 4th most abundant molecule in the atmosphere.

9.2. Chemical Kinetics Effects

Reactions with an activation energy are accelerated by a rise in temperature because the increased kinetic energy of the reacting molecules allows for more of them to surmount the energy barrier leading to products. If, as we postulate, there is an overpopulation of faster molecules relative to a Maxwell—Boltzmann distribution, we may expect such reactions to go faster. That will apply in particular to reactions involving the translationally hot O($^3$P) atoms from R1 and R4. On the other hand, reactions like R2 will be decelerated—there will be more reactive atoms and free radicals and fewer reservoir molecules, including ozone. The combined effect on ozone in the upper stratosphere will be a decrease in its abundance and altered diurnal variation.

Below the stratospheric ozone number density maximum, the effects of hot O($^3$P) atoms will need to be modelled carefully, given the diversity of molecular species in the lower stratosphere and troposphere. The possibility of rotational and even vibrational excitation of air molecules in general, including N$_2$ and O$_2$, should be considered. While hot O($^3$P), even with orders of magnitude greater number densities, cannot compete with O($^1$D) in terms of reactivity with H$_2$O to produce OH [17], it may react with hydrocarbons and the evidence shows it could affect C$_1$(T), the intermittency of temperature. A 23/9 dimensionality of the atmosphere [35,57] means that compared to a medium in which the law of mass action is satisfied—random access on relevant time scales to the entire 3D volume—reactions involving reactants of a given number densities will be accelerated in 23/9 dimensions.
9.3. Radiative Effects

The incoming solar flux has a radiation field showing a high degree of intermittency in its spectral distribution [58]. That will affect the course of the photodissociative evolution.

The calculation of spectral line shapes from first principles has long been [59] and still is [60] a complicated and difficult problem. The variation in line shape with pressure, temperature, and identity of collidants leads to great difficulty in a priori calculation of radiative transfer through the atmosphere from surface to stratopause. Accordingly, equilibrated laboratory experimental data are generally used. That makes the putative effect of hot photofragments somewhat speculative in the absence of the necessary laboratory experiments. If the effects are mainly evident in the far wings of a line, as they might be on the crude basis of impact theory, they will have spectral separation from the line centre where self-absorption is often limiting and so the wings will be more effective at absorbing and emitting radiation in the atmosphere.

In conjunction with the correlation of temperature and the ozone photodissociation rate with the intermittency of temperature, it should be noted that the temperature difference across the terminator in the ER-2 racetrack flights was consistent with direct solar heating of the sunlit air compared to that in the dark [23,33].

10. Meteorological Implications

Statistical multifractal analysis of airborne data yielded two further exponents beyond the intermittency \( C_1 \), namely \( H \) and \( \alpha \) which are described in Section 5 above. They could be evaluated, using double precision for \( C_1 \) for wind speed, temperature, and ozone for many flight segments from the NASA ER-2, WB57F and with the DC-8 ranging from pole to pole. The NOAA Gulfstream 4SP was also used over the east Pacific Ocean in the Northern Hemisphere in the upper troposphere and lower stratosphere, and deployed GPS dropsondes that enabled examination of the vertical scaling of wind speed, temperature, and humidity [61,62]. The vertical scaling of the horizontal wind speed is shown in Figure 7.

![Figure 7](image_url)

Figure 7. \( H \) is the scaling exponent in the vertical of the horizontal wind speed recorded by 315 GPS dropsondes from the NOAA G4-SP aircraft flying at an altitude of approximately 12–13 km in January–March 2006 [61] in the area bounded (21°–60° N, 128°–172° W). Each coloured set of points represents \( H \) and the black lines are the r.m.s. fits to the vertical shear across layers, increasing logarithmically upwards and labelled by the corresponding value of \( H \). The three lines labelled by
fractions are predictions by different theories. Gravity waves 1, Bolgiano-Obukhov 3/5, Kolmogorov 1/3. $H$ increases to near 0.75 at 12 km, where jet streams were encountered. Isotropy (Kolmogorov) is nowhere evident but is closest in the marine boundary layer.

The results in Figure 7 do not display a constant scaling parameter for the vertical scaling of the horizontal wind speed through the depth of the troposphere. The results suggest an effect of the presence of jet streams. During the Winter Storms missions during the January–March periods of 2004, 2005, and 2006, three kinds of jet streams were encountered [61,62]. For the three: PFJ (polar front jet), STJ (subtropical jet), and the SPNJ (stratospheric polar night jet) the scaling exponent $H(s)$, where $s$ is the wind speed is plotted against two conventional meteorological measures of jet stream strength in Figure 8. Both the jet stream depth (Figure 8a) and the difference between the maximum and minimum wind speeds (Figure 8b) showed a positive correlation with $H(s)$, spread over latitude bands stretching from 15° N to 45° N.

![Figure 8. Scaling exponent $H$ in the vertical for the horizontal wind speed from GPS dropsonde data; scatterplot against vertical observed measures of jet stream strength. Left (a), versus jet stream depth. Right (b), versus maximum wind shear. Note the positive correlation and consistency with Figures 7 and 9. The STJ is more organized than the PFJ.](image)

Figure 8a shows that, on average, the subtropical jet stream has a higher value of $H(s)$ than the polar front jet stream does. We will return to the possible consequences and implications stemming from this result in Section 11.3 below.

Since the scaling analysis of wind speed in the vertical gave a measure of jet stream strength, it was decided to extend the technique to the horizontal. That widened the scope considerably, via use of all suitable aircraft flight segments, from pole to pole. We note that there is strong evidence of connections between the tropospheric and stratospheric jet streams [63–66], including direct evidence of tropospheric air engaged in splitting the stratospheric vortex during sudden stratospheric warmings.

Plotting the $H$ against the cross-jet wind shear (Figure 9a) and against the cross-jet temperature gradient (Figure 9b) for the five polar missions listed shows a positive correlation. Taken together, the correlations displayed establish the ability of the multifractal analysis to characterize jet stream dynamics. Comparison of the few along-jet segments with the numerous cross-jet segments revealed the minimum $H$ as occurring along the jet, while the maximum was associated with flight across a very strong jet [67], as discussed in [24].
A further feature of the stratospheric polar night vortex in both the Arctic and the Antarctic was that the intermittency of ozone stayed constant even while the exponents evolved as the ozone loss developed as described in Chapter 4.3 of [33]. That was accompanied by the constancy of all three exponents for wind speed. Figure 8 of [24] shows how the strength of the polar night jet stream varies between the cross-jet and along jet directions.

Recent work indicates that the Arctic polar front jet stream has become ‘wavier’ under global heating from so-called greenhouse gases, resulting in severe winter weather outbreaks in midlatitudes [68–70]. That suggests that the multifractal techniques used on Arctic jet streams from 1989 to 2006 described above could be repeated two to three decades later to see if the scaling exponents have indeed changed under the influence of increased global heating.

11. Observational Tests

Statistical multifractal analysis of airborne observations has yielded, in the shape of scaling exponents $H$, $C_1$, and $\alpha$, insight into some physical processes operative in the atmosphere. In this section, some tests are suggested which have the potential to further this approach as regards the cold bias in free-running models, and to see if the scaling of jet streams offers any insight of their ‘waviness’ under the last three decades of global heating.

11.1. Laboratory Tests of Photodissociation in Nonequilibrium Air

The excitation of photofragments from $O_2$ and $O_3$ in R1, R3, and R4 was measured in high vacuum. Simulating the sun with a Xenon arc lamp using gas mixtures similar to air as a function of pressure and temperature would enable a test of whether the excited photofragments affected both the chemical composition, including the isotopes, of the ‘air’
and the line shapes of the radiatively significant gases such as CO$_2$, H$_2$O, CH$_4$, N$_2$O, and CFCs. Suitable analytical and spectroscopic diagnostic techniques would be required.


A payload that could measure $J$[O$_3$] is being deployed on the NASA WB57F [71]. It has a radiometer set up to measure $J$[NO$_2$]. Measurements of $J$[O$_3$] would enable comparison with the Arctic measurements of ozone photodissociation and temperature intermittency made in 1997 and 2000. Isotopic measurements would enhance the results. Repeating the decades old observations with modern instrumentation would expand the database and the confidence that could be placed in it. That platform can operate in the lower stratosphere and upper troposphere. Given the intermittency of the incident solar spectrum [58], $J$[O$_3$] should also be intermittent. Positive correlation of $C_1(J[O_3])$ versus $C_1(T)$ along flight segments would be conclusive.

An outstanding problem in the stratosphere occurs far above aircraft altitudes, regarding the cold bias in meteorological analyses compared to lidar observations [22,25]. A high-altitude balloon would seem to be the only option to test the $J$[O$_3$] vs. $C_1(T)$ correlation, possibly combined with dropsondes through the depth of the stratosphere.

Whether excited photofragments, especially translationally hot O($^3P$) atoms, have any detectable effects below the tropopause [17] could be tested from several research aircraft.

Large 4-engined turboprop aircraft such the C130 have investigated exchange around jet streams [38,72]. Other aircraft such as the MRF BAe 146, NOAA G4-SP, and the NCAR G5 could investigate the extratropical lower stratosphere and the troposphere. NASA has a fleet of research aircraft that operate throughout the atmosphere up to 21 km.

11.3. Airborne Observations of $H(s)$ and $H(T)$ along and across Jet Streams

All the aircraft listed are capable of testing whether the scaling exponents around the Arctic polar front jet stream reflect any increased ‘waviness’ from global heating arising from the increases in ‘greenhouse’ gases [68–70] since 1997–2006. That would be reflected in a decrease in $H(s)$ in the current atmosphere compared to that of 2–3 decades ago. If the results justified it, such flights could be extended to the Southern Hemisphere. Any such independent confirmation by high quality in situ observations would add insight to any dynamical changes in jet stream dynamics. More flights along jet streams in addition to transverse ones should be executed. Figure 8a shows the results from the NOAA G4-SP GPS dropsondes during the Winter Storms 2004-5-6 missions, illustrating the result that higher $H(s)$ values are generally associated with more organization in the jet stream.

11.4. Translational and Rotational Energies of N$_2$ and O$_2$

The major constituents of the atmosphere do have bands in atmospheric spectra, despite being homonuclear diatomic molecules and therefore having no first order electric dipole moment. Their line shapes could be examined for departures from those expected from an atmosphere having local thermodynamic equilibrium. O$_2$ has a triplet sigma ground state: it is a Hund’s Case (b) molecule [28] and the electron spins are coupled to the rotational axis, causing a magnetic dipole moment. The resulting spectra have been used to sound temperature profiles from the ER-2 [73].

A more demanding experiment would be to directly measure the translational velocities of N$_2$ and O$_2$ in air. Modern molecular beam techniques could be tried, and if successful could settle the issue of possible departures from local thermodynamic equilibrium.

12. Discussion and Conclusions

From Alder [48] to Zwanzig [49], it is clear what the basic principles are for molecular dynamical and nonequilibrium statistical mechanical approaches to the atmospheric state. It is equally clear that there are very substantial difficulties in solving the equations. Nevertheless, their work does point the way for the application of experimental and observational results to the problem, via statistical multifractality. A clear principle is that the generation
of organized and disorganized parts of fluid motion are not independent. That implies that the fluctuations are organized in the mechanisms revealed in [48], while the intimately linked generation of an operational temperature is disorganized. Respectively, they are the result of the work conducted by the Gibbs free energy and the dissipation enabled by entropy production, each resulting from the incoming solar beam of UV and visible photons and the outgoing IR flux from the entire planet. The fluctuations are manifested as the emergence of turbulence in observations and the dissipation as an operational temperature accompanied by IR emission to space.

The success of numerical models in weather prediction suggests that the assumption of local thermodynamic equilibrium in the troposphere and stratosphere works, provided the models are fed continually with observations. However, it is also true that small variations in initial conditions can take forecasts into large errors in a time scale of days [74]. The cumulative nonlinear effects of scaling and intermittency on temperature, spectral line shapes, and jet streams could significantly influence model projections of climate.

Tests are proposed to understand two current issues in the atmosphere. One is the extent of effects from photofragment excitation on temperature intermittency, especially in the upper stratosphere where a cold bias in model-based meteorological analyses exists relative to observations. Those effects could extend upwards into the mesosphere [22,75] and also affect the area of the winter polar vortex in the Southern Hemisphere stratosphere, which has been historically problematic in free running models, with the vortex area decreasing rather than increasing with altitude [76]. The other is whether the scaling exponents for temperature and wind speed in the polar front jet stream and its ‘waviness’ show any changes caused by global heating since they were last measured up to three decades ago. The present fleet of research aircraft are capable of making the necessary tests.
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