Optimization of the Processing Time of Cross-Correlation Spectra for Frequency Measurements of Noisy Signals
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Abstract: Accurate frequency measurement plays an important role in many industrial and robotic systems. However, different influences from the application’s environment cause signal noises, which complicate frequency measurement. In rough environments, small signals are intensively disturbed by noises. Thus, even negative Signal-to-Noise Ratios (SNR) are possible in practice. Thus, frequency measuring methods, which can be used for low SNR signals, are in great demand. In previous work, the method of cross-correlation spectrum has been developed as an alternative to Fast Fourier-Transformation or Continuous Wavelet Transformation. It is able to determine the frequencies of a signal under strong noise and is not affected by Heisenberg’s uncertainty principle. However, in its current version, its creation is computationally very intensive. Thus, its application to real-time operations is limited. In this article, a new way to create the cross-correlation spectrum is presented. It is capable of reducing the calculation time by 89% without significant accuracy loss. In simulations, it achieves an average deviation of less than 0.1% on sinusoidal signals with an SNR of −14 dB and a signal length of 2000 data points. When applied to “self-mixing”-interferometry signals, the method can reach a normalized root-mean-square error of 0.21% with the aid of an estimation method and an averaging algorithm. Therefore, further research of the method is recommended.
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1. Introduction

Measurement technology is an important part of many industrial and robotic systems. By accurately measuring physical parameters, robots are able to perceive their environment and fulfill their purpose correctly. Many sensors output signals, whose frequency depends on certain input stimuli [1,2]. These include piezoelectric sensors [3,4] or accelerometers [5]. Interferometers such as Laser Doppler Velocimeters or “self-mixing” interferometers use signal frequencies to measure physical parameters such as velocity and displacement etc. [6,7]. Thus, accurate frequency measurement is of great importance in measurement technology [8,9].

However, in practical applications, different effects cause signal noises, which complicate precise frequency measurement significantly. In the case of small signals, which are affected by intensive noise interferences, even negative Signal-to-Noise Ratios (SNR) are possible. Therefore, methods, which are capable of measuring frequencies of low SNR signals, are in great demand [9,10].

One established frequency measurement method is the Fast-Fourier-Transformation (FFT). It creates a signal spectrum that specifies which frequencies the signal consists of. However, the FFT does not provide information about frequency changes in the signal. The Short-Time Fourier Transformation (STFT) can solve this issue [11]. The signal is divided
into short signal parts and the frequency spectrum of each part is created. However, the signal partition deteriorates the frequency resolution significantly. That is because of Heisenberg’s uncertainty principle. According to it, an improvement in time resolution leads to the deterioration of frequency resolution and vice versa [9,11,12].

The Continuous Wavelet Transformation (CWT) has been developed to solve the resolution problems of STFT, but the method suffers from Heisenberg’s uncertainty principle too [13] and is only suitable for long-duration frequency signals containing short-duration high frequencies events [11]. CWT relies on the dilation of the window function, which results in a low time resolution and a high-frequency one for low frequencies and vice versa. In situations where high time and frequency resolutions are required simultaneously, the usage of CWT is not recommended [9].

In [9] the cross-correlation spectrum (CCS) was developed as an alternative to FFT and CWT. It is able to measure the frequencies of low SNR signals with high accuracy and can be used in any frequency domain. Furthermore, the frequency and time resolution are independent of each other and can be set separately by the user.

However, the method’s biggest issue is its processing time. Therefore, the application of CCS in real-time operations is limited in its current form. This paper presents a new calculation method to create the CCS. It is capable of reducing processing time significantly without significant accuracy loss.

The rest of the paper is organized as follows: Section 2 describes cross-correlation and CCS as fundamentals. In Sections 3 and 4, the specific elements of the new CCS method are presented. Mathematical backgrounds are described, and the element’s behavior is shown in simulations. Section 5 presents the new CCS method’s working principle, characteristics, and benefits and analyzes its performance via simulations compared to the original CCS. In Section 6, the new CCS method is validated by applying it to “self-mixing” interferometry (SMI) signals, which are explained in detail as well.

2. Fundamentals

2.1. Cross-Correlation

The cross-correlation function describes the similarity of two signals which have the time shift \( \tau \) between each other. In general, it is defined as followed [14]:

\[
\phi_{xy}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) \ast y(t - \tau) dt.
\] (1)

For the sake of simplicity, \( x(t) \) and \( y(t) \) will be called the reference signal and measuring signal moving forward. The discrete cross-correlation is calculated with the following equation:

\[
\phi_{xy}(k) = \lim_{N \to \infty} \frac{1}{2N} \sum_{n=-N}^{N-1} x(n) \ast y(n - k); \ (k = 0, 1, 2, \ldots, Z),
\] (2)

where \( N \) and \( k \) represent the number of discrete data points and the data shift. \( Z \) symbolizes the length of calculated cross-correlation \( \phi_{xy}(k) \).

In the literature, an asymmetrical version of the cross-correlation function is used as well. They are described by Equations (3) and (4) and differ from Equations (1) and (2) in some characteristics. For reasons of clarity, Equations (1) and (2) are called symmetrical cross-correlation functions in this article.

\[
\phi_{xy}(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} x(t) \ast y(t - \tau) dt
\] (3)

\[
\phi_{xy}(k) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} x(n) \ast y(n - k); \ (k \in \mathbb{Z}).
\] (4)
In [9], the symmetrical cross-correlation function between two trigonometric functions with different frequencies, amplitudes and phases (see Equations (5) and (6)) has been analyzed. The result is described by Equations (7)–(9).

\[ x(t) = A \sin(2\pi f_x t + \varphi_x) \] (5)
\[ y(t) = B \sin(2\pi f_y t + \varphi_y) + r(t) \] (6)
\[ \varphi_{xy}(\tau) = \lim_{T \to \infty} \frac{A B}{4T} \frac{\sin(2\pi T (f_x - f_y))}{\pi (f_x - f_y)} \] (7)
\[ W = \lim_{T \to \infty} \frac{A B}{4T} \frac{\sin(2\pi T (f_x + f_y))}{\pi (f_x + f_y)}. \] (9)

If you use asymmetrical cross-correlation (see Equation (3)), you get Equation (10) as a result. The phases of the cosine functions change and are dependent from the frequencies \( f_x \) and \( f_y \) as well as the number of data points used in cross-correlation \( T \). \( K \) and \( W \) remain the same.

\[ \varphi_{xy}(\tau) = K \cos(2\pi f_y \tau - (\varphi_x - \varphi_y)) - W \cos(2\pi f_y \tau + (\varphi_x + \varphi_y)) \] (10)

The cross-correlation consists of two cosine functions. They both have the frequency of the measuring signal but differ in phase and amplitude. With increasing \( T \), the amplitude of both cosine functions converges against zero.

In [9], two conclusions have been drawn from Equations (7)–(9): The second cosine function will converge faster than the first one, if the frequency difference of the signals is small. For example, if \( f_x = 100 \) kHz and \( f_y = 100.1 \) kHz applies, the ratio between the amplitude \( K \) and \( W \) is 2001:1. In this case, the second function can be neglected, and the cross-correlation be simplified to Equation (11):

\[ \varphi_{xy,symm}(\tau) = K \cos(2\pi f_y \tau + (\varphi_y - \varphi_x)). \] (11)

Analog to Equation (11), Equation (10) can be reduced to Equation (12):

\[ \varphi_{xy,unsymm}(\tau) = V \cos(2\pi f_y \tau - (\varphi_x - \varphi_y)) \] (12)

Furthermore, the cross-correlation’s amplitude is at its largest, when \( f_x = f_y \) is fulfilled. In this case, the parameter \( K \) is constant and not influenced by the parameter \( T \) (see Equation (13)).

\[ K = \lim_{T \to \infty} \frac{A B}{4T} \frac{\sin(2\pi T (f_x - f_y))}{\pi (f_x - f_y)} = \frac{A B}{2} \] (13)

If the measuring signal contains multiple frequencies (see Equation (14)), the cross-correlation function can be described with Equation (15).

\[ y(t) = \sum_{i=1}^{p} B_i \sin(2\pi f_{yi} t + \varphi_{yi}) \] (14)
\[ \varphi_{xy,y}(\tau) = \sum_{i=1}^{p} K_i \cos(2\pi f_{yi} \tau - (\varphi_{yi} - \varphi_x)) = \sum_{i=1}^{p} \varphi_{xy,i}(\tau), \] (15)
The resulting cross-correlation function $\phi_{xy}(\tau)$ is a superposition of the cross-correlations between the reference signal and each component of the measuring signal. Each cross-correlation function $\phi_{xy}(\tau)$ has its highest amplitude, if $f_x$ equals their specific frequency $f_y$.

### 2.2. Cross-Correlation Spectrum

Based on Equations (14)–(16) and the fact from the Fourier analysis that a signal can be approximated with a linear combination of trigonometric functions, ref. [9] has introduced and described the cross-correlation spectrum (CCS) as an alternative way to FFT and CWT. It visualizes the amplitude of the cross-correlation function between the measuring signal $y(n)$ (see Equation (14)) and the sinus function $x_{f_0}(n)$ (see Equation (17)) as a function of the reference signal’s frequency $f_w$ (see Equation (18) or (19)).

$$x_{f_0}(k) = \sin\left(2\pi \cdot f_w \cdot \frac{k}{f_s}\right)$$  \hspace{1cm} \text{(17)}

$$K_{\text{unsym}}(f_w) = \left| \sum_{i=1}^{p} \frac{B_i}{2N} \cdot \frac{\sin\left(\pi N \cdot (f_w - f_y)\right)}{\pi \cdot (f_w - f_y)} \right|$$ \hspace{1cm} \text{(18)}

$$K_{\text{symm}}(f_w) = \left| \sum_{i=1}^{p} \frac{B_i}{4N} \cdot \frac{\sin(2\pi N \cdot (f_w - f_y))}{\pi \cdot (f_w - f_y)} \right|.$$ \hspace{1cm} \text{(19)}

The CCS can be generated as followed (see Figure 1):

1. The CCS’s frequency range $[f_a; f_e]$ and the frequency resolution $\Delta f$ are set by the user. $w$ is set to 0;
2. $f_w$ is initialized to $f_a$ ($f_w = f_a$);
3. The sine function $x_{f_0}(n)$ is generated according to Equation (17);
4. The cross-correlation function $\phi_{x_{f_0}y}(k)$ between the $x_{f_0}(n)$ and the measuring signal $y(n)$ is calculated;
5. The cross-correlation spectrum’s value $K(f_w)$ for the current frequency $f_w$ is determined by identifying the amplitude of the cross-correlation function $\phi_{x_{f_0}y}(k)$. In [13], it is accomplished by finding the function’s maximum value;
6. The frequency $f_w$ is increased by $\Delta f$, i.e., $w = w + 1$;
7. The steps from 3–6 are repeated, until $K(f_w = f_e)$ has been determined.

Figure 2 visualizes an exemplary CCS. Here, a simple sine function of the frequency 10 kHz is used as the measuring signal. The result resembles the absolute function of a sine cardinal, which has its global maximum at the measuring signals’ frequency. That makes
the CCS a valid method to generate information about the frequencies of the measuring signal [9].

![Figure 2. Cross-correlation spectrum of a sine function [9].](image)

In Figure 3 the method’s ability to determine multiple signal frequencies is verified by adding a harmonic with a frequency of 20 kHz to the signal from Figure 2. In the resulting CCS, you can see two local maxima, which are positioned at the signal’s frequencies. The maxima’s value seems to depend on the corresponding harmonic’s amplitude. So, the method can not only recognize the different frequency components of the measuring signal, but their relative amplitude ratios as well [9].

![Figure 3. Cross-correlation spectrum of a harmonic with the amplitude (a) 0.1 and (b) 0.5 [9].](image)

If the signal frequencies are close to each other, the resulting spectrum becomes the superposition of the functions representing the respective frequencies. This is shown in Figure 4, which visualizes the CCSs of two simple sine functions with different frequencies as well as the spectrum of the two sine functions’ sum [9].

In contrast to FFT and CWT, the frequency and time resolution of the CCS are not dependent from each other. Both can be set separately by the user. Thus, resolution problems can be reduced to a minimum. CCS makes frequency measurements with high time and frequency resolutions possible. Therefore, many limitations associated with FFT and CWT can be prevented with CCS [9].

However, the generation of a CCS in its current version is computationally intensive. In [9], each spectrum value \( K(f_w) \) is determined by calculating at least one period of a cross-correlation function and finding the period’s absolute maximum value. This makes real-time application very difficult. Thus, a new version of the cross-correlation spectrum with reduced processing time is described in the following sections.
Figure 4. Cross-correlation spectra of the sinus signals and their sum [9].

3. New Version of Cross-Correlation Spectrum

3.1. Theory

To reduce processing time, a new calculation method of \( K(f_w) \) is required. For this purpose, Equation (11) has been analyzed. To gain \( K(f_w) \), the largest absolute value of Equation (11) must be determined. This applies if the Equations (20) and (21) are fulfilled.

\[
\cos(2\pi \star f_y \star \tau + (\varphi_x - \varphi_y)) = \pm 1
\]  
(20)

\[
2\pi \star f_y \star \tau + (\varphi_x - \varphi_y) = z \star \pi \in N_0.
\]  
(21)

The processing time is minimized, if only one value of the cross-correlation function is required to gain \( K(f_w) \). To achieve that, one value of \( \tau \), which fulfills Equations (20) and (21), is needed. Under the following condition, \( \tau = 0 \) would fulfill the requirements.

\[
\varphi_x = \varphi_y.
\]  
(22)

This case represents the foundation of the processing method presented here. Since the phase \( \varphi_x \) is part of the reference signal, it can be determined by the user himself. If the user has precisely determined the phase of the measuring signal \( \varphi_y \), he can equate \( \varphi_x \) with \( \varphi_y \). In this case, only the cross-correlation value at \( \tau = 0 \) needs to be calculated, to determine the amplitude of the cross-correlation function. That way, the calculation effort for the cross-correlation spectrum can be significantly reduced.

3.2. Simulations

In the following, simulations are carried out to verify the new method and compare it with the previous version of CCS. At first, symmetrical cross-correlation is used to generate the new version of CCS.

The first simulation generates the CCS with the new and the previous calculation method under the same conditions. The signal phase is known and is used in the new calculation method.

Figure 5 shows the resulting spectrums. If the phases of the reference and measuring signal match each other, there is no difference between the two versions, but in the new calculation method, information about the measuring signal phase is relevant and influences the amplitude of the cross-correlation function. For this reason, the next simulation investigates the extent to which phase differences between the reference and measuring signals affect the shape of the CCS. The result is visualized in Figure 6. The form of the CCS remains the same as the measuring signal’s phase increases, but its amplitude is reduced.

In the following simulation, the accuracy of the new CCS is analyzed on signals with different SNRs and subsequently compared with the previous method’s accuracy. Furthermore, the influence of phase information on the accuracy has been analyzed by setting the phase difference between reference and measuring signals to 0.5 and 1 rad. For
each SNR, the frequency of 300 measuring signals was determined using both CCS versions. In each case, the signal length was 2000 data points. The results are visualized in Figure 7.

![Figure 5. Comparison of original and new CCS.](image)

![Figure 6. New CCS with different phase differences between reference and measuring signal.](image)

![Figure 7. Accuracy of original and new CCS under different SNR.](image)

In the case of no phase deviation between reference and measuring signal, the new CCS shows the better results. If the noise suppression is insufficient, the previous CCS version proves to be more susceptible to interference than the new one. Beginning from a SNR of $-4$ dB, the new method’s accuracy is 0.01%. Above 9 dB, the accuracy is even below 0.001%. Thus, the new CCS using symmetrical cross-correlation is not only able to reduce the calculation time, but it can also improve the measuring accuracy, if correct phase information is available. However, with increasing the phase difference between reference and measuring signal, the accuracy deteriorates. With a deviation of 0.5 rad the new CCS’s accuracy is similar to the original CCS’s one. At 1 rad, the accuracies have become worse. However, even in this case, the frequency measurements are precise for SNR above $-10$ dB.
In general, the relationship between the phase difference and the new CCS’s accuracy is described in Table 1.

<table>
<thead>
<tr>
<th>Phase Difference</th>
<th>Behavior of Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0; 0.5π]</td>
<td>Increasing phase difference leads to accuracy deterioration</td>
</tr>
<tr>
<td>[0.5π; π]</td>
<td>Increasing phase difference leads to accuracy improvement</td>
</tr>
<tr>
<td>[π; 1.5π]</td>
<td>Increasing phase difference leads to accuracy deterioration</td>
</tr>
<tr>
<td>[1.5π; 2π]</td>
<td>Increasing phase difference leads to accuracy improvement</td>
</tr>
</tbody>
</table>

This behavior can be explained mathematically. If Equation (1) is used in Equation (18) and the condition \( \tau = 0 \) taken into account, the following equation arises:

\[
K(f_w) = |\phi_{f_x,y,symm}(0)| = |\cos(\phi_y - \phi_x)\frac{A \times B \times (\sin(2\pi \times T \times (f_x - f_y))}{T \times 4\pi \times (f_x - f_y)}|.
\]  

(23)

Here, the CCS is an absolute sine-function, whose amplitude reduces with increasing difference between \( f_x \) and \( f_y \). The relationship between the phase difference \( \phi_y - \phi_x \) and the CCS’s amplitude is a cosinus-function and leads to the CCS’s accuracy behavior shown in Table 1.

The following simulations analyze the new method’s performance using the asymmetrical cross-correlation function. At first, the simulation of Figure 5 is repeated using asymmetrical cross-correlation and its results are visualized in Figure 8.

![Figure 8. Original CCS and new CCS using asymmetrical cross-correlation.](image)

Both spectra are sinc-functions. However, the CCS of the new calculation method is much narrower, if asymmetrical cross-correlation is used. The behavior of the simplified cross-correlation spectrum with asymmetrical cross-correlation can be justified mathematically. If Equation (3) is used in Equation (18) and the conditions \( \phi_x = \phi_y \) and \( \tau = 0 \) are taken into account, the following equation results:

\[
K(f_w) = |\phi_{f_x,y,unsymm}(0)| = |\frac{A \times B \times (\sin(2\pi \times T \times (f_x - f_y))}{T \times 4\pi \times (f_x - f_y)}|.
\]  

(24)

Compared to Equation (8), which describes the amplitude of the regular cross-correlation spectrum, the angular velocity \( \omega = 2\pi \times T \) of the sine component has doubled in Equation (24). This explains, why only half as many data points are required for the same compression. This can be considered a positive result, as the CCS becomes more precise this way.

The next simulation examines, how the usage of the asymmetrical cross-correlation affects the new CCS, when there are phase differences between the measuring and reference signals. Figure 9 compares the CCS with and without phase differences.
The phase difference between the reference and measuring signal \(\phi_x - \phi_y\) ... generated with a reference signal of the same frequency as the measuring signal. The result is visualized in Figure 11.

If the phase information is correct, the used cross-correlation version does not appear to have any significant impact on the frequency measurement accuracy. Even though a finer spectrum is created with asymmetrical cross-correlation, the noise reduction remains the same.

4. Phase Measurement Using Cross Correlation

In the following simulations, the use of asymmetrical and symmetrical cross-correlation in phase measurement is tested. The idea is to generate the cross-correlation between the measuring signal and the reference signal described by Equation (26). Afterwards, the measuring signal’s phase \(\phi_y\) is measured by determining the cross-correlation function’s...
phase $\varphi_{xy}$ using the discrete Fourier series (=DFR) and Equation (27). That way, a reduction of noise power and subsequently more precise phase measurement should be achieved.

$$x(t) = \sin(2\pi f_x t)$$  \hspace{1cm} (26)

$$\varphi_y = \varphi_{xy} - \frac{\pi}{2}.$$  \hspace{1cm} (27)

Next, the measurement method's performance is evaluated at different SNRs and compared with the accuracies achieved by simply using DFR. A noisy sinusoidal signal with a frequency of 1 kHz and a phase of 1.23 rad, which was sampled at a frequency of 100 kHz, is considered. The cross correlation function is generated with a reference signal of the same frequency as the measuring signal. The result is visualized in Figure 11.

![Figure 11](image11.png)

Figure 11. Accuracy of phase measurement at different SNR.

Significant improvements result from the use of cross-correlation. The version of the cross-correlation function does not influence the accuracy in these circumstances. Even with an SNR of 0 dB, the average error is below 0.04 rad. At lower SNR, the error increases, but even with an SNR of −20 dB, the average error is below 0.5 rad and thus significantly lower than without cross-correlation.

In reality, you cannot assume that the reference and measuring signal have the same frequency. Therefore, it is important to analyze how the method performs, if a frequency difference between the reference and measuring signal exists. At first, the method has been tested with noise-free signals. The reference signal's frequency is varied in 0.05 Hz steps between 1000 and 1010 Hz, while the frequency and phase of the measuring signal is 1000 Hz and 0 rad. 500 data points have been used for the cross-correlation function. Figure 12 shows the measured phases using both versions of the cross-correlation function.

![Figure 12](image12.png)

Figure 12. Phase of cross-correlation functions at different frequencies of reference signal (Hz).
If asymmetrical cross-correlation is used, the frequency differences cause a phase shift in the cross-correlation function, which is proportional to the frequency difference. The symmetrical cross-correlation does not have this issue. Thus, moving forward, only symmetrical cross-correlation is going to be considered for phase measurement.

The last simulation examines which influence frequency differences between reference and measuring signal have on the method’s accuracy. The reference signal’s frequency is set to 1020.41 Hz and the accuracy compared to the one without frequency differences. The results are shown in Figure 13.

![Figure 13. Average deviation of phase measurement at different SNR.](image)

As the frequency difference increases, the average phase deviation does so as well. This is mainly due to the fact that the amplitude of the cross-correlation function and thus also the SNR of the cross-correlation function decreases as the frequency difference increases. So overall, phase measurement using cross-correlation is possible in the case of frequency differences. However, the more accurate the frequency information is, the better the results.

5. Frequency and Phase Measurement Method

Section 3 has shown that the new CCS can not only reduce processing time but can also achieve frequency measurements that are as accurate as with the original CCS. However, phase differences between the reference and measuring signals lead to undesired changes in the spectrum. Before using the new CCS in frequency measurements, correct phase information has to be available. With the symmetrical cross-correlation function, accurate phase measurements of noisy signals are possible but, here, frequency differences between the reference and measuring signals have a negative effect on the phase measuring accuracy. Thus, there is a correlation between the new CCS and the phase measurement method using cross-correlation. The output of one method is the input of the other one and vice versa.

Based on these findings, a new method has been developed, which is visualized in Figure 14. After rough frequency estimation with the new CCS, the signal phase is measured using a symmetrical cross-correlation function and a discrete Fourier series. Afterwards, the new CCS method is repeated with the phase information, to measure the frequency accurately. For the new CCS, asymmetrical cross-correlation is used, as it provides a finer and thus more precise spectrum (see Figure 8), where the risk that the sinc-functions of frequencies mix with each other is significantly reduced. The iterative self-correction algorithm of [14] is used in the phase measurement to reduce errors due to the asynchrony between the signal and sampling frequency.

Figure 15 shows the frequency measuring accuracy of the new CCS method compared to the original CCS’s one. In the simulation, the frequency of 300 measuring signals for each SNR was determined with the methods. Signal sections with a length of 2000 data points have been used in both methods.
properties such as displacement, speed or vibration [15]. If a turntable is used as the target object, a linear relationship between the SMI-signal’s frequency (=Doppler frequency) and the turntable’s rotational speed $\omega$ exists (see Equation (28)) [7,9]:

$$f_0(\omega) = 6\times \theta \times \omega \times \beta (\alpha)$$

(28)

Figure 14. New CCS method.

The following simulation will examine the processing times of the original CCS and the new CCS method. Both methods are carried out on a signal with a frequency of 1 kHz and the calculation times are recorded. The sampling frequency is 100 kHz. For the CCS, the resolution and the frequency range under consideration have been set at 1 Hz and 900 to 1100 Hz. 2000 data points are used for the cross-correlation spectra, while 500 data points are used for the cross-correlation function of the phase measurement. In Table 2 the average processing times of both methods with the described settings are visualized.

Table 2. Average processing time of original CCS and the new method.

<table>
<thead>
<tr>
<th></th>
<th>Original CCS</th>
<th>New CCS Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>286.93 ms</td>
<td>30.82 ms</td>
</tr>
</tbody>
</table>

6. Application Example

6.1. Self-Mixing Interferometry

As in [9], the new CCS method’s accuracy to measure frequencies will be validated on SMI signals. SMI is a measurement technology, in which a laser beam is reflected from a target object, back into the laser cavity (see Figure 16). This results in interferences between the light generated inside the laser and the reflected one, which change the laser’s amplitude and frequency. When a built-in photodiode senses the laser’s output power, one can obtain a signal (=SMI-signal), which can be used for measurements of physical properties such as displacement, speed or vibration [15]. If a turntable is used as the target object, a linear relationship between the SMI-signal’s frequency (=Doppler frequency) and the turntable’s rotational speed $\omega$ exists (see Equation (28)) [7,9]:

$$f_0(\omega) = 6\times \theta \times \omega \times \beta (\alpha)$$

(28)

Figure 15. Accuracy of new CCS method compared to original CCS.

Compared to the original CCS, the new CCS method’s accuracy is only slightly worse. In SNRs higher than $-14$ dB the new method shows an accuracy of 0.1% in the frequency measurement. Beginning from $-7$ dB, the accuracy is at 0.01%. Considering that the calculation time can be significantly reduced with the new method, the results are convincing.

The following simulation will examine the processing times of the original CCS and the new CCS method. Both methods are carried out on a signal with a frequency of 1 kHz and the calculation times are recorded. The sampling frequency is 100 kHz. For the CCS, the resolution and the frequency range under consideration have been set at 1 Hz and 900 to 1100 Hz. 2000 data points are used for the cross-correlation spectra, while 500 data points are used for the cross-correlation function of the phase measurement. In Table 2 the average processing times of both methods with the described settings are visualized. With the new CCS method, the processing time can be reduced by 89.26%, which proves to be a significant improvement.

Table 2. Average processing time of original CCS and the new method.

<table>
<thead>
<tr>
<th></th>
<th>Original CCS</th>
<th>New CCS Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>286.93 ms</td>
<td>30.82 ms</td>
</tr>
</tbody>
</table>
object, a linear relationship between the SMI-signal’s frequency (=Doppler frequency) \( f_D \) and the turntable’s rotational speed \( \omega \) exists (see Equation (28)) [7,9]:

\[
f_D(\omega) = \frac{2 \times \omega \times r \times \cos(\theta)}{\lambda}.
\]  (28)

\( \lambda \) represents the laser diode’s wavelength, while \( r \) and \( \theta \) symbolize the target object’s radius and the incident angle between the laser and the target object’s moving direction.

With SMI-signals, the direct measurement of the target’s rotational speed is possible. Because of the method’s inherently high resolutions [16], which are not influenced by the target’s speed, there are no resolution issues in low-speed ranges. Therefore, self-mixing interferometry has become a promising solution for rotational speed measurements.

Many issues are linked to the usage of self-mixing-interferometry. A major one is spectral broadening. It results from different aspects such as the vibration, speckle effect and profile add uncertainty, change of surface or velocity distribution over the light spot region [18] and results in frequency and amplitude modulations of the SMI signal [19]. Ref. [20] has conducted a comprehensive analysis of factors influencing the spectrum of the SMI signal and identified a vast list of major and minor elements. Besides spectral broadening, the SMI-signal is often corrupted by dynamic offsets due to environmental influences, system instabilities or by additive noises [16], which are caused by environmental aspects such as electromagnetic interferences etc. [9].

Figure 17 shows a typical SMI signal. It is a sinusoidal signal that is disturbed by additive noise as well as frequency and amplitude modulation. All these factors complicate the precise measurement of rotational speed using self-mixing interferometry. Thus, robust signal processing methods are required.
To obtain SMI-signals for the experiments, the same test system as in [9] is used (see Figure 18). A laser driver turns the power supply’s output into a constant current, which runs a sensor head consisting of two lenses and a commercial 785 nm laser diode with an integrated photo diode. The sensor head targets a turntable mounted on the shaft of a Yaskawa SGMJV-02A3E6S servo motor. The motor is controlled by a computer with the servo drive Yaskawa SGDV-1R6A01B002000 and rotates the turntable with a constant rotational speed. To provide a good velocity reference, the speed is measured by a 21-bit optical encoder [15]. The integrated photo diode detects the optical feedback, generated by self-mixing interferometry, and sends its output to a preprocessing circuit. Finally, the circuit extracts and amplifies the SMI-signal and sends it to an oscilloscope for further analysis. The test system uses an 8-bit DSO1024A oscilloscope of Agilent with a bandwidth of 200 MHz [9].

The experiments are designed to validate the method’s ability to detect signal frequencies and analyze its measurement accuracy. Because of spectral broadening, the original frequency of the SMI signal is estimated with the same estimation method as in [9]. Furthermore, the averaging window from [9] is used to compensate errors due to frequency modulation in the SMI signal.

With the new CCS method, one must take into account that only the phase of the signal part, whose frequency has the highest power in the viewed frequency range, is determined. Accordingly, only the sine cardinalis of the correlating signal part is visualized correctly in the CCS. The sinus cardinalis of the other signal frequencies can still show erroneous amplitudes. To determine the phases of all signal parts and to optimize the CCS accordingly, one should divide the viewed frequency range into several areas. Ideally, each area contains the frequency of one signal part. Then, the algorithm is carried out on each area. This way, the amplitudes of the respective signal frequencies are correctly visualized in the CCS.

### 6.2. Experiments on SMI-Signals

The first experiment aims to analyze how well the new method can provide information about a signal’s frequencies compared to the previous version of the CCS. Thus, the first experiment from [9] has been repeated with the new method. Figure 19 visualizes the CCS of the new method and the old CCS of an SMI signal with a length of 10,240 data points. The sampling frequency is 12.5 MHz.

Overall, the new CCS stays within the original one. Compared to the original CCS, the new one proves to be finer. Frequencies, which are close to each other, can be better distinguished from one another, since there is less risk that the sinc-functions of the respective frequencies mix with each other. Thus, the CCS has become more precise.

With the experiment setup from Figure 18, the new method’s ability to measure rotational speed is tested. According to Equation (26), one needs the incident angle to calculate the rotational speed from the Doppler frequency. However, if the laser’s direction, position and thus the laser incident angle is fixed, the characteristic line between rotational...
speed and Doppler frequency can be obtained by calibrating the measuring system. If the characteristic line is linear and its slope known, the rotational speed can be derived easily from the Doppler frequency. Therefore, the experiment aims at finding the linearity and accuracy of the proposed method in frequency measurement. The first 3000 data points of each dataset have been used for the CCS. In addition to that, the average window’s size has been set to 20. For each speed, the same frequency ranges as in [9] are used.

\[
\text{Figure 19. Spectrum of normalized original CCS and new CCS methods.}
\]

In the first step, the linearity between the results and the turntable’s rotational speed has been validated. For this purpose, a characteristic line has been created by using linear regression from the average values of 50 datasets for each rotational speed. Figure 20 visualizes the results, while Table 3 compares the linearity of the new method, the old CCS, and the method of [17], where a signal selection algorithm, autocorrelation and an averaging window are used for the measurement of the Doppler frequency.

\[
\text{Figure 20. Linearity between Doppler frequency and rotational speed (Reprinted with permission from [16] © Dr. Hui Sun).}
\]

Table 4 shows the accuracy of the method in [17], the original CCS and the new method as the normalized root mean square error (NRMSE) of its results. In both cases, the average Doppler frequencies of the respective velocities have been used as the reference of the NRMSE.
Table 3. Linearity of method in [17], original CCS and new CCS method.

<table>
<thead>
<tr>
<th>Rotational Speed in RPM</th>
<th>Linearity of Method in [19]</th>
<th>Linearity with Original CCS (%</th>
<th>Linearity with New CCS Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>−0.21</td>
<td>−0.24%</td>
<td>+0.23%</td>
</tr>
<tr>
<td>10</td>
<td>−0.18</td>
<td>−0.20%</td>
<td>+0.20%</td>
</tr>
<tr>
<td>20</td>
<td>−0.10</td>
<td>−0.06%</td>
<td>+0.08%</td>
</tr>
<tr>
<td>30</td>
<td>+0.01</td>
<td>0.03%</td>
<td>−0.00%</td>
</tr>
<tr>
<td>40</td>
<td>+0.10</td>
<td>0.09%</td>
<td>−0.10%</td>
</tr>
<tr>
<td>50</td>
<td>+0.14</td>
<td>0.11%</td>
<td>−0.10%</td>
</tr>
<tr>
<td>75</td>
<td>+0.31</td>
<td>0.35%</td>
<td>−0.27%</td>
</tr>
<tr>
<td>100</td>
<td>+0.21</td>
<td>0.40%</td>
<td>+0.32%</td>
</tr>
<tr>
<td>125</td>
<td>−0.26</td>
<td>−0.21%</td>
<td>+0.14%</td>
</tr>
<tr>
<td>150</td>
<td>−0.12</td>
<td>−0.16%</td>
<td>+0.10%</td>
</tr>
<tr>
<td>175</td>
<td>+0.18</td>
<td>0.03%</td>
<td>+0.02%</td>
</tr>
<tr>
<td>200</td>
<td>−0.21</td>
<td>−0.12%</td>
<td>+0.18%</td>
</tr>
</tbody>
</table>

Table 4. NRMSE of results using the method of [17], original CCS and new CCS method.

<table>
<thead>
<tr>
<th>Rotational Speed (RPM)</th>
<th>NRMSE of Method in [19]</th>
<th>NRMSE with Original CCS (%)</th>
<th>NRMSE with New CCS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.16</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>10</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>30</td>
<td>0.08</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>40</td>
<td>0.15</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>50</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>75</td>
<td>0.07</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>100</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>125</td>
<td>0.06</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>150</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>175</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>200</td>
<td>0.06</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 4 shows that the new method can measure the Doppler frequencies accurately, as the NRMSE stays below 0.22%. Compared to the original CCS, the accuracy has deteriorated up to 0.04%. However, considering that the new method can reduce the calculation time by up to 89%, it can be considered significant progress. In comparison to the results in [17], the new method’s accuracy is worse as well. That is because the method in [17] has been specifically designed for SMI signals, while the CCS is supposed to be used for signal frequency measurements in general. Thus, the new method’s accuracy is still convincing. So altogether, the results of the new methodology prove to be promising and a significant advance in frequency measurement.

7. Discussions

In this paper, a new way to create the cross-correlation spectrum (CCS) for frequency measurements of signals with low SNR is presented. It aims to reduce processing time to enable real-time application.

In its original version, each spectrum value is determined by calculating at least one period of a cross-correlation function and finding the function’s absolute maximum value. In the new CCS, the processing time is minimized by calculating only one value of the cross-correlation function. If the measuring signal’s phase is known, the reference signal’s phase can be given the same value. That way the cross-correlation function’s value at \( \tau = 0 \) represents the CCS’s value. If asymmetrical cross-correlation is used for the new CCS, the resulting sinc-function becomes narrower and thus the spectrum more precise. Therefore, the method not only reduces processing time, but also provides better accuracies if the measuring signal’s phase is known. However, the new CCS with asymmetrical
cross-correlation gets deformed by phase differences between the reference and measuring signals. This deteriorates the frequency measurement significantly.

To measure the phase of noisy signals, the discrete Fourier series of a symmetrical cross-correlation function between a reference signal and the measuring signal can be used. The cross-correlation function reduces the noise power and subsequently leads to more accurate results.

Based on the findings, a new CCS method has been developed. It consists of a rough frequency estimation using the new CCS with asymmetrical cross-correlation, a phase measurement using symmetrical cross-correlation and a final frequency measurement using the new CCS with the asymmetrical cross-correlation.

In simulations the new CCS’s accuracy is only slightly worse than the original CCS’s one, but considering that the calculation time can be reduced with the new method by 89.26%, the results are still convincing.

Finally, the results have been validated by testing them on SMI signals. The method has achieved an NRMSE of 0.21%, which confirms the simulation results.

The new CCS method provides a significant improvement in processing time and thus represents progress in the goal to enable precise real-time frequency measurement of signals with low SNR.

In this paper, the time reduction has been achieved by solely changing the calculation method of the CCS. The following points provide further potential for processing time reductions:

- Creating reference signals with different frequencies can require a lot of processing time, which could be reduced by improved algorithms;
- Depending on the application’s requirement, the spectrum’s resolution could vary in different frequency ranges. While a lower resolution is initially used, critical frequency ranges could be assigned higher resolutions. This way, an optimum between accuracy and computational effort could be achieved.

Author Contributions: Conceptualization, Y.L.; methodology, Y.L., J.L. and R.K.; software, Y.L.; validation, Y.L.; formal analysis, Y.L. and J.L.; investigation, Y.L.; resources, Y.L., J.L. and R.K.; data curation, Y.L.; writing—original draft preparation, Y.L.; writing—review and editing, Y.L., J.L. and R.K.; visualization, Y.L.; supervision, J.L. and R.K.; project administration, J.L. and R.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Restrictions apply to the availability of these data. Data was obtained from ChenYang Technologies GmbH & Co. KG and are available from Y.L. with the permission of ChenYang Technologies GmbH & Co. KG.

Conflicts of Interest: Y.L. is employee of ChenYang Technologies GmbH & Co. KG; J.L. is owner of ChenYang Technologies GmbH & Co. KG.

References


