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Abstract: Virtual experiments (VEs) and digital twins (DTs), pivotal for realizing European strategic policies on sustainability and digitalization within Industry 4.0 and the European Green Deal, simulate physical systems and characteristics in a virtual environment, with DTs incorporating dynamic inputs from and outputs to the real-world counterpart. To ensure confidence in their use and outcomes, traceability and methods to evaluate measurement uncertainty are needed, topics that are hardly covered by the literature so far. This paper provides a harmonized definition of VEs and DTs and introduces a framework for evaluating measurement uncertainty. Furthermore, it discusses how to propagate the uncertainty of the contributions coming from the different parts of the DT. For the core part of the DT, the framework derived for VEs can be used. For the physical-to-virtual (P2V) connection and the virtual-to-physical (V2P) connection, additional sources of uncertainty need to be considered. This paper provides a metrological framework for taking all these uncertainty contributions into account while describing a framework to establish traceability for DTs. Two case studies are presented to demonstrate the proposed methodology considering industrially relevant measuring instruments and devices, namely, a coordinate measuring machine (CMM) and a collaborative robot arm (cobot).
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1. Introduction

In the course of digitalization, the importance of modeling and simulating real-world processes in a computer is rapidly increasing. For example, nowadays, simulations are used to gain a better understanding of a corresponding real experiment or to support the planning of new experimental set-ups. In this development, the task of metrology institutes is to develop rules to ensure confidence in simulation results so that they can be used in a similar way as, or in conjunction with, real measurements.

In this paper, we distinguish between virtual experiments (VEs) and digital twins (DTs). Both are simulation models that accurately replicate physical systems and their characteristics in a virtual environment. In contrast with VEs, DTs also include dynamic updates of the virtual model according to the observed state of its real counterpart and a dynamic control of the latter. Hence, they include a physical-to-virtual (P2V) connection,
through which the physical entity is transferred into the virtual environment, and a virtual-
to-physical (V2P) connection, which implements control strategies to achieve target results in
the physical system [1].

In the literature, various definitions of the term “digital twin” can be found, covering
a wide range of applications. The term “virtual experiment”, on the other hand, is almost
exclusively used in the context of science education describing (interactive) simulations [2].
In other disciplines, the above-described simulation model without automatic data ex-
change between the physical system and the digital model (which will be called VE in
this manuscript) is referred to as virtual twin [3], computer model [4,5], digital model [6], or
simply model [7]. The following two paragraphs summarize the concepts of VE’s and DT’s as
described in the literature.

1.1. VEs in the Literature

In ref. [8], a VE is stated to be a numerical model of an experiment or a measurement process.
It produces virtual data whose properties reflect those of the data observed in the corresponding
real experiment. A formal mathematical description of a VE using the notation of a statistical
model with attention to the challenges in measurement processes is given in ref. [9].
In ref. [10], VEs are carried out to mimic the physical experiment and to investigate the
behavior of the real measurement device. Illuminating the connection between a VE and
the required digital representation of the measurement instrument, in refs. [11,12], the term
virtual instrument is used for such a scenario. In this context, one of the main goals of the
VE is to perform an uncertainty evaluation in conjunction with real measurement data,
which will also be of primary interest in this work. In other publications where specific
measurement devices and processes are modeled, similar terms describing their virtual
representation are used, like virtual coordinate measuring machine (VCMM) in refs. [12,13],
virtual flow meter in ref. [14,15], or virtual tilted-wave interferometer in ref. [10].

Another formal mathematical description of a similar concept can be found in refs. [4,5],
where the term computer model is used for the implementation of complex mathematical
models in computer codes.

In several publications, the concept that we call VE in this manuscript is only defined
in the context of DT’s, mainly with the aim of distinguishing the DT from general computing
models and simulations [6]. In ref. [7], the term model is used. There, it is stated that a DT
without a physical twin is a model. Chinesta et al. [3] use the term virtual twin for emulating a
physical system by one, or more, mathematical model to describe its complex behavior. According
to their definition, such usual numerical models in engineering practice are something static
because they are not expected to be continuously fed by data so as to assimilate them [3]. In ref. [6],
where the terms digital model, digital shadow, and DT are defined, the automatic flow of data
is also the key aspect to distinguish between the three concepts. There, a digital model is a
digital version of a pre-existing or planned physical object [...] with no automatic data exchange
between the physical model and digital model. They state that this means once the digital model
is created, a change made to the physical object has no impact on the digital model either way.
A digital shadow, on the other hand, has a one-way flow between the physical and digital object.
This means that a change in the state of the physical object leads to a change in the digital object
and not vice versa. A flow of data in both directions then characterizes a DT. Here, a change
made to the physical object automatically leads to a change in the digital object and vice versa [6].

1.2. DT’s in the Literature

The concept of DT’s was introduced by Grieves and Vickers from NASA as a virtual rep-
resentation of a physical object also containing digital information of such product [16,17]. The DT
concept was developed in the context of product life-cycle management, and has since been
applied in many fields: predictive maintenance [18] and real-time control and monitoring
of buildings and bridges for civil engineering [19], manufacturing technologies [20–22] and
assembling [20,23] and disassembling [24] processes and related products [1], workflow
for factory logistics [25,26], healthcare [27,28], energy applications for plants to optimize
resource production efficiency [29–31], and smart cities to control and optimize traffic and resources within an integrated IT framework [32,33]. Subsequent definitions tailored the concept, according to the needs of various application contexts in technological industries and fields distinguished by high automation capabilities, as those previously mentioned specifying, as depicted in Figure 1, that a DT includes the following:

- **A physical entity**, representing the entity the DT models and controls embedded in a *physical environment* tasked to carry out certain *physical process*; and
- **A virtual entity** fit in a *virtual environment*, i.e., the digital representation of the physical entity and its environment.

A further distinguishing element of a DT is the *two-way twinning*, i.e., the two-way automatic connection and data flow, between the physical and the virtual asset. In particular, it can be distinguished by a *P2V connection*, through which the physical entity is transferred to the virtual environment by means of sensors measuring relevant quantities to represent the current state of the entity, and a *V2P connection* aiming at controlling the physical entity and the physical process. The control is performed based on a decision-making engine embedded in the virtual environment. Specifically, the *virtual process* simulates and models the physical process based on the sensed and measured state of the physical entity and environment and predicts the next state of the system considering the task to carry out. Accordingly, based on the predicted outcome, control strategies can be deployed, by means of actuators through the V2P connection, to modify the state of the physical entity with the scope of optimizing the process and/or the outcome, i.e., preventing defects, out-of-control states, damages, etc. [1]. As a matter of fact, a DT cannot be considered as only data; rather, it shall include algorithms describing the asset’s behavior and deciding on actions to deploy in the process [18,34], while predicting the system’s response to unexpected events, before they occur, and preventing faults, damages, and hazards [18,35]. Measurement, and in particular metrology, covers a pivotal role in DTs since it ensures accurate measurement (i.e., sensing) and deployment (i.e., actuation) throughout the twinning phases [1].

![Figure 1. DT main components and scope.](image)

Such a large adoption of DT technologies results in a massive literature, sometimes inorganic and providing manifold definitions for DTs [36]. Recent literature reviews [1,18,22,36,37] showed that, often, DTs are confounded with *digital models*, i.e., simulation or digital representations in which data flow manually from the physical to the virtual entity, thus being static, or with *digital shadows*, i.e., simulation models that are automatically updated to reflect the current state of the physical entity and environment, but with no automatic real-time control. The widespread interest in DTs has therefore led to the development of standards for the unambiguous definition of the concept.

Specifically, ISO 23247:2021 defines the DT as a *fit-for-purpose digital representation*, i.e., data element representing a set of properties of an observable manufacturing element (OME), with synchronization between the element and its digital representation [38]. ISO 23247:2021 specifies an Internet of Things framework to build and deploy DTs in manufacturing tech-
nologies. In particular, while highlighting the main features, e.g., fidelity and granularity (i.e., the representation detail of the DT), ISO 23247:2021, although not including it in the definition, specifies, according to the literature, the main applications, i.e., detection of anomalies, achievement of objective by real-time correction, off-line analytics, and predictive maintenance, while relying on the update rate, defined on a task-specific base, and relying on the previous and current state of the OME to analyze the current condition or predict its future state [38].

Similarly, ISO 30173:2023 defines the DT as digital representation, i.e., a digital entity representing either a set of properties or behaviors or both of one or more observable elements of a target entity, i.e., an entity providing a functional purpose in reality, with data connections that enable convergence between the physical and digital states at an appropriate rate of synchronization [39]. ISO 30173:2023 provides more general definitions of elements relevant and distinctive of the DT and its framework going beyond the manufacturing technology scope of ISO 23247:2021. Such generalization introduces the concept of a DT system as a system providing functionalities for the DT composed of inter-operating target entities, digital entities, data connections, and models, data and interfaces involved in the data connection process, and still includes, although not as a prominent feature, the control loop used to receive data from the target entity and issue back a signal to modify its behavior [39].

ISO standards particularly stress the difference between DTs and other typical enabling technologies of Industry 4.0. In particular, they point out that the two-way twinning and control loop is an essential feature of DTs, distinguishing them from VEs and other simulation models, and that Internet of Things is an enabling technology of DTs, which on its turn is an enabling technology for cyber-physical systems [39]. The twinning is realized by sensors (P2V) and actuators (V2P) whose metrology is of utmost relevance to establish traceability and guaranteed trustworthiness in the DT outcome. The standards [38,39] introduce some performance metrics and terminology, e.g., accuracy and fidelity, and state the relevance of performance verification and validation, which are consistent with the literature. However, the proper metrological assessment of performances, which caters to the concepts of traceability and measurement uncertainty, is not defined.

DTs are mostly applied to manufactured products during their mission operation [40] or to processes that are related to either manufacturing [41,42], logistics [26] or energy [29]. When considering complex systems, the DT can be viewed as a convolution in series and in parallel with many DTs exchanging information [43]. Thus, data exchange and the metrological traceability and trustworthiness of the data are of utmost relevance to associate confidence intervals with the outputs of the DT. Therefore, catering to uncertainty in the P2V twinning (i.e., sensing) and in the V2P twinning (i.e., of the actuators) is of utmost relevance to provide the confidence of usability of predictions, correction, and control workflow for quality management [35,44]. This becomes even more urgent when different systems are connected by DT technology or when the DT features and includes quality control processes [45–47].

The literature shows that, only since 2020 and the seminal paper of Karve et al. [48], the concept of measurement uncertainty has been introduced in DTs. Similarly, little attention has been paid to DTs of measuring instruments, and only recently, the role of metrology for digital twins (and vice versa) as been highlighted in [49]. Therefore, measurement uncertainty is becoming an urgent requirement for the holistic representation of manufacturing processes within cyber-physical systems using DT technology. The literature, to the best knowledge of the authors, reports only two applications, one tackling a fringe projection system [50] and another a coordinate measuring machine (CMM) [51,52]. In the latter one, also the concept of a digital metrological twin (D-MT) was introduced. Härtig et al. [52] define a D-MT as a numerical model that depicts a specific measurement process and indicates an associated measurement uncertainty for a specific measured value, which is traceable to the units of the international system of units, having all parameters traceably determined and including traceable and validated measurement uncertainty. The D-MT aims at describing a
complete measuring process and can be used in parallel with real measurements or for analyzing a real measurement (before or after the physical process).

1.3. Scope of the Work

The complex framework and incoherent literature of VEs and DTs have mostly focused either on developing enabling technologies (e.g., sensors, actuators, models, control algorithms) or, more recently, on implementing applications [1,18,22]. Conversely, awareness on the need to establish traceability and discuss the implications of measurement uncertainty on the different building elements has just recently risen [35,45,48,49,52]. The existing ISO 23247:2021 series establishes a framework and recommendations for implementing DTs in manufacturing. However, it does not encompass the aspects of verification, validation, and uncertainty quantification (VVUQ). The potential addition of a new section to ISO 23247:2021 focusing on this subject could offer guidance and methodologies for quantifying uncertainty, conducting DT testing, selecting or creating a credibility assessment framework for VVUQ activities, and evaluating the credibility of the developed DTs [53]. The European Union recently funded the international research project trustworthy virtual experiments and digital twins (ViDiT) [54] to advance metrological research on these topics and to fill the gaps mentioned above. To cope with that aim, and in response to the shortcomings highlighted in the literature, this work proposes a definition of VEs and DTs in such a way that these concepts are ready for use in metrological frameworks.

Specifically, this work presents a novel, formalized and harmonized definition of VEs and DTs for measuring and manufacturing equipment in technological industry applications as developed in the ViDiT project. Additionally, exploiting the proposed definition, a framework for the measurement uncertainty of VEs and DTs is proposed and discussed. In particular, the most relevant uncertainty influence factors, the requirements to establish traceability, and the main methodologies to evaluate measurement uncertainties are presented and discussed. Section 2 introduces the concepts of VEs and DTs mathematically and discusses them with respect to the reviewed literature. Section 3 discusses the main methods to evaluate the uncertainty of VEs and DTs, while highlighting the main challenges for traceability and uncertainty propagation. In Section 4, the uncertainty evaluation methods introduced above are applied to two test cases of industrial relevance, namely, a CMM (as an example for a VE) and an industrial robot (as an example for a DT). Lastly, Section 5 concludes on the findings and provides an outlook on future metrological research.

2. A Novel and Harmonized Definition of VEs and DTs

In the following, VEs and DTs are formally defined in such a way that they allow for uncertainty evaluation. Furthermore, the definitions are harmonized so that a VE can be seen as a core part of a corresponding DT. Hence, uncertainty evaluation methods for VEs can directly be applied to the corresponding part of a DT.

2.1. Definition of VEs

VEs are defined as mathematical/numerical models simulating, in a virtual environment, how the measurement data \(x\), observed in a real experiment, are generated. To this end, the VE combines a deterministic mapping of certain input values with statistical elements that reflect the variability observed in a real experiment. Formally, we may write, following [9], a VE as a statistical model.

\[
x = G(y, z, \epsilon), \quad \epsilon \sim F(E).
\]  

Here, \(y\) denotes a specific value for the measurand \(Y\), which is the quantity of interest in a measurement and for which, ultimately, an uncertainty evaluation has to be performed. For example, in a CMM, \(Y\) denotes, e.g., the a priori unknown radius of a sphere that corresponds to the measurements of a spherical surface. The values \(z\) of the usually also multivariate parameter \(Z\) represent a variety of elements, e.g., parameters representing physical quantities, characteristics of the measurement instrument, variances
of error sources, and hyperparameters. In a real measurement, the actual parameter $Z$ is unknown but fixed under repeated measurements. In contrast, $\epsilon$, which is a realization of a random variable $E$ with the distribution $F$, is a statistical parameter that varies in repeated measurements. These random influences additionally enter the mapping $G$, which reflects the real measurement process on a computer, and may influence the resulting virtual measurements $x$ at any stage of the computation. Here, the mapping $G$ might represent complex physical processes such as scatterometric principles in terms of the solution of partial differential equations, or it might model the effect of temperature deviations onto a measurement sensor.

While this general structure of a VE in (1) offers a much more flexible modeling approach, it also challenges the applicability of well-known approaches for uncertainty evaluation, such as the uncertainty evaluation framework of the guide to the expression of uncertainty in measurements (GUM) [55] or the Monte Carlo sampling approach defined in its supplements (JCGM 101 and JCGM 102) [56,57], which is due to the following difference.

The crucial difference to common uncertainty evaluation frameworks in metrology is that a VE takes values for the measurand as an input, whereas a measurement model [55], here also denoted by data analysis (DA), defines the (somewhat) inverse operation of the VE. In particular, the measurand quantity $Y$ is the output of the DA, given the values for the measured (observed) quantity $X$ and the model parameter $Z$. Since a measurement model is a mapping between quantities, one usually expresses the functional relationship by

$$Y = f(X, Z),$$

where $f$ is sometimes called the “evaluation function” or “inverse model”. The latter is, however, misleading, since a measurement model in metrology might not be invertible. Moreover, given a VE as in (1), the choice of a measurement model is ambiguous, which has already been discussed for simple regression models in metrology [58], where the choice of the Euclidean norm for the optimization might not be sufficient for a corresponding measurement model. This is also discussed in ref. [59] for the CMM, where the impact of the choice of the measurement model is analyzed. In some cases, there might be no actual dependence on $Z$ when applying the evaluation function to the quantity $X$, e.g., when fitting a sphere to measured coordinates. In other cases, there can be a dependence on $Z$; e.g., in scatterometry, the wavelength of the light is needed to calculate the critical dimension of the sample from the measured light intensity [60]. Moreover, it is possible that the evaluation function depends on additional parameters that are not used in the VE but required for the DA, e.g., the degree of a polynomial that is fitted during the evaluation of the measurand [61].

In this work, we aim for a harmonized notation and definition of a VE and a DT to perform uncertainty evaluation for the measurand $Y$. While we define a VE in the general form (1) as a statistical model, which is to favor in a statistical setting, we employ in this work the simplified notation below to reduce the notation overhead when introducing the dynamics of a DT:

$$X = g(Y, Z).$$

With this notation, we absorb the statistical deviations and unknown but fixed parameter into the quantity $Z$ and overall identify values and realizations with their quantity, denoted by uppercase letters. This means that $X$ denotes the quantity corresponding to the measurements $x$, and the function $g$ is therefore a mapping between quantities. Sometimes Equation (3) is referred to as observation equation [62].

Several approaches for uncertainty evaluation in the presence of a VE, a DA, and real measurement data have been proposed in the literature, notably [8,9] present approaches that are also in accordance with the GUM standards in metrology [56]. In this work, we will recall in Section 3.1 several uncertainty evaluation procedures for this purpose, and in Section 4.1, we demonstrate their feasibility for the VE of a CMM.
2.2. Definition of DTs

A DT is defined as a simulation model that accurately replicates a physical system in a virtual environment and that includes automated dynamic updates of the virtual model according to the observed state of its real counterpart to achieve an as-automated-as-possible physical control of the latter. The DT, according to the literature, consists of four parts:

- A physical environment, which embeds the physical entity(ies) to which the DT refers;
- A virtual environment with the virtual entities that models the considered physical asset(s);
- A P2V connection between the physical and virtual environments;
- A V2P connection that implements prevention and control strategies to achieve the target accuracy in the physical system, thus establishing a bi-directional data flow.

It is particularly interesting to notice the relationship with VEs, as defined in Section 2.1. Accordingly, a DT based on the data collected in the physical environment, fed to the virtual twin by the P2V twinning, estimates and predicts by the virtual asset of the state of the physical entity, and if needed, it deploys control strategies through the V2P connection. Then, if needed, the model can be updated to match the control; henceforth, the VE becomes time dependent, and as such, the virtual entity can be viewed as

\[ X = g(Y, Z, t). \] (4)

The time dependency underlays the re-calibration of the physical/virtual entity, update of the model domain (e.g., when considering self-learning machine learning approaches [63,64]), change of model due to modified control strategies, etc.

The DT definition introduced above is compliant with ISO 23247:2021 and ISO 30173:2023, while better clarifying the DT scope of control of the physical entity by means of the closed-loop feedback control and highlighting that a DT goes beyond a mere simulation and relies on automated data flow exchange, thus posing a clear distinction from the terms digital model and digital shadow. Furthermore, it is in line with the definition by Grieves [16,65], and it provides greater detail than the published ISO standards by stressing the three components of the DT, i.e., the physical entity, the virtual entity, and the twinning. In this context, it is relevant to point out that Grieves’s concept of a DT, here adhered to by the definition in Section 2.2, is interpreted by ISO 30173:2023 as a DT system. Finally, as discussed previously, such definition finds a practical relevance in manufacturing technology and measurement fields, capable, at least in line with the principle, of great automation.

2.3. Connection between VEs and DTs

According to the previous discussion, both DTs and VEs involve a mathematical/software model of a certain physical entity, e.g., a measuring instrument. However, certain fundamental differences can be distinguished:

- A DT virtually mimics a real device by processing incoming sensor data in real time and can influence the real device by sending commands to its actuators, also in real time. A VE is conceptually something different. It simulates how measurement data are generated based on a simulated artifact and knowledge of the measurement instrument. However, the virtual entity of a DT can contain a VE, which is then modeling a measuring instrument, for example.
- A VE is especially useful when the relationship between a measurand and measured data is complex and/or indirect. The measurements performed for a DT might be straightforward to interpret by the DT model, or they may be indirect as well. The usefulness of a DT lies in the continuous monitoring and predictive maintenance and correction of physical systems, even when they are easy and simple to model.
- A DT shows the current state of several parts, as transmitted by auxiliary sensors, as well as the the result of the system’s target operation, e.g., the measured quantity for a measuring instrument, the position for a machine tool, or process key performance indicators (KPIs) for a manufacturing system. In a VE, on the contrary, usually, only
the final measurement data are used. Therefore, the vector of measured data $X$ is much longer for a DT.

- A DT must involve a dynamic, time-dependent, state-space model. A VE, on the other hand, assumes that the model does not change over time. It models either the current state of a measuring instrument (in case of a direct measurement) or the complete dataset that resulted from the entire measurement (in case of an indirect measurement). If the settings change, a new VE needs to be performed. Hence, a VE can be the “inner part” of a DT, which models the whole (time-dependent) process.

In summary, a VE can be used as sub-system of a DT. For example, it can be used to process (part of) the sensor data and estimate a measurand and its uncertainty, especially if there is a complex relationship. This measurement result can then be used by the DT model. A VE can also be used to estimate the main quantity of interest and its uncertainty. For example, a DT of a CMM gives the complete state of the machine in real time, whereas a VE is used to evaluate the complete dataset for a specific configuration, which does not change over time, and to calculate, e.g., the radius of a circle and its uncertainty based on all measured coordinates.

3. Uncertainty Evaluation for VEs and DTs

As mentioned in the introduction, establishing the traceability and evaluating the measurement uncertainty of VEs and DTs is essential to provide users with confidence in their exploitation. This section reviews the state-of-the-art methods to evaluate measurement uncertainty and to establish traceability for VEs and DTs. In particular, the main challenges will be highlighted, and approaches to overcome these will be proposed.

3.1. Uncertainty Evaluation Involving VEs

Uncertainty evaluation denotes the task of obtaining an estimate of the value of a measurand and its associated uncertainty, e.g., in terms of a standard uncertainty or a coverage interval, which describes the dispersion of the values being attributed to the measurand. The usual steps in metrological applications for uncertainty evaluation are the following: (1) Define a measurement model that relates all quantities involved in the measurement, and account for all systematic effects and instrument errors, e.g., in an explicit form as (2) or implicitly. (2) Values and uncertainties are assigned to relevant parameters and quantities. (3) A suitable propagation method for the uncertainties is chosen and applied, and the resulting estimate and associated uncertainty for the measurand are summarized. There are numerous possibilities to incorporate a VE into this process. The deterministic mapping of a VE that models the data generation process can be used as a forward model, and a Bayesian inference [66] for the measurand can be performed [61]. Assumptions on the forward model and a specific choice of the prior may ensure equivalence of a Bayesian inference to the JCGM 101 Monte Carlo approach, cf., e.g., ref. [67]. Additionally, refs. [8,9] perform uncertainty evaluation with equivalent results to the JCGM 101 uncertainty framework, using only the VE instead of a measurement model. Alternatively, the VE can be used to generate different measurement scenarios and analyze the effect of different parameters to assign realistic and relevant uncertainties [10]. In another approach, the data generation process of a VE can be used repeatedly in a Monte Carlo simulation study to enrich a small set of real measurements and analyze the resulting spread of the virtual measurements [68]. Finally, also the properties of uncertainty evaluation methods can be assessed using a VE. For a more in-depth overview of several methods for uncertainty evaluation, we refer, e.g., to ref. [59].

In this work, we focus on two example methods that apply either the Law of Propagation of Uncertainty (LPU) or the Propagation of Distributions (PoD) approach using Monte Carlo sampling. We will highlight for both approaches how a VE might be incorporated.
3.1.1. LPU-via-VE

“LPU-via-VE” stands for LPU evaluated using the VE. It assumes that the measurement model (or data analysis model) (2) is of the following form:

\[ Y = f(X, Z) = \arg\min_{Y'} \| X - g_0(Y', Z) \|_2^2, \]  

(5)

where \( X = g_0(Y, Z) \) denotes the VE without the addition of random measurement noise; i.e., the subscript \( 0 \) is used to indicate that a deterministic “forward model” is used instead of the model \( X = g(Y, Z) \), which includes simulated random measurement noise. The estimate resulting from (5) is a (possibly local) optimum of the least-squares functional, and in this case, some algebraic manipulations based on the implicit function theorem can be performed to compute the associated uncertainty in terms of a covariance matrix ([57], clause 6.3).

\[ U_Y = J_Y^{-1} J_{X,Z} U_{J_{X,Z}} J_Y^{T}. \]  

(6)

Here, \( U_Y \) is the covariance matrix of the measurand \( Y \), \( J_Y \) is the Jacobian of \(-g_0(Y, Z)\) with respect to \( Y \), and \( J_Z \) is the Jacobian of \(-g_0(Y, Z)\) with respect to \( Z \). The matrix \( J_{X,Z} \) is a block-diagonal matrix containing the identity matrix of the same dimension as \( X \) and \( J_Z \). If \( J_Y \) is rectangular, having more rows than columns but of full rank, \( J_Y^{-1} \) denotes the Moore–Penrose left-inverse matrix \((J_Y^T J_Y)^{-1} J_Y^T\) and \( J_Y^{-T} \) denotes its transpose. \( U \) denotes the covariance matrix of the vector \((X, Z)\), i.e., of both measurement data having the covariance matrix \( U_X \) and additional parameters \( Z \) having the covariance matrix \( U_Z \). A schematic overview of this method is shown in Figure 2. It is also possible to split up the computation in separate terms addressing the uncertainty in \( X \) (“type A uncertainty”) and the uncertainty in \( Z \) (“type B uncertainty”) when \( X \) and \( Z \) are uncorrelated. This procedure is used in, e.g., ref. [69].

![Figure 2. Schematic overview of the LPU-via-VE uncertainty evaluation method.](image)

It is possible to extend this approach beyond the simple least-squares structure in (5) by accounting for the variability of the actual random parameter in the VE and adapting the functional appropriately. This might be realized by a maximum likelihood estimation or a Bayesian approach, which is, however, out of scope for this work.

3.1.2. PoD-via-VE

“PoD-via-VE” stands for PoD using the VE. The idea of this method is to use the VE to simulate how measurement data are affected by the error sources of the measurement process. This method can also be used to predict an uncertainty without any real measurements using purely simulated measurements. In Figure 3, a schematic overview of the method is shown for the case that real measurement data are available.

Based on the observed measurement data \( x^{(\text{real})} \) and an estimate \( z^{(\text{est})} \) of the parameter \( Z \), an estimate \( y^{(\text{sim})} \) of the measurand is calculated, together with some additional parameters relating to the artifact needed to run the VE. These parameters are then kept fixed. Then, the VE is repeatedly run using different random realizations \( z^{(j)} \) of the uncertain parameter \( Z \) and of the measurement noise. This results in samples of simulated measurement data \( x^{(j)} \). The data analysis function \( f \) can now be applied to \( x^{(j)} \) and \( z^{(\text{est})} \), resulting in samples \( y^{(j)} \). From these samples, a distribution for the measurand can be derived, as
well as an estimate, a standard uncertainty, and a coverage interval. This procedure is used in, e.g., ref. [70].

Figure 3. Schematic overview of the PoD-via-VE uncertainty evaluation method.

3.2. Uncertainty Evaluation for DTs

As far as measurement uncertainty and metrological characteristics of DT are concerned, only few papers, derived from the seminal work of Karve et al. [48], explicitly address and develop the issue of uncertainty evaluation in DT applications. Table 1 shows the main literature contributions, highlighting the distinctive features, incremental advancements provided by the work, and most relevant shortcomings. The literature distinguishes the uncertainty contributions as pertaining to the following three different categories:

- Uncertainty of the diagnosis, i.e., errors and uncertainties related to the sensors devoted to measuring the current state of the system;
- Uncertainty of the prognosis, i.e., errors and uncertainties related to the simulative model (e.g., VE) embedded in the virtual asset;
- Epistemic errors, i.e., errors to modeling strategy, which by extension include the fidelity and the twinning rate.

Such contributions are shared with uncertainty modeling for VEs, as discussed in the previous section. Additionally, for DTs, due to the automated bi-directional data flow, communication protocols quality and synchronization might induce further errors. The literature, in sparse additional cases [37, 44], mentions the relevance of evaluating measurement uncertainty, but no quantitative examples are provided, and no methodology is reported. As shown in Table 1, the literature mostly resorts to Bayesian methods. In fact, although PoD [56] (abiding with conventional approaches [55]) or simulative methods are other viable approaches, dynamic Bayesian networks [48] and Bayesian statistics inherently allow automatic model updates to reflect the change of the state of the physical entity sensed by the sensors and/or induced by the actuators. However, how to include the stochastic nature of the control, thus catering to the feedback loop, in dynamic Bayesian networks, has not been discussed. The literature, indeed, remarks on the essential need to calibrate the diagnostic and prognostic model and states the need to propagate the uncertainty to cater to traceability. However, explicit methods used to propagate the uncertainty of several contribution and influence factors are not clearly reported, and some critical aspects are not explicitly remarked and discussed.

According to the literature, three main questions can be highlighted, as follows:

- How to establish traceability for a DT;
- How to define the uncertainty and accuracy of the P2V model;
- How to include the V2P correction and related uncertainty in the physical measurement of metrological characteristics and uncertainty.
<table>
<thead>
<tr>
<th>Authors and Year</th>
<th>Scope of the DT</th>
<th>Methodology for Uncertainty Evaluation</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karve et al. [48]</td>
<td>Inspection planning for predictive maintenance and repair of fatigue loaded component</td>
<td>Bayesian approach to diagnose and predict (prognosis) defect formation to plan operation parameters</td>
<td>The method caters to systematic modeling errors and measurement uncertainty (even though not explicated). It does not discuss the issue of continuous update and closed-loop feedback control.</td>
</tr>
<tr>
<td>Nath and Mahadevan [71]</td>
<td>DT of a selective laser melting process</td>
<td>Dynamic Bayesian model to update the model prediction error, Gaussian process for the surrogate simulation model</td>
<td>The effect of the closed-loop control on the quality of the prediction is not discussed, nor uncertainty is evaluated.</td>
</tr>
<tr>
<td>Sisson et al. [72]</td>
<td>DT to predict stress in rotorcraft and plan mission</td>
<td>Bayesian approach for uncertainty and surrogate models to simplify physics modeling</td>
<td>The problem of the control looping on the uncertainty is not present because the control and prediction are not on the measured variable.</td>
</tr>
<tr>
<td>Ye et al. [73]</td>
<td>Reliability prediction</td>
<td>Data-driven approach based on a dynamic Bayesian network</td>
<td>Exteroceptive sensors to avoid update propagation of uncertainty due to the close-loop feedback control, but their uncertainty is not considered in the dynamic Bayesian network.</td>
</tr>
<tr>
<td>Thelen et al. [74]</td>
<td>Reviews the role of uncertainty and optimization of sensor placement</td>
<td>Detailed review of methods to estimate the uncertainty and methods to optimize the placements of sensors</td>
<td>The review highlights a lack of discussion in the literature on the correlation between the sensed state and the correction strategy (due to the iterative control) as well as the closed-loop feedback control correction typical of DT.</td>
</tr>
<tr>
<td>Huang et al. [75]</td>
<td>Introduces a framework for a holistic DT: innovatively mentions quality controls and measurements for DTs in the chain</td>
<td>Hybrid modeling and physics-informed machine learning</td>
<td>The contribution is essential, for it innovatively tries to include a D-MT in a DT of a larger process, but it provides a qualitative discussion and does not delve much on how to treat, estimate, and propagate measurement uncertainty.</td>
</tr>
</tbody>
</table>

This work attempts to reply to such questions and to motivate the need for the last point, i.e., the introduction of the uncertainty contribution due to the stochastic control, regardless of the method to estimate the uncertainty, e.g., Monte Carlo sampling [56] or Bayesian inference [48].

3.2.1. Problem Statement

According to definitions and notation introduced in Section 2, let us state and generalize the control problem associated with a DT. Let the physical asset (P) respond to a set of inputs \( W \) (environmental and external and internal describing the system state and thus controllable) to reach a target state \( Y \) measured by quantities \( X \).

For example, let us consider a collaborative robot arm (cobot), whose Cartesian position in the working environment is the measurand \( Y \), which is measured \( (X) \) by its angular encoders through Denavit–Hartenberg’s parameters, and depends also on the speed and type of the motion, these describing \( W \). In the case of a measuring instrument, the instrument would respond to a certain measurand \( Y \), under a set of measurement control variables and influence factors \( W \), with a set of measurements \( X \). For example, a surface topography measuring instrument will generate an electromagnetic surface \( X \) associated with a certain measurand surface \( Y \), depending on measurement parameters \( W \), e.g., light intensity, resolution, objective magnification, and the working principle.
Accordingly, the response $X$ can be exploited to provide an estimate of the system state or of the measurand $Y$, i.e., $\hat{Y}$, by means of any DA function $f$. Thus, a P2V twinning can be established such that

$$X = g(Y, W, t; \theta),$$

$$Y = f(X, Z, t) = f(X, W, t; \theta),$$

where the parameters $Z$ of Equation (4) are now expanded to include control and input parameters $W$ and modeling parameters $\theta$, which are the parameters of the mathematical function $f$.

Let us now assume that the physical system response is biased ($Y_P$), which can also be representative of a condition such that the physical system state $Y_P$ is systematically different from the target $Y$ aimed at by the control parameters $W$. In such a condition, the measured quantities $X_P$ present a systematic error and, consequently, $f(X_P, W, t; \theta) = Y_P \neq Y$. Let this systematic error be $E_X$ and $E_Y$, respectively, and suppose to have a calibrated external observer (C-EO) capable of estimating the measurement error $E_X$ and $f(X_{\text{C-EO}}, W, t; \theta) = Y_P$. Then,

$$E_X = X_P - X = X_{\text{C-EO}} - E_{X_{\text{C-EO}}} - X,$$

or, equivalently, the system state error $E_Y$

$$E_Y = Y_P - Y = Y_{\text{C-EO}} - E_{Y_{\text{C-EO}}}. Y.$$

For the sake of generality, the previous equations consider also the measurement errors of the calibration external observer $E_{E_{\text{C-EO}}}$, where $\bullet$ indicates any of the measurement $X$ and the measurand $Y$. In general, the external observer should be calibrated and have $E_{E_{\text{C-EO}}} \ll E_\bullet$, which could then be considered negligible.

For example, in the case of the robot arm depending on motion parameters $W$ and even the position itself (i.e., the measurand $Y$), a systematic error in the positioning (e.g., a very high speed or a completely extended arm inducing poorer control) can be generated, which is typically measured only by a calibrated external observer. Similarly, in the case of a surface topography measuring instrument based on coherence scanning interferometry, a step height artifact $Y$ will typically induce systematic errors at the step edges of the measured topography ($X$), the severity of which depends on the objective magnification ($W$) and the spacing of the steps ($Y$).

A DT is developed that aims at predicting $E_{\bullet}$ and deploying some control strategies acting on controlling parameters $W$ such that the error is minimized, leading to $Y_P = Y + o(Y) \sim Y$ and, consequently, $X_P = X + o(X) \sim X$. By calibrating a suitable model to estimate the systematic error $E_{\bullet}$, it is possible to correct the physical entity response. This is typically done by means of the DT loop involving the P2V connection, the prediction of the simulation (the virtual entity), and the control deployed in the V2P connection. To achieve that scope, the role of the calibrated external observer (C-EO) is pivotal.

In fact, with $\{W, \theta\}$ leading to the system state $Y_P(\neq Y)$, it measures $X_{\text{C-EO}}$, estimating the actual system state $Y_P$, which allows achieving an unbiased response from the system as

$$X_{\text{corr}} = X_P - E_X = X_P - g_c(Y, W, t; \theta).$$

The correction term represented by $g_c$ is the P2V twinning, representing a time-varying VE, which depends on the interaction of the system with the measurand $Y$, the environmental and control parameter $W$, and modeling parameters $\theta$. Accordingly, it is worth noticing that the error is dependent on the input variables and also, in general, on the target response. The latter case is well exemplified by the position error of an industrial arm robot aiming to reach a certain position in the Cartesian working space. In such a case, the error depends on $W$, given by the payload, speed, type of motion, temperature, vibration, etc.,
but also on the target state $Y$, given by the position to be reached due to the non-infinite stiffness of joints and the arm length (the farther from the base in the horizontal direction, the larger the error).

It is relevant to remind that the internal observer in the system does not see the error it commits; thus, for the internal observer, the actual measurement and measurand are always equal to the target or the theoretical one. Thus, the role of the P2V twinning calibration by means of the calibrated external observer is again essential to allow a practical application of Equation (10), which can be rewritten as

$$X_{corr} = X_P - E_X = X_{C-EO} - g_e(Y_{C-EO}, W, t; \theta).$$

(11)

To achieve further generalization in this discussion, it is relevant to consider the application of DT to any given system, e.g., cobots. These are most typically controlled by motion parameters $W$. Therefore, the operation made explicit in Equation (11) aimed—ultimately—at implementing the condition

$$Y = Y_P - E_Y = Y_P - (f(X_P, W, t; \theta) - f(X_{corr}, W, t; \theta))$$

$$= Y_P - (f(X_{C-EO}, W, t; \theta) - f(X_{corr}, W, t; \theta)).$$

(12)

This entails controlling the system such that it targets $Y_P - E_Y$. Such condition can be obtained, indirectly, by combining Equations (11) and (12), or directly by finding a set of control parameters $W^*$ capable of realizing such a condition. Here, it is worth remarking that how to make the system target $Y_P - E_Y$, i.e., how to find $W^*$, is problem dependent and task specific (for motion and position control of a robot, numerical or analytic approaches can be deployed, an inverse problem solution can be considered, etc.).

3.2.2. Establishing Traceability for a DT

Establishing traceability for a DT is a pivotal aspect to ensure the credibility, reliability, and accuracy of both virtual and physical systems in industrial applications. In the following, the key approaches to establish traceability in a DT environment are summarized.

Carmignato et al. [76] address the need for traceability by introducing dimensional artifacts as a link between the virtual and physical realms. These artifacts are essentially physical objects whose dimensions are known to have a high degree of accuracy, enabling them to serve as reference points for calibration in both digital and physical systems. For example, the assemblies with internally calibrated features are suggested to be used as dimensional artifacts in additive manufacturing processes. By focusing on the need for these artifacts to be calibrated to SI units and detailing how they should have well-defined measurands and uncertainties, the authors lay the groundwork for establishing traceability in advanced manufacturing environments involving DTs. Dahlem et al. [77] tackle the issue of traceability by introducing a holistic model for on-machine measurements. The novelty here lies in the model’s capacity to use live process and environmental data to perform systematic error compensation and predict measurement uncertainty. This is achieved through a combination of novel spline-based models, data-driven thermal monitoring, and hybrid models that can adapt to both transient and static conditions. The paper is a comprehensive attempt to introduce traceability into live manufacturing settings. It even discusses future paths, like ISO standardization and the integration of machine learning, to make the system more robust and traceable. Jaganmohan et al. [78] turn their attention to optical measuring systems, particularly stereo vision systems. Using a standard test procedure (VDI/VDE 2634-1) as their foundation, they assess its sensitivity in detecting systematic errors. This is pivotal for establishing traceability as it offers a regulatory framework to adhere to. The authors simulate the effect of errors in camera parameters using a pinhole model, comparing these simulations with real-world measurements that were taken using a CMM as a benchmark. By proposing alternative, more sensitive, model-based lines, the study offers ways to improve performance evaluation and, by extension, traceability in DTs involving optical measurement systems.
In general, the traceability of a DT is established by the following:

- Calibrating the sensors with traceable material standards;
- Calibrating the model response by means of a comparison with traceable measurements with associated lower uncertainty and better accuracy; and
- Calibrating the actuators.

According to the discussion in Section 3.2.1, an essential step towards traceability is the availability of an external observer to enable the evaluation of the correction model $g_{\nu}(Y_{C-EO}, W, t; \theta)$. The calibration of such an external observer guarantees the traceability of the error correction.

### 3.2.3. Definition of Uncertainty and Accuracy of the P2V Model

The evaluation of the metrological characteristics of a DT is a concept poorly investigated in the literature. Metrological characteristics [79], like accuracy or precision, require an operative definition for the application to the DT framework, to cope with its time-dependent nature.

The literature reports several examples of evaluation methods for P2V twinning. Specifically, several methods have been made available and are discussed in the literature that resort either to Monte Carlo methods or to Bayesian approaches. The latter have gained quite a relevant role in allowing for a continuous update of the model, thanks to dynamic Bayesian networks. These networks also have the advantage to update the (prior) distribution of input-independent quantities on new observations that are taken at the twinning rate. For instance, Haitjema et al. [80,81] delve into the development of virtual measurements using calibration data from physical models. The Monte Carlo methods are used to simulate the effects of uncertainties in input quantities and to calculate the uncertainty of the measurand. Notably, they emphasized the need to preserve the autocorrelation function of deviations when simulating geometrical errors, such as scale and probe imperfections. In a similar vein, Ramu et al. [82] focus on the development of a virtual machine and a parametric model for a five-axis multi-sensor CMM. They incorporated calibrated artifacts and inverse kinematics to evaluate and correct geometric errors. Monte Carlo routines were applied for estimating task-specific uncertainties, thereby validating the effectiveness of their error correction algorithms. Dahlem et al. [77] propose an integrated framework that combines different modeling approaches to improve the accuracy and reliability of on-machine measurements. They introduced the concept of an abstracted physical body model to handle transient geometric errors under thermal loads. A data-driven framework for real-time thermal state prediction was also developed, emphasizing the need for a holistic approach that considers machine, workpiece, and environmental factors. In a more targeted approach, Vlaeyen et al. [83] showcase the development of a DT of an optical measurement system. The uncertainty was estimated by considering the error contributions from each component, such as the CMM, probe head, and laser line scanner. The model was validated using calibrated ring gauges. Lastly, Iñigo et al. [84] outline a methodology for simulating and analyzing the error mapping and compensation processes of a machine tool using a DT. Monte Carlo simulations were utilized to estimate the model’s uncertainty, incorporating considerations like geometric errors and thermal variations.

In general, the P2V connection and the virtual entity represent sensing and simulation, i.e., a VE aiming at prognosis (i.e., predicting the system behavior) based on the diagnosis (i.e., the sensors). According to the literature, the model can be either analytical, data driven, or hybrid. Traceability—as discussed in Section 3.2.2—is established by calibrating the measurement instruments (i.e., sensors) required to gather the data for the model and by validating and testing the model. Evaluating the uncertainty of the model and of the P2V connection requires propagating the following four classes of contributions:

- The traceability of the sensors (coming from calibration certificates);
- The task-based influence factors to the measurement uncertainty of the sensors (i.e., the reproducibility, resolution);
• The model metrological performances (i.e., accuracy and precision); and
• Environmental conditions.

With a suitable experimental setup, involving proprioceptive sensors (i.e., internal sensors measuring \( x_P \)) and environmental sensors, it is possible to collect a set of data \( \{x_P, w\} \); similarly, relying on proprioceptive, environmental, and exteroceptive (i.e., external) sensors, it is possible to collect \( \{x_P, x_{C-EO}, w\} \). Note that we now use lowercase letters for realizations of the corresponding quantities, indicating actual measurements. Let \( \bar{X} \) be the output of the simulation model (or VE), i.e., the estimate, prediction, and prognostic of the virtual entity model \( g \); then an estimate of the actual state \( Y \) can be written as

\[
\hat{Y} = f(x, w, t; \hat{\theta}) = f(g(y_{C-EO}, w, t; \hat{\theta}), z),
\]

where \( w \) is the traceable system control input, \( \hat{\theta} \) is the estimate of the VE model parameters, and \( z \) includes both system control inputs and some DA model parameters. Similarly, through the calibration external observer, the response error can be predicted and estimated as

\[
\hat{E}_X = g_e(y_{C-EO}, w, t; \hat{\theta}),
\]

where \( g_e \) is a function of the system state.

The model can be estimated by any statistic or machine learning approach that is mathematically and physically consistent with the problem at hand and with the constraint of the DT (e.g., model fidelity and modeling strategy). As usual, in statistics, the model parameters can be estimated by relying on collected data \( \{x_P, x_{C-EO}, w\} \). The uncertainty of the simulation model (i.e., of the P2V connection and the virtual asset) can be evaluated by relying on methods to estimate measurement uncertainty of the modeling strategy. For an analytical model, this can be done by LPU; for data-driven approaches, simulative approaches as PoD [56] or non-parametric methods as Bootstrap [85] can be exploited.

The metrological characteristics of the P2V connection (i.e., focusing on accuracy and precision) can be evaluated by validating and testing the simulation model against a calibrated target, softgauge, etalon, higher precision measurement, etc. Precision can be evaluated by estimating the root mean square error of the model and by combining the variance of replicated measurements in reproducibility condition according to LPU.

At a certain time instant \( t \), the accuracy of the physical system, as per the International Vocabulary of Metrology (VIM) [79], is defined as \( Acc(Y, W, t; \theta) = g_e(Y, W, t; \theta) \). The DT aims at correcting any systematic error by means of the two-way interaction. Accordingly, data flow to the VE model in the P2V twinning to predict the expected error and correct it. Indeed, for the P2V twinning that is based on a stochastic model, a residual error \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) will result from the estimation of the model parameters \( \theta \) and shall be considered in Equation (11). The calibration and evaluation of the accuracy of the P2V connection allows for establishing a traceable error mapping as a function of the considered input parameters of the DT. Accordingly, once the correction is deployed (at the time instant \( t + \Delta t \) with \( 1/\Delta t \) being the twinning rate), the accuracy of the physical system is

\[
Acc(Y, W, t + \Delta t; \theta) = \epsilon(Y, W, t; \theta).
\]

Nominally, the expected bias from the P2V twinning after the correction is \( \mathbb{E}[Acc(Y, W, t + \Delta t; \theta)] = 0 \).

Similarly, precision can be assessed in terms of reproducibility and repeatability. Once more, if the effect of error correction is considered, the P2V twinning expects a reproducibility of the physical entity after the implementation of the control of \( \sqrt{\text{Var}[\epsilon(Y, W, t; \theta)]] \), i.e., the root mean square error of the residuals of the VE.

3.2.4. Effect of Closed-Loop Feedback Control on Measurement Uncertainty

Once the simulation embedded in the virtual entity predicted the response and the correction, the actuators should deploy the control strategy. Therefore, the metrological characteristics of the actuators introduce an additional source to the overall measurement uncertainty. Furthermore, the control loop and the presence of additional sensors (i.e., exteroceptive sensors) in the loop to enable real-time observation shall be catered
Another contribution to measurement uncertainty is given by sensor fusion, which is applied to monitor and predict redundancies in the system.

Overall, several influence factors, pertaining both to the physical and to the virtual entity, as well as to sensors, actuators, and the control strategies, shall be catered to, as depicted in Figure 4.

![Figure 4. Main influence factors contributing to the uncertainty of DTs.](image)

As highlighted in the literature review discussed in Section 1.2 and summarized in Table 1, the literature mostly resorts to Bayesian approaches to evaluate measurement uncertainty. Indeed, Bayesian statistics is inherently capable of managing time-dependent model updates. In particular, using the notation introduced in Equation (11), i.e., \( \hat{E}_X = g_e(y_{\text{C-EO}}, w, t; \theta) \), once fixing the functional model of \( g_e \) and having a traceable external observer to gather \( y_{\text{C-EO}} \) and \( w \), the problem is finding an estimate of the model parameters, \( \theta \). Karve et al. [48] suggest resorting to Bayesian statistics so that, given prior assumption on the \( \theta \) distribution, i.e., \( p_{\text{prior}}(\theta) \), and an empirically determined likelihood \( L(y_{\text{C-EO}}|\theta) \), it results in the posterior

\[
    p_{\text{post}}(\theta|y_{\text{C-EO}}) \propto L(y_{\text{C-EO}}|\theta) \cdot p_{\text{prior}}(\theta). \tag{15}
\]

Indeed, there are also alternatives to Bayesian approaches; more traditional regression methods can also be exploited. However, since DTs perform iterative control of the physical entity and the model, in the most general case, they need continuous updates of the functional form and the model parameters [86]. The use of traditional approaches might lead to cumbersome updating methods, while Bayesian approaches inherently allow dynamic updates of model parameters. The knowledge of estimates of the model parameters \( \theta \) and their distribution \( p_{\text{post}}(\theta) \) is essential to enable uncertainty propagation of the expected measurement (or system state) of the physical entity after the control by the VE. The uncertainty evaluation can be done by following any applicable method, e.g., LPU [55,56], to Equation (11). This, according to Figure 4, shall then be combined with the uncertainty of the actuators.

Accordingly, once the control loop has been closed, the uncertainty of the measurement \( X_{\text{corr}} \) (or the system state \( Y \)) is a combination of the uncertainties of the control prediction (i.e., the time-dependent VE \( g_e(Y, W, t; \theta) \) realizing the virtual entity), the actuators, and the sensing instruments (e.g., an external calibrated observer). Here, for the sake of simplicity, these uncertainties are propagated according to the LPU as follows:

\[
    u^2(X_{\text{corr}}) = u^2_{g_e} + u^2_{\text{actuator}} + u^2_{\text{C-EO}}, \tag{16}
\]
depends on the functional model and, hence, includes contributions of the input data, \( u^2(Y_{C-EO}) \); control and environmental parameters, \( u^2(W) \); and model parameters, \( u^2(\theta) \).

### 3.3. Challenges

It is relevant to stress some shortcomings of the uncertainty evaluation approaches for DTs that can be found in the literature. First, when the system is in use, not always a calibrated external observer is exploited. This strongly challenges both model parameter estimation, as per Equation (15), and the uncertainty propagation, as per Equation (16). In fact, in both cases, the input data of the calibrated external observer \( y_{C-EO} \) would be replaced by data from an internal observer that are in generally biased (see Section 3.2.1) and more uncertain. This issue is currently not addressed in the relevant literature discussing uncertainty evaluation of DTs, although, in most applications, no sensor fusion of external observers is leveraged. Second, it is worth stressing that, under such conditions, the management and evaluation of measurement uncertainty catering to subsequent corrections of the physical system based on the stochastic model (the virtual entity, i.e., the VE embedded in the DT) are not discussed in the literature. Although the problem can be highly application specific, a general framework is still missing, which allows for coupling the sensor fusion with measurement uncertainty evaluation methods, e.g., LPU, Markov chain Monte Carlo, or Bayesian approaches.

### 4. Applications

In this section, the uncertainty evaluation methods introduced in Section 3 are applied to two test cases of industrial relevance. The first test case, which is an example for a VE, evaluates the uncertainty of a CMM by applying LPU-via-VE and PoD-via-VE. The second test case, which is an example for a DT, applies the uncertainty evaluation methods introduced in Section 3.2 to a cobot.

#### 4.1. VE of a CMM

In this section, we present an example of a metrological application in which the uncertainty of the measurand is evaluated using a VE of the form (3). The general ideas of the uncertainty evaluation methods presented in Section 3.1 will be adapted such that the methods can be applied in the CMM context.

##### 4.1.1. Description of the Application

The application of interest is the evaluation of the radius \( R \) and roundness \( P_v \) of an approximately circular shape based on a set of \( n \) measured two-dimensional point coordinates \((x_{1,i}, x_{2,i})\), \( 1 \leq i \leq n \), measured by means of a CMM. These coordinate data together constitute the observed value of the measured quantity \( X \) in Equations (2) and (3). The roundness is quantified by the so-called peak-to-valley value, in short, \( P_v \), which equals the maximum distance from the rim of the fitted circle (peak) minus the minimum (signed) distance (valley) from the circle rim of the measured points [87]. This quantity is also equal to the difference of the maximum and minimum point distances to the fitted circle center.

The VE of the CMM models how the measured coordinates are generated based on an assumed shape of the artifact being measured. In such a simulation, many more parameter values are needed than just the assumed values for the measurand. In this case, the following parameters are required:

\[
y_{ve} = (r, c_1, c_2, \phi_1, \ldots, \phi_n, n_{lobes}, \phi_{lobes}, a_{lobes})^T.
\]  

(17)

Here, \( r \) denotes the circle radius, \( (c_1, c_2) \) are the coordinates of the circle center, and the angles \( \phi_1 \) to \( \phi_n \) denote the angular position of the measured points on the circle. To simulate
an imperfect circle, \( n_{\text{lobes}} \) lobes were included by adding a sine-wave-based perturbation to the radius. This means that the distance of the point \( i \) to the circle center is given by

\[
r_i = r + a_{\text{lobes}} \sin(n_{\text{lobes}} \phi_i + \phi_{\text{lobes}}),
\]

where \( a_{\text{lobes}} \) denotes the amplitude of the lobes and \( \phi_{\text{lobes}} \) denotes an offset angle. The simulated artifact shape by the VE should be sufficiently close to the shape of the real artifact, though this correspondence might not be exact. Note that there is no value corresponding to the second component \( P_v \) of the measurand included in \( y_{ve} \), although it holds that \( P_v = 2a_{\text{lobes}} \) in this simple model. The true simulated artifact coordinates \((x_{\text{art},i}, y_{\text{art},i})\) are given by

\[
\begin{bmatrix}
x_{\text{art},i} \\
y_{\text{art},i}
\end{bmatrix} = \begin{bmatrix}
\epsilon_1 \\
\epsilon_2
\end{bmatrix} + r_i \begin{bmatrix}
\cos \phi_i \\
\sin \phi_i
\end{bmatrix}.
\]

(19)

The additional parameters of the VE corresponding to the quantity \( Z \) in (1) are given by

\[
z_{ve} = (s_x, s_y, s_{xy}, \sigma)^T.
\]

(20)

Here, \( s_x \) denotes a linear scale error of the \( x \)-axis of the CMM, \( s_y \) denotes a linear scale error of the \( y \)-axis, \( s_{xy} \) models the squareness error between \( x \)- and \( y \)-axis [88], and \( \sigma \) denotes the standard deviation of the measurement noise. The first three error sources can be combined in a matrix.

\[
A = \begin{pmatrix}
1 + s_x & 0 \\
(1 + s_x)s_{xy} & 1 + s_y
\end{pmatrix}.
\]

(21)

Besides these systematic errors, the measured coordinates of point \( i \) are affected by measurement noise \( \epsilon_{1,i} \) and \( \epsilon_{2,i} \), which are independent and identically distributed with a Gaussian distribution with mean zero and standard deviation \( \sigma \). The relationship between true coordinates \( x_{\text{true},i} \) of point \( i \), expressed in a Cartesian reference coordinate system, and its measured coordinates \( x_{\text{meas},i} \) as returned by the CMM, is given by

\[
x_{\text{meas},i} = Ax_{\text{true},i} + \begin{bmatrix}
\epsilon_{1,i} \\
\epsilon_{2,i}
\end{bmatrix}.
\]

(22)

By combining the equations of this section, the VE function \( g \) and its noise-free version \( g_0 \) can be deduced. For specific values of the variables, this then leads to \( x_{\text{meas}} = g(y_{ve}, z_{ve}) \). An example of a simulated lobed circle with a relatively large lobe amplitude \( a_{\text{lobes}} \) for better visibility is shown in Figure 5.

Figure 5. Example of simulated lobed circle by means of the VE.
In the next two sections, we will discuss how this VE can be used to evaluate the measurement uncertainty using two different methods.

### 4.1.2. LPU-via-VE

To use LPU-via-VE, first, an estimate $\hat{z}_{ve}$ is required, which we set to $(0, 0, 0)^T$ in this example. Then by a least-squares circle fit routine applied to the measured data $x$, estimates of $r$, $c_1$, and $c_2$ can be determined. Using these estimates and the data, also estimates of $\phi_1, \ldots, \phi_n$, $n_\text{lobes}$, $\phi_\text{lobes}$, and $a_\text{lobes}$ can be obtained, which solve Equation (5) in good approximation and result in a $\hat{y}_{ve}$. Using $\hat{y}_{ve}$, $\hat{z}_{ve}$, and the derivatives of $g_0$, the (relevant part of the) covariance matrix $U_Y$ can be computed following Equation (6). From this computation follows the standard uncertainty $u(\hat{r})$ of the radius estimate $\hat{r}$. An estimate $\hat{p}_v$ of the value of $P_v$ is obtained from the difference of the maximum and minimum point distances to the fitted circle center, i.e., $\hat{p}_v = \max_{1 \leq i \leq n} \hat{r}_i - \min_{1 \leq i \leq n} \hat{r}_i$ with the distances $\hat{r}_i$ calculated based on the estimated circle center, i.e., $\hat{r}_i = ||x_i - (\hat{c}_1, \hat{c}_2)^T||$. This is preferred over the alternative of deriving an estimate from the fitted shape given by $\hat{y}_{ve}$ directly in order to allow for a real shape that somewhat deviates from a sine-based-lobed shape. The standard uncertainty $u(\hat{p}_v)$ follows from applying the LPU, whereby the calculated uncertainties of the center coordinates are used.

### 4.1.3. PoD-via-VE

We now describe the implementation of the method PoD-via-VE for the CMM application. As a first step, an estimate $\hat{y}_{ve}$ of the VE parameters is determined in the same way as for LPU-via-VE in the preceding section. This fixes the artifact shape that is being used in the VE. As a next step, a Monte Carlo method is applied, in which samples $z^{(j)}$ are drawn for the VE parameters based on the provided distributions, as well as samples $\epsilon_{1,i}^{(j)}$ and $\epsilon_{2,i}^{(j)}$ modeling the measurement noise for each of the points $i$ with $1 \leq i \leq n$, based on the provided $\sigma$. Using the VE, samples of simulated measurement data $x^{(j)}$ can now be calculated. By applying the circle fit routine to each simulated dataset, samples $r^{(j)}$ and $p_v^{(j)}$ of the radius and pv-values are obtained, from which a statement of the uncertainty can be obtained.

### 4.1.4. Numerical Results

We performed a numerical experiment using the VE for the CMM as described in Section 4.1.1 and applied the LPU-via-VE and PoD-via-VE methods. For this purpose, measurement data were simulated with parameter values as listed in Table 2.

**Table 2.** Parameter values used for generating simulated measurement data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$n$</th>
<th>$r$ / mm</th>
<th>$c_1$ / mm</th>
<th>$c_2$ / mm</th>
<th>$n_\text{lobes}$</th>
<th>$\phi_\text{lobes}$ / rad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1000</td>
<td>3.01764</td>
<td>0.00100</td>
<td>0.00245</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$a_\text{lobes}$ / mm</th>
<th>$s_x$</th>
<th>$s_y$</th>
<th>$s_{xy}$ / rad</th>
<th>$\sigma$ / mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.05000</td>
<td>0.00005</td>
<td>0.00011</td>
<td>0.00020</td>
<td>0.00050</td>
</tr>
</tbody>
</table>

The standard uncertainties of the error sources (input quantities) that were used in the uncertainty evaluation are shown in Table 3.

**Table 3.** Standard uncertainties of the error sources used for the uncertainty evaluation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$u(s_x)$ / rad</th>
<th>$u(s_y)$ / rad</th>
<th>$u(s_{xy})$ / rad</th>
<th>$\sigma$ / mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.00012</td>
<td>0.00012</td>
<td>0.00012</td>
<td>0.00050</td>
</tr>
</tbody>
</table>

In Table 4, the calculated estimates and standard uncertainties according to the two methods are shown for a single simulation. In the PoD-via-VE method, 100,000 samples
were used when applying the Monte Carlo method. For the radius, the results are identical. For the pv-value, the results differ somewhat, which is due to the fact that the calculated pv-value typically increases in the presence of CMM errors. The employed DA for evaluating the pv-value is thus somewhat biased when comparing it with the ground truth value of the simulation. This effect is more pronounced in the PoD-via-VE method. In Figure 6, the calculated distributions for the radius and pv-value are shown for the two employed methods. The distributions are virtually identical for the radius, but not for the pv-value. In the case of LPU-via-VE, a Gaussian distribution with the calculated mean and standard deviation is used.

Table 4. Estimates and standard uncertainties for the radius and pv-value for the LPU-via-VE and PoD-via-VE methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \hat{r} ) / mm</th>
<th>( u(\hat{r}) ) / mm</th>
<th>( \hat{p}_v ) / mm</th>
<th>( u(\hat{p}_v) ) / mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPU-via-VE</td>
<td>3.01787</td>
<td>0.00025</td>
<td>0.10022</td>
<td>0.00032</td>
</tr>
<tr>
<td>PoD-via-VE</td>
<td>3.01787</td>
<td>0.00025</td>
<td>0.10045</td>
<td>0.00027</td>
</tr>
</tbody>
</table>

Figure 6. Distributions for the radius (left) and pv-value (right) calculated according to two different uncertainty evaluation methods involving the VE.

4.2. DT of a Cobot

In this section, we present an application of a metrological and traceable DT for a cobot. The case study is demonstrated on an industrial cobot, Yaskawa MOTOMAN HC20DTIP, with a maximum payload of 20 kg equipped with a gripper. The task that the DT aims at monitoring and controlling is the accurate and precise positioning of the end effector, i.e., the gripper, while holding a weight of 5 kg. An accurate and repeatable positioning of components is essential to allow efficient and effective collaboration in a manufacturing environment to improve ergonomics and avoid assembling errors \[ 24,89,90 \]. A typical acceptable positioning error is within \( \pm 0.5 \) mm.

The measurement of the position of the end effector can be performed by relying on internal angular encoders, which, although calibrated at the factory level, could present bias. In this work, a DT is developed to improve the position accuracy and correct systematic errors. In particular, an external set of eight cameras, namely, OptiTrack PrimeX 22, working on infrared wavelength and capable by a proprietary machine vision algorithm of recognizing passive retro-reflectors, is exploited to monitor in real time the actual position of the cobot end effector. The machine vision system (MVS) has a resolution of 5 \( \mu \)m in the working volume and was calibrated with a laser tracker showing a measurement uncertainty of 0.150 mm, i.e., \( u_{C-EO} = 0.075 \) mm. Figure 7 shows the experimental setup at the MInd4Lab at Politecnico di Torino.
Typically, the positioning of the cobot is intuitively and indirectly programmed by indicating the end position of the Tool Center Point (TCP) as a set of Cartesian coordinates $TCP = (TCP_x, TCP_y, TCP_z)$ with respect to the base of the cobot. Here, it is worth remarking that the system state, i.e., the measurand, is the position of the TCP, which can be measured in terms of its Cartesian coordinates $(TCP_x, TCP_y, TCP_z)$. The positioning accuracy can be expressed as the error of the actual position $TCP_{eff}$ with respect to the nominal position $TCP_{nom}$. This error can, in terms of Cartesian distance, be written as:

$$
G = \sqrt{(TCP_{x_{eff}} - TCP_{x_{nom}})^2 + (TCP_{y_{eff}} - TCP_{y_{nom}})^2 + (TCP_{z_{eff}} - TCP_{z_{nom}})^2}
$$

Accordingly, the actual position for the internal encoders, i.e., $TCP_{int}$, is always equal to the nominal position $TCP_{nom}$ such that $d_c = \|TCP_{int} - TCP_{nom}\|_2 = d_{int} - d_{nom} = 0$, where $d_{int}$ and $d_{nom}$ indicate the distance of the corresponding TCP from the origin of the relevant coordinate reference system. Thanks to external sensors, the positioning error, on the other hand, can be evaluated in this case by the MVS such that $d_c = \|TCP_{eff} - TCP_{nom}\|_2 = \|TCP_{MVS} - TCP_{nom}\|_2$. The P2V twinning is established by evaluating the positioning error as a function $g_c(Y, W, t; \theta)$, where the measurand $Y$ is the actual position of the TCP, which can be measured $(X)$ as its Cartesian coordinates, and system parameters $W$ are influence factors and motion control parameters, e.g., the type of motion and the motion speed. Model parameters $\theta$ have to be estimated by appropriate statistical modeling. In this work, a Gaussian process regression (GPR) is used to model $g_c$.

To train the model, 21 points were considered in the motion volume of the cobot. Positions were measured with internal angular encoders and the MVS, thus enabling the evaluation of the accuracy. To cater to the reproducibility of the actuators, nine replications were performed. The $21 \times 9$ randomly spaced points were then replicated three times considering, according to the literature [89], as most relevant factors the motion speed on three levels $v = [20\%, 60\%, 90\%]V_{max}$, and only considering the linear joint motion. In this work, a simplified condition that does not consider the effect of different payloads is considered.

Figure 7. Yaskawa cobot and OptiTrack cameras (black cubes with a blue ring in the picture) used for the DT case study.
The MVS camera system allows for identifying the positioning distance error of the system as is. Figure 8 shows the initial conditions (red circles), which present an average error $d_e$ of 2.012 mm and a standard deviation $s(d_e)$ of 0.256 mm.

The P2V model results in estimating the $g_e(Y_{C-EO}, W, t; \theta) = g_e(TCP_{eff}, v, t; \theta)$. In this case study, considering the spatial correlation of the errors due to the finite compliance of the system, which is also increasing with the distance $d$ of the TCP from the base, a GPR model was selected. In particular, the GPR modeling the error was a function of the system state $Y$ represented by the TCP position, the control parameters $W$ being the motion speed $v$ and model parameters $\theta = (\beta, \sigma_y^2, \sigma_l^2)^T$, consistent with a linear basis function with an estimated matrix $\beta = [2, 1.897, 0.164]$ and a squared exponential kernel $R = \sigma^2_y \exp\left(-\frac{1}{2}\frac{(h^T h_i)}{\sigma^2_l}\right)$ modeling the covariance with $h_{ij} = ((d_i, v_i) - (d_j, v_j))^T$ and estimated variance of the process $\sigma_y^2 = 1.374$ mm$^2$ and a location scale parameter $\sigma_l = 24.89$ mm. In this case study, the parameters $\theta_R$ of the GPR and the specific basis and kernel function were optimized by a Bayesian procedure to test multiple alternatives by means of an operator-agnostic way [86]. The residuals of the model $d_{e, res}$ presented a mean $\bar{d}_{e, res}$ of 0.4 µm and a standard deviation $s(d_{e, res})$ of 9.3 µm.

The P2V twinning allows for correcting the position of the cobot. In fact, given a certain nominal destination $d_{nom}$ and motion speed $v$, the P2V GPR predicts the positioning error $d_e = g_e(d, v, \theta)$. Figure 8 shows the residual errors after the implementation of the V2P twinning, realizing the DT control.

Measurement uncertainty is then estimated to assess the statistical relevance of the control within a metrological framework. In this case study, a GUM–LPU approach is applied, consistent with Equation (16). In particular, it is interesting to notice that the uncertainty contributions of the actuators $u_{actuator}^2$ are estimated inherently by means of the implemented experiment, and henceforth, they are implicitly included in the variance of the measured positioning error. Furthermore, to assess the effectiveness of the implemented
DT, the uncertainty of the positioning can be evaluated for the system as is and after the DT application in a new \(\{d^*, v^*\}\), thus being

\[
u(d) = \sqrt{\nu_{\text{acc}}^2 + \nu_{\text{trac}}^2 + \nu_{\text{reprod}}^2},
\]

\[
u(d_{\text{as-is}}(d^*, v^*)) = \sqrt{\frac{\sigma^2}{3} + \nu_{\text{C-EO}}^2 + s^2(d_e)},
\]

\[
u(d_{\text{corr}}(d^*, v^*)) = \sqrt{\frac{d_{\text{res}}^2}{3} + \nu_{\text{C-EO}}^2 + \nu_{\text{ge}}^2},
\]

where the reproducibility variance contribution \(\nu_{\text{reprod}}^2\) is estimated by means of \(\nu_{\text{ge}}\), i.e., the standard deviation associated with the prediction interval of the GPR model, which is introduced here to cater to the prediction error including the GPR estimated parameter variability and the residual variability; the traceability contribution \(\nu_{\text{trac}}^2\) is estimated as the combined variance of the calibrated external observer, i.e., the MVS, \(\nu_{\text{C-EO}}^2\); the accuracy contribution \(\nu_{\text{acc}}^2\) is estimated considering the average error as half-range variability and assuming a uniform distribution [91]. Here, it is worth remarking that the uncertainty evaluation of the VE, as detailed in Section 3.1, is performed according to LPU-via-VE to estimate the uncertainty of the reproducibility as a prediction interval of the model. Then, further metrological characteristics are added to cater to the accuracy and the presence of the exteroceptive sensor traceability. Future work will investigate the application of other approaches, e.g., PoD-via-VE, to include the uncertainty of the VE embedded in the DT. Expanded uncertainty is evaluated with a coverage factor \(k = 2\), resulting in \(U(d_{\text{as-is}}(d^*, v^*)) = 2.384\) mm, dominated by the systematic error, and in \(U(d_{\text{corr}}(d^*, v^*)) = 0.254\) mm, thus showing a reduction in uncertainty, thanks to the systematic error correction and the real-time monitoring by means of the MVS, of one order of magnitude, compliant with the target typical error range.

5. Conclusions

Modeling physical systems and characteristics in a virtual environment is key for realizing European strategic policies on sustainability and digitalization. This trend is also reflected by the increasing number of publications on DTs and related topics. However, in order to trust the outcomes of VEs and DTs, traceability and methods for uncertainty evaluation need to be provided.

In this paper, we formally defined VEs and DTs in such a way that the following are fulfilled:

1. The two definitions clearly distinguish between static VEs and time-varying DTs;
2. The definitions are harmonized, allowing for using an VE as a core part (digital model) within a DT, for example, by means of a common mathematical framework; and
3. The definitions allow for considering uncertainties constituting a basis for trustworthy and traceable VEs and DTs.

Furthermore, our definition of a DT is compliant with ISO 23247:2021 and ISO 30173:2023, while better clarifying the DT scope of control of the physical entity by means of the closed-loop feedback control. Our definition of a VE, on the other hand, poses a clear distinction from the terms digital shadow (allowing for automatic updates of the digital model in case that the physical entity changes) and DT (where a change made to the physical entity automatically leads to a change in the digital model and vice versa).

This paper also showed how commonly used uncertainty evaluation methods can be applied in the context of VEs, illustrated by means of the two example methods, LPU and PoD. For DTs, not only the uncertainty of the simulation model (i.e., the virtual part of the DT) needs to be considered, but also the errors and uncertainties related to the sensors (that measure the current state of the system) and the ones related to the actuators (that
control the system). This paper discusses how these contributions can be combined to derive traceability for DTs.

How the uncertainty evaluation methods can be used in industrial applications is shown by means of two test cases, a CMM (as an example for a VE) and a cobot (as an example for a DT). This paper demonstrates the applicability of the metrological framework. Employing a VE in the context of a CMM allows for the calculation of task-specific uncertainties, which is much harder if only the methods of the GUM are being used. By employing a common framework, the way uncertainties are calculated is universal and comprehensible to people not directly involved in the application. The usage of the framework also fosters comparability of measurement results. The DT application allowed the real-time control of the cobot by means of MVS while improving by one order of magnitude the positioning accuracy (from 2.384 mm to 0.254 mm of expanded uncertainty).

For more complex applications, this framework can be adapted and further extended. Within the ViDiT project, this will be done for the following applications: tilted-wave interferometer, virtual flow meter, nanoindentation, highly accurate cylindricity measurement, optical measurements integrated on robot arms, and electrical measurements (see ref. [54]).
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