Application Study of Empirical Wavelet Transform in Time–Frequency Analysis of Electromagnetic Radiation Induced by Rock Fracture
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Abstract: The time–frequency characteristics of electromagnetic radiation (EMR) waveform induced by rock fracture are very important to the monitoring and early–warning using the EMR method for the mine rockburst. The empirical wavelet transform (EWT), as a waveform time–frequency analysis method, has the advantages of a clear theoretical basis, convenient calculation, and no modal aliasing. To apply EWT to the field of EMR time–frequency analysis, the operation of Fourier axis segmentation of EWT is improved. In detail, the adaptive selection method for a window width of closing operation and the adaptive determination method of segment number of Fourier axis are proposed for EWT. The Fourier axis obtained by short–time Fourier transform (STFT) is used in the EWT process, rather than that obtained by discrete Fourier transform (DFT), taking a better Fourier axis segmentation effect. The improved EWT together with Hilbert transform (HT) applied to the time–frequency analysis for the EMR waveform of rock fracture, and the time–frequency spectrum obtained by EWT–HT can well describe the time–frequency evolution characteristics. Compared with STFT and Hilbert–Huang transform (HHT), EWT–HT has significant advantages in time–frequency resolution and overcoming modal aliasing, providing a powerful tool for time–frequency analysis for the EMR waveform induced by rock fracture.
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1. Introduction

In the process of rock failure under load, the accumulated energy in the rock will be released in the form of elastic wave, electromagnetic energy, thermal energy, etc., and these released energies are closely related to the internal fracture of rock and provide a rich means for monitoring the instability of rock mass [1–4]. As a monitoring technology based on the electromagnetic energy released by rock fracture, the EMR method has been widely used in the monitoring and early–warning field of the instability of underground structures such as mines, tunnels, and underground space, and plays an important role in mine rockburst monitoring and prevention [5–9]. At present, the EMR monitoring and early–warning indices mainly include the intensity, energy, and ringing count of the EMR waveform, while the frequency index has not been widely used yet [10,11]. However, the EMR is the result of internal crack propagation and the vibration of rock mass under load, and the time–frequency characteristics of the EMR waveform contain rich information about rock fracture [12–14].
In recent decades, the time–frequency characteristic of the EMR waveform has been obtained by in–depth study by many researchers. The experimental results and theoretical derivation of Frid et al. [15,16] and Rabinovitch et al. [17] showed that the maximum amplitude of the EMR signal was proportional to the crack velocity and the peak frequency depends on the crack width (i.e., the peak frequency is inversely proportional to the crack width and amplitude, and the amplitude increases with the crack expanding and begins to decay when the expanding stops). Li et al. [18] studied the relationship between the EMR frequency and the rock property parameters theoretically, and the results showed that the EMR frequency increased with the increasing elastic modulus and decreased with the increasing rock sample size and strength. The experimental study conducted by Song et al. [19] showed that the main–frequency increased from near 0 to 60 kHz and then decreased to less than 20 kHz with the increasing applied stress, and the theoretical study showed that the EMR frequency was inversely proportional to the crack length. Wei et al. [20] studied the Fourier spectra of EMR waveforms of rock fracture, and the results showed that at different stress levels, the main frequency decreased with the crack evolution, increased with the decrease in quartz content, and usually occurred at 0–20 kHz. These fruitful studies are of great significance to the analysis of the internal fracture of rock based on the time–frequency characteristics of the EMR waveform.

The waveform time–frequency analysis method is an important tool to study the characteristics of the EMR waveform induced by rock fracture. So far, there are various waveform time–frequency analysis methods. Fourier transform [21] makes it possible for people to observe signals from the frequency domain. As for a digital signal with a certain sampling frequency, its Fourier spectrum can be obtained by DFT. DFT has been widely used in the time–frequency analysis of the EMR signal of rock fracture [22–25]. However, since it needs the entire segment of an intercepted waveform to participate in DFT operation, the Fourier spectrum has no time dimension. To realize the localization of the signal both in the time domain and frequency domain, STFT was put forward [26]. STFT multiplies a time–frequency localized window function by a short–time digital signal for window processing, and then performs DFT; as a result, the time–frequency spectra at different times are calculated by moving the window with a certain step. Han et al. [27] used STFT to analyze the EMR signal of rock tension fracture induced by the breaking agent in the borehole of the rock mass. Although STFT can localize the DFT in the time domain and frequency domain to some extent, both high time and frequency resolutions cannot be achieved because of the existing window. To solve this problem, Huang et al. [28] proposed HHT. The core of HHT is the empirical mode decomposition (EMD) that can adaptively decompose the signal waveform according to its scale characteristics. EMD does not need the prespecified basis functions and human intervention, and its result is several intrinsic mode functions (IMFs). HT is applied to obtain the instantaneous amplitudes and frequencies of these IMFs, thereby, the high localization of the signal waveform in the time domain and frequency domain is realized. Zhang et al. [29] and Yin et al. [12] analyzed the time–frequency characteristics of the EMR waveforms of coal fracture, and the results show that HHT is suitable for analyzing the transient and nonstationary EMR signal. However, EMD still has some defects such as the lack of theoretical support in mathematics and the mode aliasing existing among IMFs [30,31]. To solve the modal aliasing problem, the ensemble empirical mode decomposition (EEMD) [32] was proposed. Although EEMD alleviates the phenomenon of modal aliasing to a certain extent, it greatly increases the calculation load and prolongs the calculation time because it needs to repeat EMD 50–100 times. Empirical wavelet transform (EWT) is a nonstationary and nonlinear signal decomposition method proposed by Gilles [33], and it is based on wavelet transform and narrowband signal analysis theory. In the process of EWT, a group of orthogonal wavelet filter banks based on the Meyer wavelet are constructed based on the divided Fourier spectrum, and a series of components with a tightly supported Fourier axis. Then, HT is performed on these components to obtain the time–frequency spectrum of the waveform. In theory, EWT not only avoids the end effect and mode aliasing phenomenon of EMD
but also has low computational complexity and a small calculation amount. Therefore, EWT has been applied in many engineering fields [34–37], especially in mechanical fault detection.

Unlike the mechanical fault signal that can occur periodically, the EMR signal of rock fracture has the feature of transiency, nonstationary, and non–repeatability. Given the EMR characteristics, an adaptive segmentation method of Fourier axis for EWT was proposed in this paper, meaning that EWT can be used for the time–frequency analysis for the EMR waveform of rock fracture, which is of great significance to study the internal fracture of rock mass through the time–frequency characteristics and enrich and improve the monitoring and early–warning model of EMR for the mine rockburst.

2. EWT Theory

The specific steps of EWT are as follows [33]:

(1) Fourier axis segmentation

Assuming that the digital signal is \( x(t) \), the Fourier spectrum with the normalized frequency \((|0, \pi]|) of \( x(t) \) can be obtained by DFT. Assuming that the objective is to divide the Fourier axis into \( N \) continuous parts \( \Lambda_n \), the boundary of each continuous part can be defined as \( \omega_n \), then \( \Lambda_n = [\omega_{n-1}, \omega_n], \omega_0 = 0, \omega_N = \pi, n = 1, 2, \ldots, N, \) and \( 2\pi \) region centered by the boundary \( \omega_n \) is defined as the transition zone where \( t_n = \gamma \omega_n, \gamma < \min\{(\omega_n - \omega_{n-1})/(\omega_n + \omega_{n-1})\} \).

(2) Construction of Meyer wavelet filter

The wavelet filter of each segment \( \Lambda_n \) is constructed based on the Meyer wavelet. The empirical scaling function and empirical wavelet function are shown in Equations (1) and (2), respectively.

\[
\hat{\phi}_n(\omega) = \begin{cases} 1, |\omega| \leq (1+\gamma)\omega_n \\ \cos \left( \frac{\pi}{2} \beta \left( |\omega| - (1-\gamma)\omega_n \right) \right), (1-\gamma)\omega_n \leq |\omega| \leq (1+\gamma)\omega_n \\ 0, \text{other} \end{cases}
\]

(1)

\[
\hat{\psi}_n(\omega) = \begin{cases} 1, (1+\gamma)\omega_n \leq |\omega| \leq (1-\gamma)\omega_{n+1} \\ \cos \left( \frac{\pi}{2} \beta \left( |\omega| - (1-\gamma)\omega_{n+1} \right) \right), (1-\gamma)\omega_{n+1} \leq |\omega| \leq (1+\gamma)\omega_{n+1} \\ \sin \left( \frac{\pi}{2} \beta \left( |\omega| - (1-\gamma)\omega_n \right) \right), (1-\gamma)\omega_n \leq |\omega| \leq (1+\gamma)\omega_n \\ 0, \text{other} \end{cases}
\]

(2)

where \( \beta(x) = x^3 (35 - 84x + 70x^2 - 20x^3) \).

(3) Signal decomposition and reconstruction

The detail coefficient and approximation coefficient of EWT are shown in Equations (3) and (4), respectively.

\[
W_d(n,t) = \left\{ f, \hat{\psi}_n \right\} = \int f(\tau) \hat{\psi}_n^*(\tau-t) \, d\tau = \left( \hat{f}(\omega) \hat{\psi}_n^*(\omega) \right) \wedge
\]

(3)

\[
W_a(n,t) = \left\{ f, \hat{\phi}_n \right\} = \int f(\tau) \hat{\phi}_n^*(\tau-t) \, d\tau = \left( \hat{f}(\omega) \hat{\phi}_n^*(\omega) \right) \wedge
\]

(4)

where EWT is defined as \( W_d(n,t) \); \( \wedge \) represents Fourier transform; and \( \wedge \) represents the inverse Fourier transform.

Then, the reconstructed signal can be expressed as

\[
W_r(n,t) = \left\{ f, \hat{\psi}_n \right\} = \int f(\tau) \hat{\psi}_n^*(\tau-t) \, d\tau = \left( \hat{f}(\omega) \hat{\psi}_n^*(\omega) \right) \wedge
\]

(5)

Following Equation (5), the empirical mode \( f_i(t) \) can be obtained by
\[ f_0(t) = W_f(0,t) \phi_1(t) \]  \hfill (6)
\[ f_k(t) = W_f(k,t) \psi_n(t) \]  \hfill (7)

3. Adaptive Segmentation Method of Fourier Axis

3.1. Conventional Segmentation Method of Fourier Axis

According to the EWT theory described in Section 2, the Fourier axis segmentation has a great influence on the result of EWT decomposition and then affects the time–frequency analysis. Ideally, we hope that the decomposition process is adaptive according to the signal characteristics, and each decomposed component is a tightly supported mode centered on a specific frequency. Gilles et al. [33] put forward a method of the automatic detection of the number of modes, in other words, (1) calculate all the local maximum amplitudes and their corresponding frequencies of the Fourier spectrum of the signal; (2) sort the local maximum amplitude magnitudes in descending as \( M_1, M_2, \ldots, M_M \), and (3) count the number of local maximum amplitudes that are larger than the threshold of \( M_M + \alpha(M_1 - M_M) \) as \( n \). Therefore, the value of \( \alpha \) has a great influence on \( n \). Gilles suggested that a value of \( \alpha \) around 0.3 and 0.4 seems to give consistent results with a good separation of the Fourier axis and a suitable decomposition mode number. Then, take out the first \( n \) normalized frequencies (i.e., \( 0 < f < \pi \)) corresponding to the local maximum amplitudes arranged in descending order, and sort the \( n \) normalized frequencies together with 0 and \( \pi \) in ascending order. The center frequency between two consecutive frequencies is taken as a split point of the Fourier axis. As a result, the number of modes decomposed by EWT is \( N = n + 2 \).

We took the typical EMR waveform with a sampling frequency of 5 MHz obtained in the experiment as an example to introduce the EWT process. Figure 1a presents the EMR waveform, and Figure 1b describes the result of conventional Fourier axis segmentation. In this example, when \( \alpha = 0.3 \), two local maxima are obtained. Based on these two local maxima, it is difficult to separate the Fourier axis properly. As shown in Figure 1b, when \( \alpha = 0.2 \), seven local maxima marked by red circles in the Fourier spectrum were obtained, and then the Fourier axis was segmented into nine parts. The Fourier spectrum of the EMR waveform was complex, and there were often two or more high maxima close to each other, exemplarily marked by the black oval boxes in Figure 1b. In this way, using the conventional method of the Fourier axis segmentation, these adjacent local maxima will be easily divided to form different filter banks, and then over–decomposition will occur, which is not conducive to the time–frequency analysis of EMR waveform. Therefore, the conventional method is not applicable to the Fourier axis segmentation of the typical EMR waveform to a certain extent.
3.2. An Improved Adaptive Segmentation Method of Fourier Axis

3.2.1. Closing Operation Theory

The Fourier spectrum of the EMR waveform of rock fracture is complex, and it is a key problem to reasonably divide the adjacent local maxima into the same filter bank. The erosion operator and dilation operator in mathematical morphology are widely used in digital image filtering [38,39]. The principle of the erosion operation is to seek the minimum value of the user-defined structural element (window) of a dataset and then replace other elements of this window with the minimum value. For a one-dimensional dataset \( X = \{X_1, X_2, ..., X_n\} \), when the window width is \( B \), the dataset after the erosion operation is \( E = \{E_1, E_2, ..., E_n\} \).

\[
E_i = \begin{cases} 
\min\{X_i, ..., X_{i+B}\}, & 1 \leq i \leq B \\
\min\{X_{i-B}, ..., X_{i+B}\}, & B < i < n-B \\
\min\{X_{i-B}, ..., X_n\}, & n-B \leq i \leq n
\end{cases} \quad (8)
\]

The erosion operation has the function of eroding the edges of the dataset and forcing the set to shrink inward. If the window width is large enough, the object with a small area and little effect can be removed. In contrast, the principle of the dilation operation is to seek the maximum value of the user-defined window and then replace other elements with the maximum value. The dataset after the dilation operation is \( D = \{D_1, D_2, ..., D_n\} \).

\[
D_i = \begin{cases} 
\max\{X_i, ..., X_{i+B}\}, & 1 \leq i \leq B \\
\max\{X_{i-B}, ..., X_{i+B}\}, & B < i < n-B \\
\max\{X_{i-B}, ..., X_n\}, & n-B \leq i \leq n
\end{cases} \quad (9)
\]

The dilation operation can increase the values of elements and make the dataset expand outside. An appropriate window width can fill the holes in the set to make it more complete.

The closing operation is performing the dilation operation first and then the erosion operation. According to Equations (8) and (9), in an ideal case, the closing operation with an appropriate window width can make one local maximum represent the adjacent local maxima around it, and then realize more appropriate Fourier axis segmentation.

3.2.2. Adaptive Selection of Window Width of the Closing Operation

When a signal with a certain length \( N \) is subjected to DFT, its half-spectrum curve will be composed of \( N/2 \) points. In the actual situation, the EMR waveforms have different lengths (i.e., the sampling point numbers of the waveforms participating in DFT are inconsistent). In this case, it is a key problem to select the window width for the closing operation. The ultimate purpose of EWT-HT is to draw the 2D or 3D Hilbert spectrum. Although the frequency resolution obtained by HT for each component is infinite, the time–frequency spectrum must be drawn based on a finite frequency resolution. In other words, in the process of drawing a time–frequency spectrum, the instantaneous amplitudes corresponding to the infinitely accurate instantaneous frequencies are accumulated to the frequency points with limited accuracy based on a frequency resolution called the drawing frequency resolution. The drawing frequency resolution, sampling frequency, and sampling point number of the waveform can be used to select the window width for the closing operation. To ensure that only one local maximum existing in the bandwidth of the drawing frequency resolution participates in the Fourier axis segmentation, this paper proposes an adaptive method to determine the window width \( B \) for the closing operation, and it can be expressed as

\[
B = \text{round} \left( \frac{p N f_s}{f_d} \right) \quad (10)
\]
where \( p_N \) is the sampling point number of the signal waveform; \( f_s \) is the sampling frequency; and \( f_d \) is the drawing frequency resolution. Specific parameters of the example EMR waveform are as follows: \( f_s \) is 5 MHz, the duration of the intercepted EMR waveform is 11.749 ms (i.e., \( p_N \) is 58745), and \( f_d \) is 1 kHz. According to Equation (10), the window width \( B \) is six, ensuring that the local maxima existing in the frequency band of 1 kHz can be represented by one significant local maximum. The result of the dilation operation (i.e., the first step of the closing operation) is shown in Figure 2a. It can be seen that the adjacent local maxima are covered by the same value marked by the magenta curve, and the maximum width of the same value is 1 kHz, ensuring that any two significant local maxima with an interval bandwidth less than 1 kHz can be divided together into the same part of the Fourier axis. Figure 2b presents the result of the erosion operation after the dilation operation. Multiple maxima next to each other are represented by the same feature local maximum, which lays the foundation for dividing the Fourier axis into tightly supported segments with feature local maxima as the centers.

![Figure 2](image-url)

**Figure 2.** Closing operation process for Fourier axis: (a) dilation operation result; (b) closing operation result.

### 3.2.3. Adaptive Determination of Segment Number of Fourier Axis

Based on the result of the closing operation with adaptively selected window width for the Fourier spectrum, the local maxima of the closing operation curve can be obtained. The threshold value used to count the number of local maxima participating in the Fourier axis segmentation can be obtained by \( M_{M1} + \alpha(M1 - M_{M1}) \). The different values of \( \alpha \) will raise the different thresholds and the different local maximum numbers. Figure 3 presents the variation in the local maximum numbers along with the different thresholds with \( \alpha \) of 0.01, 0.02, ..., and 0.99. With the increasing \( \alpha \), the number of the local maxima above the thresholds decreases rapidly at the beginning and then decreases slowly in a stepwise manner. Meanwhile, the local maxima number maintains constant on several consecutive points, implying that the EWT results are also constant. According to the variation characteristics of the local maxima number, we took the number of invariant points as five or six, in other words, during each calculation, the threshold value is calculated with \( \alpha \) of 0.01, 0.02, ..., 0.99, until there are five or six points on that the local maximum number that remain unchanged, and a value of \( \alpha \) is obtained. As shown in the local area marked by the red box in Figure 3, the obtained value of \( \alpha \) usually appears in 0.18–0.35, and the corresponding local maximum number in 4–10. In addition, if the number of the finally obtained local maxima above the threshold is less than five, while the number of the total local maxima is larger than five, the first five maxima (i.e., \( M_1, \ldots, M_5 \)) are forcibly selected
to participate in the segmentation of the Fourier axis. The frequency points corresponding to these local maxima together with 0 and π provide a basis for Fourier axis segmentation.

To minimize the influence of Fourier axis segmentation on EWT, the split point takes the local minimum value of the Fourier spectrum of the area corresponding to the intersection of the middle 3/5 area of two adjacent frequency points and the local minimum values of the closing operation result. If there is no intersection, the local minimum value of the Fourier spectrum of the 3/5 area is taken as the split point. In addition, (1) if the closing operation curve rises monotonically between 0 and the first frequency point, this section will not be divided; (2) to ensure that the component corresponding to the last obtained local maximum is decomposed pertinently, this frequency point plus 10 times the drawing frequency resolution (i.e., 10 kHz) serves as a split point; (3) between the frequency of this split point and π, the midpoint of these two frequency points is taken as a split point. Thus, in general, if there are \( n \) local maxima, the final Fourier axis will be divided into \( n + 2 \) or \( n + 3 \) segments. For the Fourier axis of the example EMR waveform, \( M_M, M_t, \) and \( \alpha \) are 0.0186 V, 0.1519 mV, and 0.18, respectively, so the threshold is 0.0035 V, as shown by the red dotted line in Figure 4. The number of local maxima larger than the threshold is seven, and then the Fourier axis is divided into nine segments corresponding to nine filter banks, as shown by the magenta lines in Figure 4. Compared with the result of the conventional Fourier axis segmentation shown in Figure 1b, the segmentation result shown in Figure 4 avoids the phenomenon that the adjacent local maxima are improperly separated. Moreover, the segmentation lines all lie on the local minimum values of the segments of the Fourier spectrum, and keep a distance of at least 1/5 of the segment width from the local maxima, minimizing the adverse impact of Fourier axis division on the signal time–frequency analysis.

![Figure 3](image_url)

**Figure 3.** Variation in the numbers of local maxima above the threshold along with \( \alpha \).
3.2.4. Decomposition of EMR Waveform

Based on the filter banks shown in Figure 4, the example EMR waveform is decomposed into nine components (i.e., $c_1$, $c_2$, ..., $c_9$), as shown in Figure 5a. These components fluctuate uniformly on the time domain, and the fluctuation amplitude suddenly increases when the effective signal appears, indicating that the frequency they contain is relatively single. Figure 5b presents the Fourier spectra of these nine components. The Fourier spectrum of each component was exactly the segmented Fourier spectrum shown in Figure 4, and there was no modal aliasing phenomenon among these nine components in the frequency domain. However, it is noteworthy that the $c_8$ component still contained a strong effective signal component that has not been extracted. The Hilbert spectrum of the example EMR waveform was obtained via HT, as shown in Figure 6. Except for the $c_8$ component, each component rarely appeared in mode aliasing, and the high amplitude frequency band was relatively concentrated, which can clearly describe the time–frequency evolution characteristics below 42 kHz.

Figure 7 presents the time–frequency spectrum of the example EMR waveform obtained by STFT. The STFT adopts Hamming window with a window width of 1 ms (i.e., 5000 sampling points), the window sliding step size is 1 μs (i.e., five sampling points), and the signal length participating in DFT of STFT is 1 ms, so the frequency resolution of the spectrum is 1 kHz. Comparing Figures 6 and 7, it can be seen that the components around 77.0 kHz and 83.5 kHz were not effectively decomposed by EWT. This is because the 77.0 kHz and 83.5 kHz frequency points were not effectively segmented in the Fourier axis, but were together segmented into $c_8$, as shown in Figure 4. The deeper reason is that the object of DFT is the whole waveform, so the Fourier spectrum has no time dimension. However, the actual EMR waveform often has some frequency components, with high amplitudes appearing for a short time. Although the amplitudes are relatively large, the amplitudes of the frequency points are still relatively small in the Fourier spectrum, making it difficult to separate the short–time high amplitude frequency components based on the Fourier spectrum obtained by DFT.
Figure 5. Result of EWT based on DFT and closing operation: (a) decomposed components of EMR waveform; (b) Fourier spectra of decomposed components.

Figure 6. Time–frequency spectrum obtained by EWT–HT based on DFT and closing operation.
3.2.5. Fourier Axis Segmentation Based on STFT and Closing Operation

To solve the problem that short-time high amplitude frequency components cannot be well extracted, the segmentation method of the Fourier axis was further improved, and an adaptive segmentation method of the Fourier axis based on STFT and closing operation is proposed. First, the time–frequency spectrum is obtained by STFT, and the frequency resolution of STFT is half of the final drawing frequency resolution of the time–frequency spectrum obtained by EWT–HHT. In this example, the frequency resolution of STFT shall be 0.5 kHz, that is, the Hamming window width and the signal length participating in DFT shall be 2 ms (i.e., 10,000 sampling points). The maximum amplitude corresponding to each frequency point is obtained based on the time–frequency spectrum of STFT, as shown in Figure 8. Compared with the Fourier spectrum obtained by DFT shown in Figure 4, the local maximum amplitudes of components around 2.5 kHz, 19 kHz, 24 kHz, 27 kHz, 77.0 kHz, and 83.5 kHz, as shown in Figure 8, increased significantly. For the Fourier axis obtained by STFT, the closing operation was performed with the window width $B = 1$, according to the method mentioned in Section 3.2.3, $M_0$, $M_1$, and $\alpha$ were 0.0160 V, 0.8070 mV, and 0.17, respectively, so the threshold was 0.0034 V. The number of the local maxima above the threshold was 10, as shown by the red circles in Figure 8. In the Fourier axis segmentation, sometimes two adjacent local maximum frequencies were far apart. Taking 37.5 kHz and 77.0 kHz, as shown in Figure 8, as an example, if only one split point is set between them according to Section 3.2.3, these components decomposed by EWT will be mixed with other low-amplitude components to some extent, which is not conducive for presenting the evolution characteristics of high-amplitude frequency components. Therefore, to better divide the Fourier axis, if the split point is more than 10 times the drawing frequency resolution (i.e., 10 kHz) from the adjacent frequency of local maximum, a new split point is forcibly added at the position of 10 kHz from the adjacent frequency point. As a result, there are two split lines between 37.5 kHz and 77.0 kHz, and this Fourier axis is divided into 13 segments. The split lines and filter banks below 100 kHz are shown in Figure 8.
Figure 8. Adaptive segmentation result of the Fourier axis based on STFT and closing operation.

Figure 9a shows the 13 components of the EMR waveform decomposed by EWT based on STFT and closing operation, and Figure 9b shows the Fourier spectrum of each decomposed component. The Fourier spectra do not overlap others, and the combination of these Fourier spectra is exactly the Fourier spectrum of the entire EMR waveform. Compared with Figure 5b, the component of 34–94 kHz was reasonably divided into $c_8$–$c_{11}$, therefore the components around 77.0 kHz and 83.5 kHz with short–time high amplitude fluctuation characteristics are well divided into different components. In addition, the intensities of $c_{12}$, shown in Figure 9a, and $c_9$, shown in Figure 5a, were 0.0513 V and 0.1101 V, respectively, and the maximum amplitudes of the Fourier spectra of these two components were $7.64 \times 10^{-4}$ V and $2.53 \times 10^{-3}$ V, respectively, indicating that the effective component of the EMR waveform was properly decomposed. Figure 10 presents the energy proportions of the 13 components. The frequency bands of $c_{12}$ and $c_{13}$ on the Fourier axis were 94–1.3 MHz and 1.3–2.5 MHz, respectively, and their widths were relatively larger. Therefore, even though the amplitudes of $c_{12}$ and $c_{13}$ were small, the total energies were still relatively large, accounting for 10.5% and 12.0%, respectively. Except for $c_{12}$ and $c_{13}$, the energy proportions of $c_1$, $c_2$, and $c_3$ with the frequency bands of 0–6 kHz, 6–13 kHz, and 13–17 kHz were 11.7%, 32.4%, and 14.6%, respectively, which were significantly larger than that of other components. As shown in Figure 9a, $c_1$, $c_2$, and $c_3$ not only had large amplitudes but also long durations, and almost throughout the entire effective waveform, which is consistent with the presented evolution characteristics of the time–frequency spectrum shown in Figure 11. The components around 77.0 kHz and 83.5 kHz were decomposed effectively into $c_{10}$ and $c_{11}$ with the frequency bands of 67.5–81.5 kHz and 81.5–94.0 kHz, respectively. As shown in Figure 9a, $c_{10}$ and $c_{11}$ contained the typical short–time high amplitude fluctuation, and their energy proportions were 4.6% and 1.7%, respectively. Compared to Figure 6, Figure 11 well describes the short–time high amplitude fluctuation characteristics of the components around 77.0 kHz and 83.5 kHz. Comparing Figures 7 and 11, the time–frequency spectrum obtained by EWT–HT was more refined than that obtained by STFT in both the frequency and time resolutions.
Figure 9. Results of EWT based on STFT and closing operation: (a) decomposed components of EMR waveform; (b) Fourier spectra of decomposed components.
4. EWT–HT Application in Time–Frequency Analysis for EMR Waveform of Rock Fracture

4.1. Experimental System

The schematic diagram of the experimental system is shown in Figure 12. The YAW–600 pressure tester was adopted for loading, and its maximum load is 600 kN, the load resolution is 3 N, and the displacement resolution is 0.3 μm. The data acquisition system is composed of a high-speed data acquisition instrument and a high-performance computer. The data acquisition instrument has 12 channels, an A/D accuracy of 16 bits, and a maximum sampling frequency of 10 MHz. A SAS–560 loop antenna with a response frequency range of 20 Hz–2 MHz was used to sense the EMR signal. The EMR preamplifier matched with the SAS–560 loop antenna had four channels (i.e., two channels for 0–10 MHz and two channels for 10 kHz–10 MHz), and its amplification multiple ranged from 50 dB to 80 dB. The experiments were conducted in a GPIA electromagnetic shielding room with shielding effectiveness of 14 kHz ≥ 75 dB, 100 kHz ≥ 95 dB, 200 kHz ≥ 100 dB, and 50–10³ MHz ≥ 110 dB.

The rock samples were taken from the Wudong coal mine, Midong District, Urumqi, Xinjiang Uygur Autonomous Region, China, and processed into standard cylinders with a diameter of 50 mm and a length of 100 mm.
The rock samples were loaded by displacement control with a loading speed of 2 μm/s. The sampling frequency of the data acquisition instrument was set to 5 MHz. The 10 kHz–10 MHz channel of the EMR preamplifier was used to amplify the EMR signal with an amplification multiple of 64 dB.

Figure 12. Schematic diagram of the experimental system.

4.2. Response of EMR Signal on Rock Fracture

Figure 13 shows the stress curve and EMR signal of the rock sample during the entire loading process. The example rock sample had a peak stress of 85.52 MPa and an elastic modulus of 14.28 GPa. Before the peak stress, the stress almost increased monotonically, and there was no significant stress drop and EMR signal at this stage. From the enlarged view on the right side of Figure 13, it can be seen that the rock sample was rapidly destabilized and destroyed after the peak stress, resulting in a large number of significant stress drops and EMR signals. The experimental results in the literature [40–44] indicate that whether before or after the peak stress, the EMR signals are generally accompanied by stress drops. Not only EMR but the electrical signal pressure-stimulated current (PSC) also had a significant response when approaching the fracture load levels [45–47]. Since the example rock sample was fine sandstone and relatively hard and brittle, the significant fractures or stress drops were mainly concentrated at the stage after the peak stress. The significant EMR signals were numbered \(a, b, \ldots, i\). In the failure stage of the rock sample, some significant fractures were accompanied by multiple EMR signals. For example, the waveform numbered \(i\) shown in Figure 13 contained two consecutive signals marked as \(i_1\) and \(i_2\), shown in Figure 14.

Figure 13. Stress curve and EMR signal of the rock sample under loading.
Figure 14. Time–frequency spectra of EMR waveforms obtained by EWT–HT, the arrival times of EMR waveforms, respectively, are (a) 496.8817 s; (b) 523.3260 s; (c) 538.9143 s; (d) 545.0350 s; (e) 554.2411 s; (f) 599.3472 s; (g) 610.0992 s; (h) 683.4312 s; (i1) 686.4955 s; (i2) 686.5054 s.
4.3. Time–Frequency Analysis for EMR Waveform

The EMR signals numbered \( a, b, \ldots, i \) in Figure 13 were decomposed by the improved EWT, and then their Hilbert spectra were obtained by HT. Figure 14 presents the waveforms and Hilbert spectra of these EMR signals. Since the frequency bands of these EMR signals are mainly below 100 kHz, this paper intercepted the time–frequency spectra below 100 kHz for analysis. Moreover, some significant feature points of the time–frequency spectra were marked as “[time, frequency, amplitude]” in Figure 14 to aid in the analysis. Table 1 lists the parameters of the EMR waveforms and their time–frequency spectra.

Table 1. Parameters of the EMR waveforms and their time–frequency spectra.

<table>
<thead>
<tr>
<th>Waveform No.</th>
<th>Arrival Time (s)</th>
<th>Stress Level (after Peak Stress)</th>
<th>Intensity (V)</th>
<th>Maximum Amplitude (V)</th>
<th>Corresponding Frequency (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>496.8817</td>
<td>94.3%</td>
<td>0.229</td>
<td>0.0077</td>
<td>33.5</td>
</tr>
<tr>
<td>b</td>
<td>523.3260</td>
<td>95.9%</td>
<td>0.282</td>
<td>0.0339</td>
<td>9.5</td>
</tr>
<tr>
<td>c</td>
<td>538.9143</td>
<td>83.4%</td>
<td>0.146</td>
<td>0.0070</td>
<td>73.5</td>
</tr>
<tr>
<td>d</td>
<td>545.0350</td>
<td>71.0%</td>
<td>0.133</td>
<td>0.0059</td>
<td>24.5</td>
</tr>
<tr>
<td>e</td>
<td>554.2411</td>
<td>62.6%</td>
<td>1.032</td>
<td>0.0953</td>
<td>73.5</td>
</tr>
<tr>
<td>f</td>
<td>599.3472</td>
<td>47.1%</td>
<td>0.325</td>
<td>0.0193</td>
<td>73.5</td>
</tr>
<tr>
<td>g</td>
<td>610.0992</td>
<td>41.0%</td>
<td>0.226</td>
<td>0.0159</td>
<td>19.5</td>
</tr>
<tr>
<td>h</td>
<td>683.4312</td>
<td>25.9%</td>
<td>0.289</td>
<td>0.0369</td>
<td>2.5</td>
</tr>
<tr>
<td>i1</td>
<td>686.4955</td>
<td>18.6%</td>
<td>0.172</td>
<td>0.0177</td>
<td>18.5</td>
</tr>
<tr>
<td>i2</td>
<td>686.5054</td>
<td>18.6%</td>
<td>1.033</td>
<td>0.0911</td>
<td>14.5</td>
</tr>
</tbody>
</table>

As shown in Figure 14a, the high amplitude component mainly fluctuated around 33.5 kHz after the waveform was triggered. In the meantime, the components of 11.5 kHz, 23.5 kHz, 60.5 kHz, and 94.5 kHz were also relatively significant. When the waveform decayed smoothly to 2.49 ms, the high–amplitude and low–frequency fluctuation with the main frequency of 4.5 kHz occurred, implying that a complex fracture occurred in the rock sample, and significant low–frequency fluctuations appeared on the crack surface. Then, the EMR waveform decayed smoothly with the main component of 4.5 kHz. As shown in Figure 14b, the 9.5 kHz component that runs through the entire waveform appears immediately after the waveform is triggered. There were also relatively high–frequency components of 74.5 kHz and 79.5 kHz with low amplitude, but they decayed rapidly. Furthermore, the components of 1.5 kHz, 4.5 kHz, 18.5 kHz, 23.5 kHz, and 35.5–40.5 kHz were also relatively significant. From 2.71 ms, the fluctuation amplitude of the 9.5 kHz component gradually increased and reached the maximum amplitude at 3.13 ms, implying that the vibration frequency of the internal crack surface changed greatly, showing a more concentrated trend. As shown in Figure 14c, the waveform intensity was relatively weak. After the waveform was triggered, it mainly fluctuated at 73.5 kHz where it was maintained for a long time until significant attenuation occurred at 2.2 ms. Meanwhile, the components of 4.5 kHz, 10.5 kHz, 23.5 kHz, 37.5 kHz, 41.5 kHz, 43.5 kHz, 78.5 kHz, 85.5 kHz, 90.5 kHz, and 96.5 kHz were also relatively significant. Notably, the lower frequency fluctuation of 4.5 kHz mainly occurred at 1.84–2.52 ms, and then the waveform mainly attenuated at 10.5 kHz from 2.81 ms. As shown in Figure 14d, the waveform intensity is the weakest among all the 10 EMR waveforms. After the waveform was triggered, the amplitudes of components of 24.5 kHz, 28.5 kHz, and 74.5 kHz rapidly enhanced. During this process, the components of 37.5 kHz, 77.5 kHz, and 97.5 kHz were also relatively significant. Then, the waveform attenuated with the main components of 9.5 kHz, 24.5 kHz, and 27.5 kHz. As shown in Figure 14e, the waveform amplitude increased rapidly after it was triggered. There was a high–amplitude transient fluctuation at 73.5 kHz, but it decayed quickly. The components of 2.5 kHz, 3.5 kHz, 5.5 kHz, 8.5 kHz, 19.5 kHz, 23.5 kHz, 27.5 kHz, and 86.5 kHz were also relatively significant. Then, the waveform mainly
decayed with components below 15.5 kHz. As shown in Figure 14f, the components of 73.5 kHz and 77.5 kHz mainly fluctuated with high amplitude after the waveform was triggered. In the meantime, the components of 2.5 kHz, 9.5 kHz, 24.5 kHz, 39.5 kHz, and 84.5 kHz were also relatively significant. Notably, the components of 2.5 kHz and 9.5 kHz ran through the entire waveform and were the main components in the later attenuation process. As shown in Figure 14g, the waveform mainly fluctuated at 19.5 kHz, 24.5 kHz, and 37.5 kHz, and the 19.5 kHz component was the strongest. Furthermore, there were also relatively weak components of 1.5 kHz, 5.5 kHz, and 76.5 kHz. During the attenuation process, the frequencies of the components were not concentrated, but there was a relatively significant low–frequency component of 2.5 kHz. Compared with the waveforms shown in Figure 14a–g, the overall frequency of the waveform shown in Figure 14h was significantly lower. After the waveform was triggered, it mainly focused on the 7.5 kHz component, and there were also relatively weak components of 1.5 kHz, 22.5 kHz, and 73.5 kHz. Then, the frequency of the dominant component transferred from 7.5 kHz to 2.5 kHz, and 2.5 kHz was the main frequency component of the waveform attenuation. In addition, when the waveform decays to become calm, the fluctuation amplitude of the 2.5 kHz component increased significantly at 5.72 ms, which was very similar to the phenomenon in Figure 14a, indicating that a relatively complex fracture occurred in the rock sample.

5. Discussion

HHT and STFT are also commonly used waveform time–frequency analysis methods. To further evaluate the time–frequency analysis effect of EWT–HT and its applicability to the EMR waveform of rock fracture, the time–frequency analysis results obtained by EWT–HT, HHT, and STFT were comparatively analyzed and discussed.

The ten components numbered \( i \) and \( i \) appeared almost simultaneously, and their arrival times were 686.4955 s and 686.5054 s, respectively, indicating that the internal fracture of the rock sample was severe and complex. As shown in Figure 14i, after the waveform was triggered, it fluctuated at a high amplitude of 18.5 kHz and decayed rapidly, then the frequency rose to 21.5 kHz. The components around 8.5 kHz, 28.5 kHz, 47.5 kHz, and 76.5 kHz were also relatively significant. Subsequently, the waveform mainly attenuated with the components of 3.5 kHz and 21.5 kHz. As shown in Figure 14i, the waveform intensity was 1.033 V, which approximated the intensity of the waveform shown in Figure 14e. However, compared with the waveform shown in Figure 14e, the overall frequency of this waveform was significantly lower. After the waveform was triggered, the high amplitude fluctuation around 14.5 kHz occurred and decayed rapidly. Meanwhile, the components around 2.5 kHz, 6.5 kHz, 8.5 kHz, 27.5 kHz, and 74.5 kHz were also relatively significant, and the 3.5 kHz component dominated at the later stage of waveform attenuation.

From the above analysis, the time–frequency spectrum obtained by EWT–HT can well depict the time–frequency evolution characteristics of the EMR waveforms. The EMR waveform induced by rock fracture contained complex frequency components, and in the attenuation process, different frequency components showed different characteristics. In the early stage after peak stress, the EMR signal was prone to have a high amplitude component of 70–100 kHz, while in the later stage, the high amplitude component was prone to appear in 0–40 kHz, and most of the EMR waveforms decayed with lower frequency components of 0–25 kHz.
bands of imf4 and imf5, indicating that there was a mode aliasing phenomenon among the components. The intensities and energy proportions of these four components were relatively large, which will have a great influence on the time–frequency spectrum obtained by HT. Figure 16 presents the time–frequency spectra obtained by EWT–HT and HHT with different drawing frequency resolutions of 1 kHz, 0.5 kHz, and 0.25 kHz. Because of the mode aliasing phenomenon existing among the components obtained by the EMD of HHT, the instantaneous frequency of each component fluctuated in a large range and was not concentrated. It is difficult to detect the continuous time–frequency evolution process and the maximum amplitude point in the time–frequency spectrum. To better detect the maximum amplitude point, the 3D time–frequency spectra obtained by HHT were drawn and shown in Figure 17. The high amplitude components often appeared in the form of dots rather than continuous curves, making it difficult to analyze the time–frequency evolution characteristics of the EMR waveform. However, the similarity between EWT–HT and HHT is that HT is used to obtain the time–frequency spectrum after waveform decomposition. Therefore, EWT–HT and HHT can take into account both the time and frequency resolutions, and possess the time resolution at the level of the sampling point and the theoretically infinite frequency resolution, which is well illustrated by the time–frequency spectra shown in Figure 16 with frequency resolutions of 1 kHz, 0.5 kHz, and 0.25 kHz.

Figure 15. EMD results: (a) decomposed components of EMR waveform; (b) Fourier spectra of decomposed components.
Table 2. Parameters of the components obtained by EMD.

<table>
<thead>
<tr>
<th>imf No.</th>
<th>Frequency Band (kHz)</th>
<th>Intensity (V)</th>
<th>Energy Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>imf1</td>
<td>0–2500</td>
<td>0.0515</td>
<td>15.8</td>
</tr>
<tr>
<td>imf2</td>
<td>0–1500</td>
<td>0.0288</td>
<td>4.3</td>
</tr>
<tr>
<td>imf3</td>
<td>0–500</td>
<td>0.1409</td>
<td>5.8</td>
</tr>
<tr>
<td>imf4</td>
<td>0–200</td>
<td>0.1222</td>
<td>9.6</td>
</tr>
<tr>
<td>imf5</td>
<td>0–70</td>
<td>0.0687</td>
<td>19.0</td>
</tr>
<tr>
<td>imf6</td>
<td>0–25</td>
<td>0.0651</td>
<td>29.8</td>
</tr>
<tr>
<td>imf7</td>
<td>0–13</td>
<td>0.0400</td>
<td>9.9</td>
</tr>
<tr>
<td>imf8</td>
<td>0–7</td>
<td>0.0236</td>
<td>3.5</td>
</tr>
<tr>
<td>imf9</td>
<td>0–2</td>
<td>0.0111</td>
<td>2.2</td>
</tr>
<tr>
<td>imf10</td>
<td>0–1</td>
<td>0.0025</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 16. Comparison of the time–frequency spectra with different drawing frequency resolutions obtained by EWT–HT and HHT: (a) obtained by EWT–HT, 1 kHz; (b) obtained by HHT, 1 kHz; (c) obtained by EWT–HT, 0.5 kHz; (d) obtained by HHT, 0.5 kHz; (e) obtained by EWT–HT, 0.25 kHz; (f) obtained by HHT, 0.25 kHz.
Figure 17. The 3D time–frequency spectra obtained by HHT, the drawing frequency resolutions are (a) 1 kHz; (b) 0.5 kHz; (c) 0.25 kHz, respectively.

According to the STFT theory, the resolutions of STFT in the time domain and frequency domain cannot be taken care of both, that is, to improve its time resolution, the width of the STFT window must be reduced. Accordingly, to increase the frequency resolution, it is necessary to increase the width of the STFT window, or to increase the time length of the signal participating in the DFT of STFT by supplementing zero. Figure 18 presents the time–frequency spectra obtained by STFT with different window widths and the time lengths of the signal participating in DFT. The STFT parameters to obtain the time–frequency spectra shown in Figure 18a–c were as follows, respectively: the Hamming window widths were 1 ms, 0.5 ms, and 0.25 ms, the number of points participating in DFT was 5000, and the window sliding step size was five sampling points. For the 0.5 ms and 0.25 ms window widths, the signal after windowing was supplemented with zero to ensure the number of points participating in DFT was 5000. The STFT parameters of Figure 18d were as follows: the Hamming window width was 0.25 ms, and the number of points participating in DFT was 20,000 via adding zero. Comparing the magenta box areas shown in Figure 18a–c with the reduction in the Hamming window width, the red area in the box was shortened laterally and elongated longitudinally, indicating that its time resolution increased while the frequency resolution decreased. Compared to Figure 18c, although the frequency resolution of the time–frequency spectrum shown in Figure 18d was improved by adding zero, it only made the time–frequency spectrum smoother, and the red area in the magenta box did not change, indicating that the actual frequency resolution had not been improved. Although the time–frequency spectrum shown in Figure 18a has an actual frequency resolution of 1 kHz equaling the drawing frequency resolution of Figure 16a, there were other frequency components with relatively higher amplitude around its main frequency components, as shown in Figure 18a, making the main frequency components more blurred, while the main frequency components were clearer and more obvious in Figure 16a. Although the time–frequency spectrum shown in Figure 18d had a drawing time frequency of five sampling points, there was still a certain gap compared with the actual time resolution of five sampling points of Figure 16e because its Hamming window width was 0.25 ms. It is noteworthy that although the STFT result was not as good as that of EWT–HT in the time domain and frequency domain resolutions, the time–frequency spectrum distribution characteristics of these two results were generally consistent.
Figure 18. The time–frequency spectra obtained by STFT, the drawing frequency resolutions, and Hamming window widths were (a) 1 kHz and 1 ms; (b) 1 kHz and 0.5 ms; (c) 1 kHz and 0.25 ms; (d) 0.25 kHz and 0.25 ms, respectively.

6. Conclusions

An adaptive segmentation method of the Fourier axis for EWT was proposed in this paper and applied to analyze the time–frequency characteristics of the EMR waveform induced by rock fracture. The following conclusions can be drawn:

(1) The window width of the closing operation is one of the keys to Fourier axis segmentation, and it can be selected based on the drawing frequency resolution, the sampling frequency, and the number of sampling points of the waveform. The threshold value to detect the effective maxima can be determined by the adaptive ratio $\alpha$.

(2) Based on the Fourier axis obtained by STFT, where the short–time and high–amplitude components existing in the EMR waveform are well extracted, the Fourier axis segmentation is more effective than that directly based on DFT.

(3) EWT–HT overcomes the modal aliasing of HHT and the inability of STFT to take into account the resolution in both the time and frequency domains. It can well describe the time–frequency evolution characteristics of the EMR waveform induced by rock fracture.
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