New Insights into the Gold Mineralization in the Babaikundi–Birgaon Axis, North Singhbhum Mobile Belt, Eastern Indian Shield Using Magnetic, Very Low-Frequency Electromagnetic (VLF-EM), and Self-Potential Data
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Abstract: The North Singhbhum Mobile Belt (NSMB) in the eastern Indian shield is an excellent example of a diverse lithological domain with multiphase shear/fracture zones. It is a well-acknowledged prospective region known for various mineralizations, e.g., Cu, Au, U, and Fe. The present study was conducted in the Babaikundi–Birgaon Axis (a shear and fracture zone within NSMB) within Babaikundi village. The study suggests that anomalous zones are possibly related to gold-associated sulfide mineralization using photomicrography and geophysical methods such as magnetic, self-potential (SP), and very low-frequency (VLF) electromagnetic (EM) methods. Photomicrography on quartz samples and Scanning Electron Microscope (SEM) Backscattered-Electron (BSE) images show that gold particles are present in the quartz reef vein in Babaikundi. Magnetic data are presented in the total magnetic intensity (TMI), upward continuation, and analytical signal maps. VLF-EM data were analyzed using different processing techniques to delineate anomalous auriferous zones. Furthermore, the SP data were inverted using the Particle Swarm Optimization (PSO), Very Fast Simulated Annealing (VFSA), and Genetic Algorithm (GA) approaches for comparative study of the resultant model parameters and their suitability considering a 2D inverted resistivity section derived using VLF-EM. The photomicrography study indicates the existence of gold/pyrite/pyrrhotite within the Babaikundi–Birgaon axis, which corresponds to a low magnetic anomaly based on a magnetic study; a high current density, a high Fraser value, and a low resistivity based on the VLF-EM study; and a negative SP value was found based on the SP study. The combined study generally supports mapping auriferous zones and demarcates the Babaikundi–Birgaon area.
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1. Introduction

Globally, most gold deposits are confined to Archean greenstone belts within basic and ultrabasic rocks (komatiitic and tholeiitic). Apart from the lithological association, the regional and local geological settings control gold mineralization and their affiliation with higher-order structural zones, i.e., the shear zone is one of the most important attributes that controls the transportation of auriferous hydrothermal fluid from the deeper horizon to the near-surface P-T environment [1,2]. Although first-order crustal-scale shear zones are rarely auriferous, they release auriferous fluid into second-order (5–10 km) and, subsequently, third-order (1 km) shear/fracture zones [3]. The Singhbhum crustal province is a well-known cratonic belt that hosts several mineral deposits in the Eastern Indian Shield [3]. The
North Singhbhum Mobile Belt (NSMB) (1.0–2.4 Ga) is situated between two crustal-scale shear zones: one is the South Purulia shear zone (SPSZ), which is located north of the NSMB, and another is the Singhbhum Shear Zone (SSZ), situated in the south of NSMB. The NSMB comprises metasedimentary and metaigneous rocks (low- to medium-grade), with multiphase folded layers of each lying within the North Singhbhum crustal province.

A combined geophysical survey of magnetic, self-potential (SP), electrical resistivity tomodraphy (ERT), induced polarization (IP), and very low-frequency (VLF) electromagnetic (EM) methods offers an advanced method for mineral mapping [4–10]. Various researchers have conducted geophysical surveys, such as gravity, magnetic, ERT, SP, and IP, to study mineralization in Babaikundi [3,9,11–15]. Occurrences of nano-size refractory gold (invisible gold) within pyrite and native gold within the quartz reef were reported by Jha [16]. Madhusudan [3] reported that the Geological Survey of India (GSI) drilled 14 boreholes in Babaikundi along the BBA, and a maximum value of 152 ppm of gold was reported. An auriferous sulfide-bearing quartz reef was quantified at 21.00 to 34.60 m (13.60 m thick) with 0.01–4.10 ppm of gold content. Its maximum 4.10 ppm gold value was found at a depth range of 33.85–34.60 m (0.75 m thick) in the borehole BKB-1 (Figure 1b) [14], in which GSI reported a 1.07 to 5.63 ppm anomalous gold concentration [16]. EPMA analysis of the rock samples showed the invisible gold of 200 to 1000 ppm in the sulfides. Jha et al. [16] reported a gold percentage of ~0.020–0.101 wt% in the pyrite. Scanning Electron Microscope (SEM)–Energy-Dispersive X-ray spectroscopy (EDS) analysis showed gold values (in situ spot analysis) within the multiphase pyrite varying between 1100 and 8100 ppm [16].

Figure 1. Geological map of (a) Singhbhum Crustal Province and (b) the NSMB showing the Babaikundi–Birgaon Axis (BBA) and position of the study location with borehole location of BKB1.
The present work studies auriferous/sulfide zones within Babaikundi using the Scanning Electron Microscope (SEM), Backscattered-Electron (BSE), Magnetic, VLF-EM, and SP methods. Magnetic data were analyzed using upward continuation, Euler depth solution, radially averaged power spectrum, and analytical signal techniques. VLF-EM data were analyzed with a Fraser filter of the in-phase and out-phase components, a K–H plot of the in-phase component, and the inversion of VLF-EM data to obtain 2D resistivity sections. SP data were modeled using Particle Swarm Optimization (PSO), Very Fast Simulated Annealing (VFSA), and Genetic Algorithm (GA) inversion techniques. Geophysical inversion is a technique to recover the subsurface distribution of physical properties from field-collected data. The inversion problem is nonlinear and must be solved iteratively using an initial model. The starting model can be chosen freely, but it is usually selected as an initial model that is close to the assumed final model to avoid the inversion getting stuck in local minima. The initial model is progressively adapted in an iterative process until a proper fit is achieved between the observed and calculated data [6,9,10].

2. Geological Setting

The Singhbhum crustal province is divided into the northern younger province, consisting of a Singhbhum Group metasedimentary sequence [17,18], and the southern, older Iron Ore Series (Banded Iron formations, BIFs). The 200 km long, E-W trending, metasedimentary sequence, also known as NSMB [16,19], is an arcuate belt exhibiting a complex interplay of tectonism and sedimentation. According to Misra and Johnson [20], and Mahato et al. [21], the belt witnessed several reactivation episodes during the Archean Era. The study area is located in the northern part of NSMB, covering a part of the Babaikundi–Birgaon Axis (Figure 1). The bedrock geology with quartz reef is exposed in some areas, whereas most is assumed to be buried under a regolith soil layer [16]. Gold/sulfide (orogenic) mineralization is mainly distributed among the area’s sheared quartz veins and reefs. Hematite, pyrrhotite, magnetite, pyrite, and chalcopyrite are common minerals often associated with gold mineralization. The lithology of the study area comprises metasedimentary and metavolcanic rocks such as quartz–muscovite–sericite schist, quartzite, phyllite, limonitic quartzite, amphibolite, and ultramafic rocks [19]. Evidence of shearing is observed throughout the field and hand specimens such as s-c fabric, boudinages, and elongated quartz veins. Concentric rings of goethite, sericite, and martite indicate chemical alteration in the area [16]. Multiple generations of quartz veins occurring throughout the lithology emphasize the hydrothermal reworking of the area. The hydrothermal deposition of gold shows extensive variations in the geological environment, and its existence ranges from thin quartz veins to disseminated anomalies.

3. Methodology

Initially, the petrography studies (10 quartz samples) carried out using SEM-BSE images to understand the surficial occurrence of gold/sulfide minerals. Subsequently, a combined geophysical approach comprising magnetic, VLF-EM, and SP methods was used for the delineation of potential subsurface gold prospects/mineralization followed by an attempt to map the location of the Babaikundi–Birgaon Axis (BBA). The data were collected across the E-W trending luminiferous quartz reef exposure within the study area (Figure 2). The bedrock geology is outcropped in some areas, whereas most is buried under a regolith soil layer.
3.1. Magnetic Method

A total of 380 magnetic data readings were collected at 5 m intervals along six magnetic profiles, where each profile had a length of approximately 450 m. A Proton Precision Magnetometer (PPM) measured the total magnetic field with 0.01 nanoTesla (nT) sensitivity. Initially, magnetic data were corrected using diurnal correction. To remove the diurnal effects, a base station was selected some distance from the expected anomaly, and the base station reading was repeated with the same instrument after an interval of 30 min. The International Geomagnetic Reference Field (IGRF) was subtracted from field-observed data to find the final local magnetic anomaly. The data were gridded using the minimum curvature technique to produce a total magnetic intensity (TMI) anomaly map [32–34]. The TMI anomaly is the sum of low-frequency signals (generated mainly from deep-seated sources) and high-frequency signals (generated from shallow-seated sources) [30,31]. The 3D Euler deconvolution was carried out on IGRF-corrected magnetic data, and the corresponding depth solutions were plotted on the TMI map with different window sizes.
and depth tolerances. In general, 3D Euler deconvolution analysis is performed on magnetic data to estimate the depth and geometry, which is more an assumption made to obtain unambiguous depth estimates [35–37]. The method is based on Euler's homogeneity equation, which is given as

\[
(x - x_o) \frac{dT}{dx} + (y - y_o) \frac{dT}{dy} + (z - z_o) \frac{dT}{dz} = N(B - T)
\]  

(1)

where \((x_o, y_o, z_o)\) are the unknowns of the causative source, \(T\) is the magnetic-potential anomaly at a point \((x, y, z)\), and \(N\) is the structural index. The structural index defines the assumed shape of the body causing an anomaly, where SI = 3 indicates a sphere, SI = 2 indicates a vertical or horizontal cylinder, and SI = 1 is associated with a thin sheet edge [36].

Upward continuation estimates the magnetic field at a higher elevation, highlighting the anomalies of longer spatial wavelengths [38]. The analytic signal or the total gradient method emphasizes the edges of the anomalous source body. Its great advantage is its independence of the magnetism direction of the original source. This removes any issues associated with remnant magnetism and avoids complications associated with small field inclinations at low-latitude magnetic responses [39]. Radial averaged power spectrum (RAPS) is a frequency domain technique to calculate the interface depth of the causative body [40–42].

RAPS can be expressed mathematically as

\[
p(k) = A \exp(-2|k|d)
\]  

(2)

where \(p(k)\) is denoted as the power spectrum, \(k\) is the wavenumber, \(d\) is a mean depth estimate, and \(A\) is a constant.

By taking log on both sides of the equation:

\[
\ln(p) = -2|k|d + A
\]  

(3)

Plotting \(\ln(p)\) against the wavenumber \(k\) and fitting a straight line, the slope of that line denoted by \(s = -4\pi d\) can be used to estimate source depths. The slopes determined at the higher and lower wavelengths provide depth estimates at shallower and deeper points, respectively. Oasis Montaj, Geosoft software was used for magnetic data analysis.

3.2. Very Low-Frequency (VLF) Electromagnetic (EM) Method

The VLF data were acquired at a frequency of 18.6 kHz using the Portable GSM-19V instrument of GEM systems, Canada. The data were collected at a 5 m station interval along four profiles, A–A', B–B', C–C', and D–D', covering profile lengths of 470 m, 370 m, 450 m, and 300 m, respectively.

VLF surveying involves the measurement of the secondary magnetic field generated by the subsurface conducting bodies due to a primary electromagnetic signal generated by the transmitter at a great distance. Initially, the VLF was used in military navigation with a submarine radio transmitter designed for communication. The worldwide transmitters are located in coastal regions with a frequency band of 5–30 kHz, thus providing a freely available primary signal worldwide.

The VLF-EM method uses the electromagnetic (EM) induction phenomenon. According to Faraday’s law of EM induction, an electromotive force (EMF) is generated in a subsurface conductor, which sets up an eddy current in the subsurface conductor. This induced eddy current creates a secondary field, which propagates through the subsurface and is recorded at the receiver [42–46]. The VLF-EM method is a tilt angle method [42–44]. The generation of the elliptical shape of polarization around the subsurface conductor is due to the interaction between primary and secondary fields [46,47]. During acquisition, in-phase and out-phase components describing secondary magnetic fields are measured. For small secondary field strength, the real and imaginary components of Hz/Hz can
be used to determine the tilt angle and presentation of the ellipticity, respectively [48]. Here, \( H_x (=H_{p} + H_{xs}) \) denotes the horizontal component of the primary field (\( H_p \)) and the horizontal component of the secondary field (\( H_{xs} \)), while \( H_z (=H_{zs}) \) is the vertical component of the secondary field. Tilt angle and ellipticity can be expressed as follows:

\[
\tan 2\theta = \pm \frac{2(H_z/H_x)\cos \Delta \phi}{1 - (H_z/H_x)^2} \tag{4}
\]

\[
\varepsilon = \pm \frac{H_zH_x\sin \Delta \phi}{H_1^2} \tag{5}
\]

where \( H_x \) and \( H_z \) are the amplitude of magnetic fields representing horizontal and vertical components, respectively; \( \Delta \phi \) is the phase difference denoted by \( \Delta \phi = \phi_z - \phi_x \), in which \( \phi_z \) is the phase of \( H_z \) and \( \phi_x \) is the phase of \( H_x \); and \( H_1 = H_z e^{i\Delta \phi}\sin \theta + H_x \cos \theta \). Fraser Filter (FF) is a linear filtering technique that converts the tilt angle by 90 degrees to indicate the conducting body, which leads to the crossover into peaks. Mathematically, FF can be written as [44]:

\[
F(0) = (H_{-2} + H_{-1}) - (H_1 + H_2) \tag{6}
\]

where \( F(0) \) are the filtered data, and \( H_{-2}, H_{-1}, \) etc., are measured data at successive stations. Karous and Hjelt’s (K–H) filtering technique is performed on real and imaginary components to obtain a 2D pseudo-current-density cross-section of the subsurface. The K–H filtering technique creates an equivalent current density against the subsurface conductor, producing a magnetic field identical to the measured field [49,50]. The coefficients of the K–H filter are multiplied with equispaced and consecutive observation points and summed up to give the corresponding current density value in the middle of those observation points. The real anomaly can only be considered enough to set up pseudo-current-density sections when the results of both real and imaginary components are almost the same [26]. However, the generated equivalent current density cross-section represents a pseudo section that is not the actual current distribution. The higher the current density value achieved from the K–H filtering, the greater the tendency to conduct within the subsurface.

3.3. Self-Potential (SP) Method

The SP technique broadly measures the naturally occurring potential differences due to electrochemical, electrokinetic, and thermolectric fields in the Earth’s subsurface [7,25,51]. The SP data were acquired along four 520–550 m long profiles separated by \( \sim 100 \) m distances. A high-input impedance digital multimeter (Fluke 287/289) with two non-polarizable Pb-Pb-Cl\(_2\) electrodes was used for SP data measurement. Data were collected with the total field method technique using a fixed base with a data point distance increment of 10 m [9]. The base station location was selected to be away from the expected anomaly but at a suitable point for the measurement. Repetitions of base station readings were carried out after each 30-min interval for drift correction. A small hole at each station was dug to remove the dry surface soil; hence, stable readings could be acquired during acquisition. The magnitude of the measured SP data varied within 4 to 6 mV. Further drift correction was applied to the acquired SP data, and the final drift-corrected SP anomaly data of profiles were used for SP inversion [6,9,10,52].

3.4. Inversion of SP Data

The SP anomaly \( V(x) \) expressed at any point \( R \), for a sphere and cylinder [53,54], is given by

\[
V(x) = k \left[ \frac{(x-x_0)\cos \theta + z\sin \theta}{(x-x_0)^2 + z^2} \right] \tag{7}
\]

In Equation (7), \( k \) is the electric dipole moment or polarization magnitude, \( \theta \) is the polarization angle, \( z \) is the depth, \( q \) is the shape factor, and \( x_0 \) is the x coordinate of the
center of the body. The shape factor $q$ is sensitive to source geometry, which is 1.5 for spheres, 1.0 for horizontal cylinders, and 0.5 for vertical cylinders. In the present study, a shape factor of 1.0 was assumed because the sulfide-associated gold mineralization is considered to be of hydrothermal origin, which moves vertically upward and is deposited parallel to the Earth’s surface, which possibly acts as a cylindrical body.

3.4.1. Particle Swarm Optimization (PSO) Algorithm

PSO is a global optimization method initially introduced in 1995 by Kennedy and Eberhart [55]. It was used primarily to invert geophysical signals and self-potential datasets [56,57]. The processing steps involved in the PSO inversion are initializing the swarm, finding the local and global best values, local and global acceleration, choosing inertia weights, and repeating the cycle until the threshold number of iterations is reached. PSO is a population-based algorithm developed from the intelligence of swarms searching for food. The food source is based on the movement of individual birds or fish within the swarm. It may also be understood differently, considering the $N$ individuals (particles) searching for the exit door in a room (search space). Initially, each individual is scattered and randomly positioned in the room, having an individual velocity, and this velocity controls the particle’s movement. An individual’s velocity depends on their current position and the best position achieved among the community in the room. The most reliable solution can be found in the PSO algorithm with the help of each individual. The primary purpose of the algorithm is to help each individual reach an exit door that is the required global minima. The global minima are accomplished by sharing the best fitness value by each individual and iteratively moving towards it. This can be formulated as follows:

$$v_{i}^{k+1} = c_{3}v_{i}^{k} + c_{1} \text{rand}() \left( p_{best}^{i} - \text{present}_{i}^{k+1} \right) + c_{2} \text{rand}() \times \left( g_{best} - \text{present}_{i}^{k+1} \right) \text{present}_{i}^{k+1} = \text{present}_{i}^{k+1} + v_{i}^{k+1}$$

(8)

Primarily, the initial position and velocities are assigned to the $i^{th}$ particle, denoted as $X_{i0}$ and $V_{i0}$. At $(k+1)^{th}$ iteration, the velocities and positions are upgraded for the $i^{th}$ particle, as defined by Equations (9) and (10):

$$V_{i}^{k+1} = V_{i}^{k} + b_{1}r_{1} \left( R_{i}^{k} - X_{i}^{k} \right) + b_{2}r_{2} \left( S_{i}^{k} - X_{i}^{k} \right)$$

(9)

$$X_{i}^{k+1} = X_{i}^{k} + V_{i}^{k+1}$$

(10)

Here, $S_{i}^{k}$ is defined as the global best fitness value until the $k^{th}$ iteration; $R_{i}^{k}$ is the best fitness value particle $i$; $b_{1}$ and $b_{2}$ are defined as cognitive and social scaling factors, respectively; and $r_{1}$ and $r_{2}$ are random numbers ranging between 0 and 1. Equation (9) is redefined by including the inertia weight term and given by Equation (11) as

$$V_{i}^{k+1} = wV_{i}^{k} + b_{1}r_{1} \left( M_{i}^{k} - X_{i}^{k} \right) + b_{2}r_{2} \left( N_{i}^{k} - X_{i}^{k} \right)$$

(11)

The parameters $(w, b1, bg)$ in Equation (8) have different values $(0.8, 1.8, 2.0)$ [58], $(0.6, 1.7, 1.7)$ [59], and $(0.729, 1.494, 1.494)$ [60]. The selection of the parameters mainly depends on the nature of the inverse problem to be solved. We used $(2.0, 2.0, 0.9)$ for the parameters $(w, bl, bg)$ in the present study, respectively. The objective function (Q) is defined by Equation (9), which minimizes the difference between observed $V_{i0}$ and calculated $V_{ic}$ SP anomalies.

$$Q = \frac{2N}{\sum_{i=1}^{N} |V_{i0} - V_{ic}^{i}|} \left( \frac{N}{\sum_{i=1}^{N} |V_{i0} - V_{ic}^{i}|} + \frac{N}{\sum_{i=1}^{N} |V_{i0} + V_{ic}^{i}|} \right)$$

(12)
The equation computing the misfit error between the observed and calculated anomalies is expressed as follows:

\[
\text{misfit}(\%) = \frac{100}{N} \sqrt{\sum_{i} \left(\frac{V_i^0 - V_i^c}{V_i^0}\right)^2}
\]  

(13)

3.4.2. Very Fast Simulated Annealing (VFSA) Algorithm

The Simulated Annealing (SA) algorithm is based on global minima [6,8,61,62] and was invented by Kirkpatrick et al. [63]. The principle of SA is based on the slow cooling of melted metals after heating to crystallize their structures [61,62,64]. A newer and faster version of SA was named Very Fast Simulated Annealing (VFSA), which claimed fast convergence and resolved the problem of the slowness of SA. The important ability of VFSA is to escape the local minima and reach the global minima, which is achieved by selecting a neighbor randomly instead of choosing the best neighbor (best move) among possible neighbors in each stage of the algorithm. If the new state reduces the cost and makes it better, it is accepted as the next state, whereas if it increases the cost, it is accepted just with a probability of \( P \) (Metropolis probability) defined as

\[
P(\Delta E) = e^{-\frac{\Delta E}{T}}
\]  

(14)

where the change in energy (generally caused by the difference in the state) that is the value of the cost function is denoted by \( \Delta E \), and \( T \) is the temperature that manages this probability. The initial parameter taken for VFSA is high temperature, called initial temperature. The number of attempts is accepted for each temperature until the system reaches a stable temperature state. Then, \( T \)'s value is decreased depending on an annealing process until it reaches zero or a very low temperature. The annealing process of VFSA depends on the Markov phenomenon carried out at constant temperature. Reducing the annealing temperature, i.e., the decreasing temperature being sufficiently slow, leads VFSA towards a global optimum with one probability. However, the fast decrease in temperature stops the algorithm’s movement and may stack on a local minimum.

3.4.3. Genetic Algorithm (GA)

The Genetic Algorithm (GA) is a random-based classical evolutionary algorithm that makes random changes to the current solution to generate a new solution. The theory of GA is established based on Darwin’s theory of evolution [65,66]. It shows biological evolution and random selection of the solution. It shows slight and slow changes to its solution until the best solution is achieved. Initially, GA works with the population; each consists of possible solutions to the given problem. Each solution is called an individual, represented by a set of genes (binary representation 0 and 1) equivalent to chromosomes. The fitness value is assigned to each individual to achieve the best individual in the solution. The fitness function represents the quality of the chromosome; the higher the fitness value, the higher the solution quality. In biology, a chromosome is known as a genotype, and the solution to the problem is represented as a phenotype. The selection of the best individual leads to the generation of a mating pool where the selected individuals are known as parents. Every two parents selected from the mating pool produce two offspring called children. Selecting and mating high-quality individuals will give the best optimal solution to the problem. A genetic algorithm involves three types of reproduction operators: selection, crossover, and mutation. The selection procedure is such that the probability of an individual being selected is proportional to that individual’s fitness. The selection of the number of individuals from the population is based on the individual fitness value. The model/target body and its parameters are updated biologically by coding the individual
parameters as binary strings. The coding and decoding of the parameters are carried out using the following pair of equations:

\[ p_i^b = \text{dec2bin} \left( \frac{p_i - p_{i\min}}{\Delta p_i} \right) \]  

(15)

\[ p_i = p_{i\min} + \text{bin2dec} \left( p_i^b \right) \Delta p_i \]  

(16)

where \( p_i^b \) is a binary representation of the \( i^{th} \) parameter and \( p_i \) is the decimal representation of the \( i^{th} \) parameter; \( p_{i\min} \) represents the lower limit of the search space; \( \Delta p_i \) denotes the search space of the corresponding parameter; and \( \text{dec2bin} \) and \( \text{bin2dec} \) are two operators used to convert decimal numbers to base-2 and vice versa, respectively. The misfit function is calculated using Equation (13): the fewer the misfit values, the greater the chance of obtaining global minima.

4. Results and Discussions

4.1. Petrography and Ore Mineralogy

The major rock units constituting this region are quartz-mica schist, phyllites, quartzites, carbonaceous phyllites, and high Mg-bearing basalts. The litho-unit of the area is intruded by quartz veins of three generations. The quartz veins are classified into three categories based on their morphology and mineral associations. Representative samples were collected from the study area to understand the host rocks’ texture, chemical, and mineralogical characteristics. Alteration patterns are common in the rocks of the region. The hydrothermal fluids are responsible for these alterations; hence, the alteration patterns are near the gold and sulfide mineralization. Figure 3 represents the photomicrograph of quartz samples: panels (a) and (b) indicate evidence of shearing with the presence of alternately arranged coarse- and fine-grained quartz (Qtz); (c) is a photomicrograph of quartz mica schist exhibiting S-C fabric; (d) shows the effect of sericitization and chloritization within metavolcanic rocks; (e) shows silicification within the metavolcanic rocks, which are associated with mineralization; (f) presents a photomicrograph of ultramafic rock; (g) shows a photomicrograph of pyrite grains in a quartz reef under cross-polarized light; and (h) denotes pyrite (Py) grains under reflected light. Mineralization in the area is associated with quartz veins intruding the meta–volcano–sedimentary and metavolcanic rocks. Pyrite, magnetite, chalcopyrite, pyrrhotite, arsenopyrite, hematite, and gold are common minerals associated with quartz veins in the area (Figure 4). Figure 4 presents the photomicrographs under reflected light and SEM-BSE images: (a) represents magnetite (Mag) getting altered to hematite (Hem), indicating an oxidizing environment; (b) shows alteration of hematite to goethite, showing the effect of leaching; (c) shows gold (Au) grains in reef quartz under reflected light—here, gold crystallizes at the crystal boundary; (d) indicates pyrrhotite (Po), sphalerite (Sp), and chalcopyrite (Ccp); (e) represents the alteration of magnetite to goethite (Gt); and (f) shows gold grains within quartz (Qtz). This study indicates that mineralization is hosted mainly by the quartz veins occurring at the contact margin of the quartz mica-schist and metavolcanic rocks. The sulfide- and oxide-bearing fluids show high prospects for gold. This Au-Cu sulfide ore mineralization is predominantly associated with magnetite and hematite. It is closely related to the complex structural deformation of the shear zone and lower-order brittle–ductile fracture zones.
Figure 3. (a,b) Photomicrographs of quartz samples showing evidence of shearing with the presence of alternately arranged coarse- and fine-grained quartz (Qtz). (c) Photomicrograph of quartz mica schist exhibiting S-C fabric. (d) Effect of sericitization and chloritization within metavolcanic rocks. (e) Silicification within the metavolcanic rocks, which is associated with mineralization. (f) Photomicrograph of ultramafic rock. (g) Photomicrograph of pyrite grains in quartz reef under cross-polarized light. (h) Pyrite (Py) grains under reflected light.
Figure 4. Photomicrographs under reflected light and SEM-BSE images. (a) Magnetite (Mag) getting altered to hematite (Hem), indicating oxidizing environment. (b) Alteration of hematite to goethite, showing the effect of leaching. (c) Gold (Au) grains in reef quartz under reflected light—here, gold crystallizes at the crystal boundary. (d) Pyrrhotite (Po), sphalerite (Sp), and chalcopyrite (Ccp). (e) Alteration of magnetite to goethite (Gt). (f) Gold grains within quartz (Qtz).

4.2. Magnetic Method

The IGRF-corrected total magnetic intensity (TMI) anomaly map exhibits some high (−503 to 352 nT) and low (−1654 to −857 nT) anomalies (Figure 5). Low magnetic values (BML1, BML2, BML3, and BML4) are associated with demagnetization of magnetic properties due to hydrothermal alteration and are possibly considered as mineralized zones [30].

Thirty-eight (38) rock samples were collected (locations shown in Figure 5; including locations of quartz sample for petrography) from outcrops in different parts of the study area for magnetic susceptibility measurement (Figure 6; Table 1). Susceptibilities were measured using an MPP-EM2S+ Multi-Parameter Probe. The magnetic susceptibility of the rock samples covering the shear zone indicates low susceptibility of about $4.9 \times 10^{-6}$ to $60 \times 10^{-6}$ SI, and the rock samples covering nearby parts of the shear zones demonstrate...
moderate susceptibility of about \(60 \times 10^{-6}\) to \(100 \times 10^{-6}\) SI. Similarly, the rock samples collected from other parts of the study area indicate relatively high susceptibility of about \(100 \times 10^{-6}\) to \(180 \times 10^{-6}\) SI.

**Figure 5.** Total magnetic intensity (TMI) map generated by six profile lines of magnetic data denoted by white dotted lines. SP and VLF-EM data were collected along four profiles: A–A', B–B', C–C', and D–D', marked by black–white lines.

**Figure 6.** Histogram plot of susceptibility of rock samples collected in Babaikundi.
Table 1. Magnetic susceptibility range of rock samples collected in Babaikundi.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Susceptibility Range (SI)</th>
<th>Nature of Magnetic Susceptibility</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1 \times 10^{-6}$ to $60 \times 10^{-6}$</td>
<td>Low susceptibility</td>
<td>Secondary shear zones</td>
</tr>
<tr>
<td>2</td>
<td>$60 \times 10^{-6}$ to $100 \times 10^{-6}$</td>
<td>Moderate susceptibility</td>
<td>Covering nearby parts of the shear zones</td>
</tr>
</tbody>
</table>
| 3    | $100 \times 10^{-6}$ to $180 \times 10^{-6}$ | High susceptibility             | Other parts of the study area

Three-dimensional Euler deconvolution was carried out for SI = 1, 2, 3 to estimate the solutions’ possible source geometry and clustering patterns. Figure 7 shows good clustering of the depth solutions with different colors on the map considering SI = 2, with a window size of $10 \times 10$ pixel square and depth tolerance of 10%, indicating a general geometry of a horizontal cylinder for the mineralized zone. The histogram of Euler depth solutions covering the study area shows that most solutions fall between 15 m and 35 m (Figure 8).

![Figure 7](image-url)  

**Figure 7.** Euler depth solution plot showing approximate depth to anomalies for SI = 2 using a squared window size of $10 \times 10$ pixels and depth tolerance of 10%. Euler depth solutions are superimposed over the TMI map.

Upward continuations of the magnetic TMI data at 30 m and 60 m heights above the surface were carried out to remove possible high-frequency noises and understand deeper causative source trends (Figures 9 and 10). Upward continuation of the magnetic TMI data at 30 m height (Figure 9) demarcates the shear zone with low magnetic anomalies from BMUL1, BMUL2, and BMUL3. As the continuation height increases, the effect of shallower features disappears [38]. Figure 10 reveals that the anomalies become smoother as the continuation height increases from 30 m to 60 m. The specified continuation height at 60 m signifies the region’s regional anomaly field (BMUL1 and BMUL2) from a depth below
30 m. Generally, upward-continued data exhibit responses from sources at depth > half the continuation height—this is a rule of thumb and applies only to layered sources [37]. The upward continuations of magnetic anomaly (Figures 9 and 10) demonstrate the possible east–west shear zone extension with a prominent low magnetic anomaly value. The upward continuation map of 60 m (Figure 10) reveals the profoundly altered zone at a greater depth with a magnetic continued value of −1090.0 to −814.0 nT, signifying a prominent shear zone (BBA) in the area (Figure 10).

Table 1. Magnetic susceptibility range of rock samples collected in Babaikundi.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Susceptibility Range (SI)</th>
<th>Nature of Magnetic Susceptibility</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 × 10^-6 to 60 × 10^-6</td>
<td>Low susceptibility</td>
<td>Secondary shear zones</td>
</tr>
<tr>
<td>2</td>
<td>60 × 10^-6 to 100 × 10^-6</td>
<td>Moderate susceptibility</td>
<td>Covering nearby parts of the shear zones</td>
</tr>
<tr>
<td>3</td>
<td>100 × 10^-6 to 180 × 10^-6</td>
<td>High susceptibility</td>
<td>Other parts of the study area</td>
</tr>
</tbody>
</table>

Figure 8. Histogram of Euler depth solution for SI = 2 with window size of 10 × 10 pixel square and depth tolerance of 10%.

Figure 9. Upward continuation (30 m) anomaly map shows the possible extension of the Babaikundi–Birgaon Axis (BBA) with the low magnetic anomaly (BMUL1, BMUL2, BMUL3).
Figure 10. Upward continuation (60 m) anomaly map shows the possible extension of the Babaikundi–Birgaon Axis (BBA) with a prominent and enhanced low magnetic anomaly boundary (BMUL1, BMUL2, BML3).

The maximum value of the analytical signal indicates the center with the highest depth of the possible mineralized body [67]. The analytical signal of the magnetic data is shown in Figure 11. The analytical signal of the magnetic data demonstrates two main anomalous zones, BAH1 and BAH2, ranging from ~21 to 59 nT, signifying a possible shear zone (BBA) in the area (Figure 11).

Figure 11. Analytical signal map from the TMI anomaly in Babaikundi. Dashed lines BAH1 and BAH2 signify a possible shear zone (BBA).
The radially averaged power spectrum (RAPS) technique was used to calculate the depth of interfaces of different layers (Figure 12). Two prominent interfaces were identified with abrupt changes in magnetic value at about 40 m (deep-seated body) and about 25 m (shallow-seated body). The depth obtained from the RAPS analysis corroborates with the Euler depth solutions of magnetic data (Figure 8).

![Radially Averaged Power Spectrum](image)

**Figure 12.** Radially averaged power spectrum of the TMI map of the study area.

4.3. Very Low-Frequency (VLF) Electromagnetic (EM) Method

The VLF-EM data were filtered using the empirical mode decomposition (EMD) technique (EMTOMO, VLF2DMF-v1.6) to remove non-stationary noise and enhance the signal. The EMD filter decomposes the data into a finite number of intrinsic mode functions (IMFs) [68].

Figure 13a shows a plot of EMD-filtered data of A–A’, which shows a crossover of the real and imaginary VLF-EM data with zero axes at a reduced distance (RD) of ~230 m, indicating the possible location of an anomalous conducting feature/sulfide/gold body. The Fraser filter was applied on both in-phase and out-phase components, which shifts both components into a positive peak by 90 degrees at the same RD (~230 m), indicating the subsurface conducting target (Figure 13b). The Karous–Hjelt (K–H) filter produces a 2D pseudo section of apparent current density, indicating a possible mineralized zone (AKZ1) with a high apparent current density value ranging from ~1.5% to 2.7% (Figure 13c).

![Depth Estimate](image)

The VLF-EM data were inverted using the VLF2DMF program (EMTOMO) to generate an inverted 2D resistivity section [45,69–71]. The inverted 2D resistivity section demonstrates a low resistivity zone of ~50 Ωm, corresponding to the crossover of Figure 13a, with a root mean square (RMS) error of 0.4 (Figure 13d), indicating a possible mineralized zone (AKZ1) covering an RD of ~200 to 240 m at a depth of ~10 m to 45 m (Figure 13e).
Figure 13. VLF-EM data outputs along profile A–A'. (a) EMD-filtered plot with in-phase and out-phase components. (b) Fraser filter plot of in-phase and out-phase components. (c) K–H plot of in-phase components. (d) Data and model response curve. (e) 2D resistivity section after inversion of VLF-EM data. The black dotted line indicates the location of the anomalous conducting zone.

Profile B–B' shows the EMD-filtered data (Figure 14a) with a crossover point at an RD of ~170 m, while the Fraser filter plot also shows the positive peak for the corresponding reducing distance (Figure 14b). The K–H pseudo section presents a high current density of
~10%–14.5% (Figure 14c) corresponding to the crossover point (Figure 14a,b), illustrating a conducting zone possibly associated with sulfide/gold mineralization. The inverted 2D resistivity section of profile B–B’ with RMS error 0.3 demonstrates a low resistivity value of ~1–40 Ωm covering an RD of ~130 to 180 m at a depth of ~10 to 40 m (Figure 14e), possibly indicating a zone of sulfide/gold mineralization (Figure 14d).

Figure 14. VLF data outputs along profile B–B’. (a) EMD-filtered plot with in-phase and out-phase components. (b) Fraser filter plot of in-phase and out-phase components. (c) K–H plot of in-phase component. (d) Data and model response curve. (e) 2D resistivity section after inversion of VLF-EM data. Black dotted line indicates the location of the anomalous conducting zone.
For profile C–C’, the crossover point is located at an RD of ~225 m (Figure 15a); the Fraser filter plot also indicates a positive peak at the same RD (Figure 15b), while the K–H plot shows a current density of ~10%–12.8% (Figure 15c). The inverted 2D resistivity section (Figure 15e) with an RMS error of 0.1 (Figure 15d) gives the low resistivity (~10–30 Ωm) value covering RD ~150 to 280 m at a depth of ~1 to 40 m for the location corresponding to a crossover point and positive peak at the RD of ~225 m.

![Figure 15. VLF data outputs along profile C–C’. (a) EMD-filtered plot with in-phase and out-phase components. (b) Fraser filter plot of in-phase and out-phase components. (c) K–H plot of in-phase components. (d) Data and model response curve. (e) 2D resistivity section after inversion of VLF-EM data. Black dotted line indicates the location of the anomalous conducting zone.](image-url)

The profile D–D’ reveals the crossover point at an RD of ~110 m (Figure 16a), corresponding to a positive peak after applying the Fraser filter (Figure 16b), indicating a pseudo current density of ~4.4 to 8.2% (Figure 16c). The inverted 2D section of profile D–D’
with the RMS value of 0.2 (Figure 16d) demonstrates a low resistivity value of ~4 to 20 \(\Omega\)m covering an RD of ~100 to 135 m at a depth of ~10 to 40 m (Figure 16e), possibly indicating an anomaly related to the mineralized body. Additional low-resistivity zones observed in Figures 13–16 possibly indicate incorrect results because they are neither correlated with the crossover between the real and imaginary component of VLF-EM data nor with the high current density value that is essential to be considered as an anomalous conducting feature.

Figure 16. VLF data outputs along profile D–D'. (a) EMD-filtered plot with in-phase and out-phase components. (b) Fraser filter plot of in-phase and out-phase components. (c) K–H plot of in-phase components. (d) Data and model response curve. (e) 2D resistivity section after inversion of VLF-EM data. Black dotted line indicates the location of the anomalous conducting zone.
Further, the Fraser-filtered in-phase data were generated separately from all the profiles A–A', B–B', C–C', and D–D' using VLF2DMF software. All generated data were compiled to prepare a grid map [72–74], which shows the four prominent anomalies, BF1, BF2, BF3, and BF4, with a high Fraser-filtered in-phase value of ~2.1%–4.1%. The locations of the four profiles, A–A', B–B', C–C', and D–D', of SP and VLF-EM are mentioned on the map (Figure 17).

Similarly, the K–H in-phase data of the four profiles, A–A', B–B', C–C', and D–D', were also generated using VLF2DMF software to prepare a grid map to locate the high current density location [72–75]. The KH map shows the high current density value ranging from ~2.2 to 8%, delineated by BKH1, BKH2, BKH3, and BKH4 (Figure 18). The zones of high current density values were generated due to the presence of the secondary field, possibly indicating anomalous sulfide/gold-bearing mineralized zones in the subsurface.

**4.4. Results of SP Inversion**

SP inversion was performed in four profiles, A–A', B–B', C–C', and D–D', using PSO, VFSA, and GA inversion techniques.

**4.4.1. Particle Swarm Optimization (PSO) Algorithm**

The initial parameters used for the inversion of drift-corrected SP data using the PSO algorithm [76] are listed in Table 2a. The results after the inversion are tabulated in Table 2b. The inverted results suggest that the depth of the anomalous body is between 20 and 30 m. The low misfit in all four profiles implies that the origin of the body is acceptable.
Figure 17. Fraser-filtered map of the in-phase component of profiles A–A′, B–B′, C–C′, and D–D′ in the study area. BKH1, BKH2, BKH3, and BKH4 represent zones of high current density.

Figure 18. K–H map of the in-phase component of profiles A–A′, B–B′, C–C′, and D–D′ in the study area. BKH1, BKH2, BKH3, and BKH4 represent zones of high current density.

Table 2. (a): The input parameters used for PSO inversion of corrected SP data. (b): Interpreted SP model parameters using PSO for gold associated with sulfide ore deposits in Babaikundi.

<table>
<thead>
<tr>
<th>(a)</th>
<th>S.N.</th>
<th>z (m)</th>
<th>P (mV)</th>
<th>θ (°)</th>
<th>q</th>
<th>$V_o$ (mV)</th>
<th>$x_o$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A′</td>
<td>1–100</td>
<td>1000–1600</td>
<td>0.1–350</td>
<td>0.98–1.2</td>
<td>$-44.40$ to $3.87$</td>
<td>0–400</td>
<td></td>
</tr>
<tr>
<td>Profile B–B′</td>
<td>1–100</td>
<td>1000–1600</td>
<td>0.1–350</td>
<td>0.98–1.2</td>
<td>$-45.80$ to $2.67$</td>
<td>0–295</td>
<td></td>
</tr>
<tr>
<td>Profile C–C′</td>
<td>1–100</td>
<td>1000–1600</td>
<td>0.1–350</td>
<td>0.98–1.2</td>
<td>$-62.00$ to $3.90$</td>
<td>0–400</td>
<td></td>
</tr>
<tr>
<td>Profile D–D′</td>
<td>1–100</td>
<td>1000–1600</td>
<td>0.1–350</td>
<td>0.98–1.2</td>
<td>$-95.48$ to $-1.46$</td>
<td>0–300</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b)</th>
<th>S.N.</th>
<th>$x_o$ (m)</th>
<th>θ (°)</th>
<th>q</th>
<th>$V_o$ (mV)</th>
<th>Misfit%</th>
<th>$P$ (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A′</td>
<td>19.45</td>
<td>210.00</td>
<td>65.09</td>
<td>1.1</td>
<td>$-43.90$</td>
<td>0.0017</td>
<td>$-1402.15$</td>
</tr>
<tr>
<td>Profile B–B′</td>
<td>20.60</td>
<td>160.12</td>
<td>63.09</td>
<td>0.99</td>
<td>$-40.87$</td>
<td>0.001</td>
<td>$-1459.67$</td>
</tr>
<tr>
<td>Profile C–C′</td>
<td>26.29</td>
<td>212.46</td>
<td>63.09</td>
<td>1.05</td>
<td>$-61.00$</td>
<td>0.0012</td>
<td>$-2178.61$</td>
</tr>
<tr>
<td>Profile D–D′</td>
<td>30.10</td>
<td>164.22</td>
<td>63.09</td>
<td>1.01</td>
<td>$-93.75$</td>
<td>0.0018</td>
<td>$-3286.49$</td>
</tr>
</tbody>
</table>

4.4.2. Very Fast Simulated Annealing (VFSA) Algorithm

The drift-corrected SP data were inverted using the VFSA algorithm considering the initial model parameter given in Table 3a. The VFSA-based inversion results for each profile are summarized in Table 3b. In general, it is found that the depth range of the anomalous body varies from 18 m to 35 m.
Table 3. (a): The input parameters used for VFSA inversion of corrected SP data. (b): Inverted SP model parameters estimated using VFSA.

<table>
<thead>
<tr>
<th>(a)</th>
<th>S.N.</th>
<th>z (m)</th>
<th>P (mV)</th>
<th>θ (°)</th>
<th>q</th>
<th>x₀ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A/</td>
<td>0–100</td>
<td>−5000–0</td>
<td>0–90</td>
<td>0.98–1.2</td>
<td>100–225</td>
<td></td>
</tr>
<tr>
<td>Profile B–B/</td>
<td>0–100</td>
<td>−5000–0</td>
<td>0–90</td>
<td>0.98–1.2</td>
<td>100–300</td>
<td></td>
</tr>
<tr>
<td>Profile C–C/</td>
<td>0–100</td>
<td>−8000–0</td>
<td>0–90</td>
<td>0.98–1.2</td>
<td>0–300</td>
<td></td>
</tr>
<tr>
<td>Profile D–D/</td>
<td>0–100</td>
<td>−5000–0</td>
<td>0–90</td>
<td>0.98–1.2</td>
<td>0–100</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b)</th>
<th>S.N.</th>
<th>z (m)</th>
<th>x₀ (m)</th>
<th>θ (°)</th>
<th>q</th>
<th>Misfit%</th>
<th>P (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A/</td>
<td>22.7 ± 0.3</td>
<td>200.2 ± 0.3</td>
<td>64.5 ± 0.3</td>
<td>1.1</td>
<td>0.0039</td>
<td>−2725.7 ± 9.4</td>
<td></td>
</tr>
<tr>
<td>Profile B–B/</td>
<td>18.9 ± 0.3</td>
<td>180.0 ± 0.3</td>
<td>62.3 ± 0.2</td>
<td>1.13</td>
<td>0.0016</td>
<td>−4286.7 ± 15.6</td>
<td></td>
</tr>
<tr>
<td>Profile C–C/</td>
<td>28.4 ± 0.2</td>
<td>205.6 ± 0.2</td>
<td>65.4 ± 0.2</td>
<td>0.98</td>
<td>0.0039</td>
<td>−5885.5 ± 17.4</td>
<td></td>
</tr>
<tr>
<td>Profile D–D/</td>
<td>35.4 ± 0.3</td>
<td>172.7 ± 0.3</td>
<td>61.0 ± 0.2</td>
<td>1.16</td>
<td>0.0026</td>
<td>−2644.2 ± 10.2</td>
<td></td>
</tr>
</tbody>
</table>

4.4.3. Genetic Algorithm (GA)

The initial parameters—i.e., population size = 200, mutation rate = 0.6, and selection rate = 0.5 [66]—were used in the GA. The evolutionary process runs for several iterations until the minimum misfit is achieved. The initial and inverted output model parameters are tabulated in Table 4a and 4b, respectively.

Table 4. (a): The input parameters used for GA inversion of corrected SP data. (b): Inverted SP model parameters estimated using GA.

<table>
<thead>
<tr>
<th>(a)</th>
<th>S.N.</th>
<th>z (m)</th>
<th>P (mV)</th>
<th>θ (°)</th>
<th>x₀ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A/</td>
<td>0–80</td>
<td>−5000–5000</td>
<td>0–180</td>
<td>150–250</td>
<td></td>
</tr>
<tr>
<td>Profile B–B/</td>
<td>0–80</td>
<td>−4000–4000</td>
<td>0–180</td>
<td>100–200</td>
<td></td>
</tr>
<tr>
<td>Profile C–C/</td>
<td>0–80</td>
<td>−5000–5000</td>
<td>0–180</td>
<td>100–300</td>
<td></td>
</tr>
<tr>
<td>Profile D–D/</td>
<td>0–80</td>
<td>0–8000</td>
<td>0–180</td>
<td>100–200</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b)</th>
<th>S.N.</th>
<th>z (m)</th>
<th>x₀ (m)</th>
<th>θ (°)</th>
<th>Misfit%</th>
<th>P (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile A–A/</td>
<td>23.04</td>
<td>200.00</td>
<td>65.53</td>
<td>3.00</td>
<td>−2630.65</td>
<td></td>
</tr>
<tr>
<td>Profile B–B/</td>
<td>25.92</td>
<td>188.90</td>
<td>60.31</td>
<td>4.43</td>
<td>−2574.48</td>
<td></td>
</tr>
<tr>
<td>Profile C–C/</td>
<td>30.88</td>
<td>208.68</td>
<td>67.02</td>
<td>3.21</td>
<td>−3869.58</td>
<td></td>
</tr>
<tr>
<td>Profile D–D/</td>
<td>37.63</td>
<td>173.36</td>
<td>74.98</td>
<td>4.36</td>
<td>−5013.87</td>
<td></td>
</tr>
</tbody>
</table>

4.4.4. Comparisons of Inverted SP Models Based on PSO, VFSA, and GA Algorithms

A detailed comparison of the inverted model parameters obtained using PSO, VFSA, and GA algorithms for profiles A–A’, B–B’, C–C’, and D–D’ is shown in Table 5 (Figure 19). The approximate depth of the anomaly is found to lie within ~20 to 30 m, with the RD ranging between ~160 and 212 m, having a misfit error percentage of 0.001–0.0018 using the PSO algorithm. The VFSA-based inverted model, with a misfit of ~0.001%–0.0039%, indicates the depth of the target anomaly at ~18 to 35 m, with the RD ranging between ~172 and 205 m. The GA-based inverted model, with a misfit of ~3%–4.4%, shows that the depth of the anomalous body lies between ~23 and 37 m, with the RD ranging between ~173 and 208 m.
Table 5. Comparison among PSO, VFSA, and GA based on quantitative data: depth (z), distance ($x_0$), and misfit of the inverted model.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>PSO</th>
<th>VFSA</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>z (m)</td>
<td>$x_0$ (m)</td>
<td>Misfit%</td>
</tr>
<tr>
<td>Profile A–A$'$</td>
<td>19.45</td>
<td>210.00</td>
<td>0.0017</td>
</tr>
<tr>
<td>Profile B–B$'$</td>
<td>20.60</td>
<td>160.12</td>
<td>0.001</td>
</tr>
<tr>
<td>Profile C–C$'$</td>
<td>26.29</td>
<td>212.46</td>
<td>0.0012</td>
</tr>
<tr>
<td>Profile D–D$'$</td>
<td>30.10</td>
<td>164.22</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

Figure 19. SP plots of field data and modeled data estimated using PSO, VFSA, and GA algorithms for profiles (a) A–A$'$, (b) B–B$'$, (c) C–C$'$, and (d) D–D$'$.

The above results reveal that the PSO algorithm offers the best-fitted model parameters of the causative body that corroborate well with the approximate depth estimated using 3D Euler deconvolution and RAPS analysis of magnetic data.

5. Conclusions

A combined analysis of SEM-BSE images, magnetic data, VLF-EM data, and SP data was carried out for the possible existence of BBA and the occurrence of gold-bearing sulfide minerals in quartz reef (Figure 20). The combined study of photomicrography with low-magnetic anomaly at a depth of ~25 to 40 m, high current density/low resistivity at a depth of ~1 to 40 m according to VLF-EM, and negative SP anomaly at a depth of ~20 to 30 m indicate the existence of the BBA and the occurrences of gold-bearing auriferous sulfide minerals in the limonitic quartz reef.

Important findings from the present study are as follows:
• The study of photomicrographs under reflected/transmitted light and SEM-BSE images reveals the presence of gold in the quartz reef along with pyrrhotite, sphalerite, and chalcopyrite.

• The photomicrographs of quartz samples provide evidence of shear/fracture with alternate coarse and fine quartz grains.

• The magnetic survey reveals that mineralized areas fall within fracture zones with low magnetic anomaly values.

• The Euler depth solution of magnetic data indicates that the favorable depth of the causative bodies lies between 15 m and 35 m, which corroborates with the 25 to 40 m depth derived using RAPS of the magnetic data.

Figure 20. (a) Map showing study area (Babaikundi) across the Babaikundi–Birgaon Axis (BBA).

(b) Photomicrographs under reflected light and SEM-BSE images of the collected samples in Babaikundi.

(c1) Upward continued (60 m) magnetic anomaly map showing possible extension of a part of BBA. (c2) RAPS of total magnetic intensity map showing magnetic value at about 40 m (deep-seated body) and about 25 m (shallow-seated body).

(d) VLF-EM data outputs along profile C–C′ showing mineralized zone covering reduced distance (RD) of ~150 to 280 m at a depth of ~1 to 40 m.

(e) SP plots of field data and inverted model data produced from GA, VFSA, and PSO algorithms for profile C–C′ at a depth of ~29 to 30 m and RD ~208–212 m.

• The VLF-EM analysis proposes the sulfide/gold mineralization in the depth range of ~1 to 40 m (Borehole BKB-1).
• The quantitative analysis of PSO, VFSA, and GA indicates that PSO provides a more suitable target depth and location with minimal misfit.
• A comprehensive study of magnetic, SP, and VLF-EM data delineates the possible extension of BBA with a depth of the auriferous sulfide minerals ranging between 3 and 40 m that corroborates with Borehole BKB-1.
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