Prediction and Optimisation of Copper Recovery in the Rougher Flotation Circuit
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Abstract: In this work, the prediction and optimisation of copper flotation has been conducted in the rougher flotation circuit. The copper-recovery prediction involved the application of support vector machine (SVM), Gaussian process regression (GPR), multi-layer perceptron artificial neural network (ANN), linear regression (LR), and random forest (RF) algorithms on 15 rougher flotation variables at the BHP Olympic Dam. The predictive models’ performance was assessed using linear correlation (r), root mean square error (RMSE), mean absolute percentage error (MAPE), and variance accounted for (VAF). A simulated annealing (SA) optimisation algorithm, particle swarm optimisation (PSO) algorithm, surrogate optimisation (SO) algorithm, and genetic algorithm (GA) were investigated, using the GPR predictive function, to determine the optimal operating condition for maximising copper recovery. The predictive function of the best-performing model was extracted and used in optimising the flotation circuit. The results showed that the GPR model developed with the matern 3/2 kernel function makes the most precise copper-recovery prediction as compared to the other investigated predictive models, obtaining r values > 0.96, RMSE values < 0.42, MAPE values < 0.25%, and VAF values > 94%. A hypothetical optimisation solution assessment showed that SA provides the best set of solutions for the maximisation of rougher copper recovery, obtaining a throughput of 638.02 t/h and a total net gain percentage of 14%–15.5% over the other optimisation algorithms with a maximum copper recovery of 94.76%. The operational benefits of implementing these algorithms have been highlighted.
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1. Introduction

The demand for copper is ever-increasing, playing a critical role in the transition to a clean-energy economy. By the early 21st century, most of the rich copper oxide ores had already been mined out, leaving current deposits with a grade sometimes less than the tailings of earlier mining [1,2]. A study conducted by Calvo et al. [3] revealed that the average copper grade is constantly reducing overtime (25% reduction in just 10 years) with increasing energy consumption (46% energy increase) and total material production (30% production increase). The continuous increase in production (2%–3% per year forecasted production increase between 2010 and 2050) due to rising demand [4] requires more efficient methods across the mineral-processing value chain (e.g., comminution, flotation, and hydrometallurgy) while eliminating process waste [5–13].

Froth flotation has seen remarkable widespread applications in the mineral industry for different highly valuable commodities (e.g., copper, gold, zinc, and rare earth elements) [14–21]. The interdependence of the process variables extends performance
challenges to the flotation process where a change in feed mineralogy requires a corresponding change in the other flotation variables for an optimal outcome [22–31]. Failure to properly adjust the flotation conditions may result in a concentrate dilution and recovery of waste minerals which could contribute negatively to downstream unit efficacy and financial loss [28,32,33]. Based on the complexity of the process, froth flotation modelling to predict recovery and grade has been encouraged for the process control and optimisation of flotation plants [14,34–39]. In recent works by Gomez-Flores et al. [40] and Pu et al. [34], it was recommended that machine learning modelling is more suitable for the empirical modelling of a multivariate unit operation, especially when there are repeated patterns and high-quality measurements of the variables affecting the process. The implementation of these models for large-scale mining operations are scarce, and how different machine learning models perform is unclear.

In our previous work, a Gaussian process regression (GPR) algorithm was used to predict copper recovery from selected rougher flotation variables [33]. We further used GPR in investigating the role of pulp chemistry variables on copper-recovery prediction [28]. Allahkarami et al. [41] also applied artificial neural networks (ANNs) in estimating the copper recovery of a flotation concentrate based on the operational parameters of an industrial flotation process, yielding an $r$ value of 0.92 for the testing phases. A key question, however, is whether simpler or easy to interpret machine learning models can be used, and what will be their predictive performance for process optimisation? For the industrial application of machine learning algorithms, it is normally advisable to investigate multiple algorithms and select the best performing model due to the uniqueness of each mineral processing plant and data distribution. Evaluating different predictive models on large-scale industrial data is vital in understanding and integrating machine learning into mineral-processing circuits.

In process optimisation, optimal parameters are determined for peak-process performance following the development of a process model that accurately relates process variables (inputs) and process key performance indicators (outputs) [42]. The predictive function of a good machine learning algorithm can be extracted as the objective function of a process and subsequently used for optimisation [43]. This ensures the implementation of a more efficient model with high predictive performance, allowing a more stabilised process. The main advantage of machine learning process optimisation is that thousands of possible solutions can be investigated to find the best ones. The limited flotation works that have been conducted in the literature using this technique include the work performed by Massinaei et al. [44] where they applied an ANN and gravitational search algorithm (GSA) in optimising the metallurgical performance of an industrial flotation column in terms of gas velocity, slurry solids, frother dosage, and froth depth. Recently, Jamróz et al. [45] also applied an ANN and evolutionary algorithm (EA) in optimising the copper-flotation enrichment process of a Polish copper ore by finding the optimal feed particle size, cleaning flotation time, and collector dosage. It is unclear whether ANN will work better for Australian copper mines, in terms of recovery prediction and which optimisation algorithm can produce the best results in maximising copper recovery within process constraints. How ANN compares with GPR and the other investigated predictive models is of interest. Four optimisation algorithms (simulated annealing (SA), particle swarm optimisation (PSO), surrogate optimisation (SO), and genetic algorithm (GA)) have been applied, using the best performing predictive model from the copper-recovery prediction as the objective function.

This study aims at investigating the predictive performance of selected supervised machine learning algorithms (artificial neural networks, Gaussian process regression, random forest, linear regression, and support vector machines) for optimising copper recovery. The optimisation study involved the application of a genetic algorithm, surrogate optimisation, simulated annealing, and particle swarm optimisation using the objective function extracted from the best-performance predictive machine learning model.
2. Research Methodology

This section presents the methodology for this research, involving data acquisition and preprocessing, model development, theoretical overview of the predictive and optimisation algorithms, and the models’ performance assessment. A mean square error (MSE) assessment criterion as shown in Equation (1) was utilised. All the algorithms used in this work were carried out using MATLAB R2020a (64-bit version) software.

\[
\text{MSE} = \left( \frac{1}{n} \right) \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]  

(1)

where \( y_i \) = \( i \)th true rougher copper-recovery value, \( \hat{y}_i \) = \( i \)th predicted rougher copper-recovery value, and \( n \) = total number of observations.

2.1. Data Acquisition and Preprocessing

Data used in this study were obtained from BHP Olympic Dam, South Australia [46,47]. Specifically, data from the rougher circuit which consists of five flotation cells were used for this work. Online sensors were used to monitor process variables such as throughput, froth depth, and reagents (xanthate and frother), while copper recovery was estimated from an onstream analyser (OSA), applying Equation (2).

\[
\text{Recovery}, \ R_i = \left( \frac{c_i}{f_i} \right) \left( \frac{f_{i-1}}{c_{i-1}} \right) \times 100\%, \ i = 1, 2, 3, \ldots
\]  

(2)

where \( c_i \) = \( i \)th concentrate grade, \( f_i \) = \( i \)th feed grade, and \( t_i \) = \( i \)th tails grade.

A total of 1.4 million observations each on 15 rougher flotation variables, selected as the key recommended variables by the plant process engineers, with their corresponding recovery values were collected, representing 6 years of historical data with a confidence of 100%. The long span in terms of the data set considered for this work is to make sure almost all possible changes that occur in the plant are captured. The collected data set featured variables like feed grade, feed particle size, throughput, xanthate and frother dosages, air flow rate, and froth depth. The major issue with the data set was the transient operation observations. These are observations that were recorded in a nonsteady state usually after a plant shutdown. Since these observations are known to have a detrimental effect on the overall performance of a predictive model, they were flagged as outliers and were deleted before subjecting the remaining portion of the data set to further preprocessing. The further preprocessing of the data set was to clean the difficult-to-detect outliers, and this was carried out based on the domain knowledge of the steady operating bound of each rougher flotation variable. To ensure a same-size data set for the analysis, outliers detected in the data of a particular variable were deleted alongside with values in the remaining variables’ data. The overall preprocessing of the data set resulted in 1,325,270 useful observations for the analysis. Table 1 outlines the various rougher flotation variables used for this work.

For the purpose of data confidentiality, standardised data, determined using Equation (3) (zscore transformation), are presented throughout this work. Figure 1 visualises the variation in the rougher flotation variables considered in this work.

\[
z_i = \frac{s_i - \bar{s}}{s_s}, \ i = 1, 2, 3, \ldots
\]  

(3)

where \( z_i \) = \( i \)th standardised observation, \( s_i \) = \( i \)th observation of a sample, \( \bar{s} \) = mean of a sample, and \( s_s \) = standard deviation of a sample. Visualisation of the variables is shown in Figure 1.
Table 1. Summary of variable types used in model development.

<table>
<thead>
<tr>
<th>Rougher Flotation Variable</th>
<th>Variable Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed grade (wt. %)</td>
<td></td>
</tr>
<tr>
<td>Feed particle size (% passing 75 µm)</td>
<td></td>
</tr>
<tr>
<td>Throughput (t/h)</td>
<td></td>
</tr>
<tr>
<td>Xanthate dosage (mL/min)</td>
<td>Tank cell 1</td>
</tr>
<tr>
<td></td>
<td>Tank cell 4</td>
</tr>
<tr>
<td>Frother dosage (mL/min)</td>
<td>Tank cell 1</td>
</tr>
<tr>
<td></td>
<td>Tank cell 4</td>
</tr>
<tr>
<td>Air flow rate (m³/h)</td>
<td>Tank cell 1</td>
</tr>
<tr>
<td></td>
<td>Tank cell 2</td>
</tr>
<tr>
<td></td>
<td>Tank cell 3</td>
</tr>
<tr>
<td></td>
<td>Tank cell 4</td>
</tr>
<tr>
<td></td>
<td>Tank cell 5</td>
</tr>
<tr>
<td>Froth depth (mm)</td>
<td>Tank cell 2/3 *</td>
</tr>
<tr>
<td></td>
<td>Tank cell 4/5 *</td>
</tr>
</tbody>
</table>

Copper recovery (%)  

Output variable

* Froth depth of tank cells 2 and 4 also represent tank cells 3 and 5, respectively, as they are kept at same level.

Figure 1. Cont.
Figure 1. Visualisation of variations in (a) feed grade, (b) feed particle size, (c) throughput (d), xanthate to tank cell 1 (e), xanthate to tank cell 4, (f) frother to tank cell 1, (g) frother to tank cell 4, (h) airflow to tank cell 1, (i) airflow to tank cell 2, (j) airflow to tank cell 3, (k) airflow to tank cell 4, (l) airflow to tank cell 5, (m) froth depth of tank cell 1, (n) froth depth of tank cell 2/3, (o) froth depth of tank cell 4/5, and (p) rougher copper recovery.

2.2. Predictive Model Development

Five predictive algorithms (SVM, GPR, ANN, LR, and RF) were used to assess the relationship between the input and output variable(s) outlined in Table 1. A total of
30,000 observations were randomly sampled out of the entire 1,325,270 observations for the training and validation of the models due to the high computational time that comes with the use of a large data set for model training. It must be noted that the best representative sample was chosen following repetitive random sampling until an error of less than 5% was attained between the sampled and population summary statistics. Figure 2 visualises the population and sampled data summary statistics of copper recovery and some rougher flotation variables for the purpose of brevity. A total of 30,000 observations was chosen as the optimal data size after a careful preliminary study (Table 2) using different data sizes while monitoring the computational time and training error. As clearly shown in Table 2, going beyond 30,000 observations only increases the computational cost with no significant improvement in model performance. The preliminary study was carried out using an LR model due to its fast execution time.

![Figure 2](image_url)

**Figure 2.** Summary statistics of (a) population data of rougher copper recovery, (b) sampled data of copper recovery, (c) population data of airflow to tank cell 1, (d) sampled data of airflow to tank cell 1, (e) population data of xanthate to tank cell 1, and (f) sampled data of xanthate to tank cell 1.
Table 2. Results of sample size and the corresponding computational time and training mean square error.

<table>
<thead>
<tr>
<th>Sample Size, n</th>
<th>Computational Time, Seconds</th>
<th>Training MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>60</td>
<td>2.30</td>
</tr>
<tr>
<td>20,000</td>
<td>138</td>
<td>1.92</td>
</tr>
<tr>
<td>25,000</td>
<td>162</td>
<td>1.85</td>
</tr>
<tr>
<td>30,000</td>
<td>180</td>
<td>1.79</td>
</tr>
<tr>
<td>45,000</td>
<td>216</td>
<td>1.79</td>
</tr>
<tr>
<td>60,000</td>
<td>270</td>
<td>1.80</td>
</tr>
<tr>
<td>80,000</td>
<td>312</td>
<td>1.79</td>
</tr>
<tr>
<td>100,000</td>
<td>360</td>
<td>1.78</td>
</tr>
<tr>
<td>120,000</td>
<td>396</td>
<td>1.78</td>
</tr>
</tbody>
</table>

To generate a good prediction, a hold-out cross-validation approach was used to randomly divide the sampled data set into an 80% (24,000 observations) training data set and 20% (6000 observations) validation data set. In as much as there is no general rule for the partitioning ratio, the rule of thumb is that the training data set must be significantly greater than the validation dataset to capture the entire characteristic of the data set. The remaining 1,295,270 observations were used as the testing data set. Each model was trained with the training data set and fitted with the training, validation, and testing data sets for performance assessment.

2.2.1. Support Vector Machine Algorithm

SVM is a popular supervised machine learning algorithm for solving both classification and regression problems, first identified by Vladimir Vapnik and his colleagues in 1992 [48]. Operating similarly to ANN, SVM can be considered as a two-layer network with linear and nonlinear weights in the first and second layers, respectively [49]. The main regression goal of SVM is to establish a predictive function given a training data set \( T = \{(x_i, y_i)\}_{i=1,2,3,..n} \) where \( x_i \) denotes the \( i \)th multivariable inputs, \( y_i \) denotes the corresponding \( x_i \) output, and \( n \) is the total number of observations. To achieve this, the input \( x \) is first mapped into a feature space using some nonlinear function, finally constructing a linear model in this feature space. The linear regression function (in the feature space) implemented in SVM is expressed in Equation (4).

\[
f(x) = \omega \cdot \varphi(x) + b	ag{4}\]

where \( \cdot \varphi \) is a nonlinear function that maps \( x \) into a feature space, and \( b \) and \( \omega \) are weight vectors and coefficients that have to be determined from the data. Regression coefficients are estimated in the high-dimensional feature space by minimising the sum of the empirical risk and the complexity term (Equation (5)).

\[
R = C \sum_{i=1}^{n} L_\varepsilon(f(x_i), y_i) \frac{1}{2} ||\omega||^2, \tag{5}\]

where \( C = \) the additional capacity control parameter which determines the trade-off between model complexity and the extent to which errors larger than \( \varepsilon \) can be tolerated, \( ||\omega|| \) = the regularisation term which denotes the Euclidean norm, and \( L_\varepsilon = \varepsilon \)-insensitive loss function (Equation (6)) that measures the empirical risk and has the advantage of selecting a subset of the input data for describing the regression vector \( \omega \). As shown in Equation (6), \( L_\varepsilon = 0 \) if the difference between \( f(x) \) and \( y \) is less than \( \varepsilon \) [50].

\[
L_\varepsilon(f(x_i), y_i) = \begin{cases} 
0 & \text{for } |f(x_i) - y_i| < \varepsilon \\
|f(x) - y| - \varepsilon & \text{otherwise}
\end{cases}
\]
This implies that a nonlinear SVM regression function can be expressed as a function that minimises Equation (5) subject to Equation (6), as shown in Equation (7).

\[ f(x, \alpha, \alpha^*) = \sum_{i=1}^{n} (\alpha_i - \alpha^*) k(x_i, x) + b \]  

(7)

With \( \alpha_i, \alpha^*_i \geq 0, \quad i = 1, 2, 3, \ldots n \) and kernel function \( k(x_i, x) \) describing the inner product in the D-dimensional space as shown in Equation (8).

\[ k(x, y) = \sum_{i=1}^{D} \varphi_i(x) \varphi_i(y) \]  

(8)

The coefficients \( \alpha_i, \alpha^*_i \) are obtained by maximising Equation (9) subject to \( \sum_{i=1}^{n} (\alpha_i - \alpha^*) = 0, \quad 0 \leq \alpha_i, \alpha^*_i \leq C. \)

\[ R(\alpha, \alpha^*) = -\varepsilon \sum_{i=1}^{n} (\alpha^*_i + \alpha_i) + \sum_{i=1}^{n} y_i (\alpha^*_i - \alpha_i) - \frac{1}{2} \sum_{i,j=1}^{n} (\alpha^*_i + \alpha_i) x_i (\alpha^*_j + \alpha_j) k(x_i, x) \]  

(9)

Kernel functions are the main hyperparameters of SVM [51], and therefore in this work, Gaussian, linear, and polynomial kernel functions, as shown in Equations (10)–(12), were investigated in a preliminary study (Table 3) to ascertain the optimum kernel function using the training data set.

### Table 3. Results of the various SVM models developed based on different kernel functions.

<table>
<thead>
<tr>
<th>Kernel Function</th>
<th>Training MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>0.83</td>
</tr>
<tr>
<td>Linear</td>
<td>0.92</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.87</td>
</tr>
</tbody>
</table>

(i) Gaussian kernel function

\[ k(x, y) = \exp \left( -\frac{||x - y||^2}{2\alpha^2} \right) \]  

(10)

(ii) Linear kernel function

\[ k(x, y) = x, y \]  

(11)

(iii) Polynomial kernel function

\[ k(x, y) = (1 + x.y)^d \]  

(12)

where \( ||x - y|| \) = the Euclidean distance between \( x \) and \( y \), \( d = \) degree of kernel, and \( \alpha = \) free parameter.

As shown in Table 3, training MSE values in the range of 0.83–0.92 were recorded for the various SVM kernel functions that were investigated. From Table 3, it can be seen that the SVM model developed with the Gaussian kernel function (hereinafter referred to as SVM-Gaussian) produced the minimum MSE value and as such was selected as the optimal SVM model.

2.2.2. Gaussian Process Regression Algorithm

Gaussian process (GP) is a stochastic process defined by a finite collection of random variables with a joint Gaussian distribution [52]. A GP \( t(x) \) is specified by its mean function \( m(x) \) and kernel function \( k(x, x') \) as shown in Equation (13) and Equation (14), respectively.

\[ m(x) = E(t(x)) \]  

(13)

\[ k(x, x'; \theta) = E \left[ (t(x) - m(x))(t(x') - m(x')) \right] \]  

(14)
where $\theta$ is a set of hyperparameters, and $x, x' \in X$ are random variables. $t(x)$ is shown in Equation (15).

$$t(x) \sim GP(m(x), k(x, x'))$$  \hspace{1cm} (15)

Similar to the goal of every regression problem, each output variable $y$ is considered to be related to an underlying arbitrary function $t(x)$ that comes with an additive independent identically distributed Gaussian noise from the data, as expressed in Equation (16).

$$y = t(x) + \varrho$$  \hspace{1cm} (16)

$\varrho$ is an additive Gaussian noise with zero mean and variance $\sigma_n^2$, i.e., $\varrho \sim N(0, \sigma_n^2 I)$ with $I$ as an identity matrix. Once a posterior distribution is attained, the predictive values from test data can be assessed. A joint Gaussian prior distribution can be established for a new test input $x^*$ from a training output $y$ and test output $y^*$ as shown in Equation (17).

$$\begin{bmatrix} y \\ y^* \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ k(X, X) + \sigma_n^2 I \end{bmatrix}, \begin{bmatrix} k(X, x^*) \\ k(x^*, x^*) \end{bmatrix} \right)$$  \hspace{1cm} (17)

where $k(X, X)$ is $n$-order symmetric positive definite kernel matrix. $k(X, x^*)$ is the kernel matrix of test input $x^*$ and training input $X$. GP can be used to estimate the test output $y^*$ according to the posterior probability formula (Equation (18)) under the conditions of a given input $x^*$ and a training data set $T$.

$$y^*|x^*, T \sim N(\overline{y}^*, \text{var}(\hat{y}^*))$$  \hspace{1cm} (18)

where $\overline{y}^*$ and $\text{var}(\hat{y}^*)$ are the predictive mean and predictive variance, respectively, as defined in Equations (19) and (20).

$$\overline{y}^* = k(x^*, X)(k(X, X) + \sigma_n^2 I)^{-1}y = \sum_i^n \alpha_i k(x^*, x_i)$$  \hspace{1cm} (19)

$$\text{var}(\hat{y}^*) = k(x^*, x^*)[k(X, X) + \sigma_n^2 I]^{-1}k(X, x^*)$$  \hspace{1cm} (20)

The kernel function forms a critical component of the GP predictor as it helps to encode the assumption of the function to be learned. Whereas kernel functions can be specified by users, hyperparameters are learned from the training data using a gradient-based optimisation approach such as the maximisation of the marginal likelihood (Equation (21)) of the observed data with respect to the hyperparameters.

$$\log p(y | X, \theta) = -\frac{1}{2} y' (K + \sigma_n^2 I)^{-1} y - \frac{1}{2} \log |K + \sigma_n^2 I| - \frac{n}{2} \log 2\pi$$  \hspace{1cm} (21)

where $y'$ = transpose of the vector $y$, $\theta$ = set of hyperparameters, and $\sigma_n^2$ = noise variance.

A number of kernel functions including squared exponential, rational quadratic, matern class (3/2 and 5/2), periodic, and Gaussian noise exist in the literature [52]. In this work, exponential, rational quadratic, matern 3/2, and matern 5/2 kernel functions were investigated in selecting the optimal kernel function, as shown in Table 4. Equations (22)–(25) have been used to show the mathematical expression of the various investigated kernel functions. From Table 4, MSE values in the range of 0.0001–0.0012 were recorded by the various kernel functions investigated in this work. This result indicates that, in general, all the various investigated GPR kernel functions have a good prediction capability. However, comparing the individual kernel performances, it can be observed that the GPR model developed with the matern 3/2 kernel function (hereinafter referred to as GPR-matern 3/2) had the best performance (minimum MSE value), and therefore was selected as the optimal GPR model.
Table 4. Results of the various GPR models developed based on different kernel functions.

<table>
<thead>
<tr>
<th>Kernel Function</th>
<th>Training MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>0.0008</td>
</tr>
<tr>
<td>Rational quadratic</td>
<td>0.0012</td>
</tr>
<tr>
<td>Matern 3/2</td>
<td>0.0001</td>
</tr>
<tr>
<td>Matern 5/2</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

(i) Exponential kernel function

\[ k(x_i, x_j) = \sigma^2_f \exp\left(-\frac{d}{l}\right) \]  

(ii) Rational quadratic kernel function

\[ k(x_i, x_j) = \sigma^2_f \exp\left[1 + \frac{d^2}{2\alpha l^2}\right]^{-\alpha} \]  

(iii) Matern 3/2 kernel function

\[ k(x_i, x_j) = \sigma^2_f \left(1 + \frac{\sqrt{3}d}{l}\right) \exp\left(-\frac{\sqrt{3}d}{l}\right) \]  

(iv) Matern 5/2 kernel function

\[ k(x_i, x_j) = \sigma^2_f \left(1 + \frac{\sqrt{5}d}{l} + \frac{5d^2}{3l^2}\right) \exp\left(-\frac{\sqrt{5}d}{l}\right) \]  

where the Euclidean distance between \( x_i \) and \( x_j \), \( d = ||x_i - x_j|| \), \( \sigma^2_f \) is the signal variance of the function, \( \alpha \) is the shape parameter for the rational quadratic kernel function, and \( l \) is length scale.

The main hyperparameters that were optimised in this work were \( \sigma^2_n \), \( l \), \( \sigma^2_f \), and \( \alpha \) due to the mean function, kernel function, and noisy observations in the data.

2.2.3. Artificial Neural Network Algorithm

ANN is an adaptive system that operates similarly to the human brain by using interconnected neurons in a layered structure. ANN consists of an input layer of neurons, one or several hidden layer(s) of neurons, and finally, an output layer also consisting of neurons. The neurons typically have weights that are adjusted during the learning process. This adjustment causes a change in the signal strength of a particular neuron. Each neuron is capable of receiving an input signal, processing it, and sending it as an output signal. The computation of an output signal \( h_p \) of a neuron \( p \) in the hidden layer is shown in Equation (26).

\[ h_p = \delta \left( \sum_{j=1}^{M} V_{ij} x_i + T^{\text{hid}}_i \right) \]  

where \( \delta \) is an activation or transfer function, \( M \) is the total number of input layer neurons, \( V_{ij} \) denotes neuron weight, and \( x_i \) is the input to the input layer neurons with \( T^{\text{hid}}_i \) representing the threshold terms of the hidden neurons.

Studies have proven that factors such as the training algorithm, the number of hidden layers, and the number of hidden layer neurons are the critical parameters in attaining an accurate ANN structure [53,54]. Among these factors, the type of training algorithm and the number of hidden layer neurons play a key role in the final network performance, as it has been proven that one hidden layer is enough to fit any continuous data [55]. Based on
this, one hidden layer was considered for this work. In order to determine the optimum training algorithm and the optimum number of hidden layer neurons, different training algorithms including Levenberg–Marquardt, Bayesian regularisation, gradient descent, scaled conjugate gradient, gradient descent with momentum, one-step secant backpropagation, and gradient descent with adaptive learning rate were tried in a preliminary study using a maximum of 31 hidden layer neurons, as shown in Figure 3. The maximum number of hidden layer neurons used in the preliminary study was based on a recommendation of Hecht-Nielsen [56] where he proposed a maximum number of \(2(x_{IT} + 1)\) neurons with \(x_{IT}\) representing the total number of input variables (15). From Figure 3, the Bayesian regularisation training algorithm with 30 hidden layer neurons yielded the minimum MSE value; hence, this combination was chosen as the optimum training algorithm and optimum number of hidden layer neurons in this work. The input and output layer neurons used in this work were 15 and 1, respectively, as the number of input and output variables become the default number of neurons in ANN. This implies that the optimum ANN model used in this work had the structure 15-30-1.

![Figure 3. Cont.](image-url)
2.2.4. Linear Regression Algorithm

An LR model establishes the relationship between one output variable \( y_i \) and one or more input variables \( x_i \). An LR model is often referred to as multiple linear regression (MLR) model in a situation where there is more than one input variable. The formulation of the MLR model used in this work is shown in Equation (27).

\[
y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \ldots + \beta_p x_{ip} + \varphi_i, \ i = 1, 2, 3, \ldots, n
\]  

where \( y_i \) is the \( i \)th output value, \( \beta_p \) is the \( p \)th coefficient, \( \beta_0 \) is the constant term in the model, \( x_{ij} \) is the \( i \)th observation of the \( j \)th variable, \( j = 1, \ldots, p \), \( \varphi_i \) is the \( i \)th noise term, that is, random error, and \( n \) is the total number of observations.

LR models are formulated with the following assumptions.

1. \( \varphi_i \) values are not correlated.
2. \( \varphi_i \) values have an independent and identical normal distribution with zero mean and constant variance, \( var \). Thus,
\[
E(y_i) = E\left( \sum_{k=0}^{K} \beta_k f_k(x_{i1}, x_{i2}, \ldots, x_{ip}) + \varphi_i \right)
\]
\[
= \sum_{k=0}^{K} \beta_k f_k(x_{i1}, x_{i2}, \ldots, x_{ip}) + E(\varphi_i)
\]
\[
= \sum_{k=0}^{K} \beta_k f_k(x_{i1}, x_{i2}, \ldots, x_{ip})
\]

And
\[
V(y_i) = V\left( \sum_{k=0}^{K} \beta_k f_k(x_{i1}, x_{i2}, \ldots, x_{ip}) + \varphi_i \right) = V(\varphi_i) = var
\]

So, the variance of \(y_i\) is the same for all levels of \(x_{ij}\).

(3) The true output values \(y_i\) are uncorrelated.

Based on the assumptions above, the fitted linear function can be expressed as shown in Equation (28).

\[
\hat{y}_i = \sum_{k=0}^{K} b_k f_k(x_{i1}, x_{i2}, \ldots, x_{ip}) \quad i = 1, 2, 3, \ldots, n
\]

where \(\hat{y}_i\) is the \(i\)th predicted output value, \(b_k\) is the fitted coefficient, and \(x_{ip}\) is the \(i\)th observation of the \(p\)th variable, and \(n\) is the total number of observations.

The coefficients are estimated to minimize the mean squared error between the predicted output values \(\hat{y}_i\) and true output values \(y_i\), i.e., \(\hat{y}_i - y_i\) [57]. The addition of LR to this study allows the comparison of its relative performance compared with complex models.

2.2.5. Random Forest Algorithm

An RF algorithm is an ensemble method which constructs a set of tree predictors and uses averaging to make a final decision [58]. In RF, variables or a combination of variables are selected at each node to grow a predictor tree. To build a predictor tree, bagging (bootstrap sampling), a method which randomly generates a training data set from the original training data set with replacement, is used [59]. In bagging, the training data set consists of about two-thirds of the original training data set, leaving out about one third of the original training data set for each tree predictor grown. Each tree predictor \(T_{L(\theta)}\) is dependent on a random vector \(\theta\) which indicates the bagged samples from the original training data set \(L\). The final predictor \(f\) is the average of all trees, as shown in Equation (29) [60].

\[
f(x_n) = \frac{1}{k} \sum_{k=1}^{k} T_{L(\theta_k)}(x_n)^k
\]

where \(x_n\) is the \(n\)th sample, and \(k\) is the total number of trees grown. The number of variables used at each node to grow a predictor tree and the maximum number of trees to be grown are user-defined parameters and the most important hyperparameters in random forest [61–63]. For this work, 5 variables were randomly selected to build predictor trees at each node following a \(p/3\) (rounded down) recommendation by Hastie et al. [64], where \(p\) is the total number of variables (15). To obtain the optimal number of trees, a different number of trees were used in a preliminary study while monitoring the training error as shown in Figure 4. From Figure 4, it can be seen that the performance of the algorithm increases from 50 to 300 trees after which no significant improvement occurs. Therefore, the optimal RF model used in this work had 300 predictor trees, with each tree built from 5 randomly selected rougher flotation variables.
The variable selection method and pruning method are also key factors in designing a good predictor tree. From the literature, the most commonly used variable selection methods are the information gain ratio criterion and Gini index [65,66]. For this work, the Gini index which measures the impurity of a variable with respect to the output was used. With regards to pruning, Breiman [67] suggests that as the number of predictor trees increases, the generalisation error tends to converge even without pruning because of the strong law of large numbers [68].

2.3. Predictive Model Performance Assessment

To evaluate and compare the overall performance of the different predictive models, four performance assessment indicators were used. As shown in Equations (30)–(33), the correlation coefficient ($r$), root mean square error (RMSE), mean absolute percentage error (MAPE), and variance accounted for (VAF) were utilised in this work. For a good-performing model, $r$ should be approaching 1, RMSE and MAPE should be approaching zero, with VAF close to 100% as possible. All model performance assessment indicators were computed at the 95% confidence interval.

$$r = \frac{\sum_{i=1}^{n} (y_i - \bar{y})(\hat{y}_i - \bar{\hat{y}})}{\sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2 \sum_{i=1}^{n} (\hat{y}_i - \bar{\hat{y}})^2}}$$  

(30)

$$\text{RMSE} = \sqrt{\text{MSE}} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  

(31)

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i} \times 100\%$$  

(32)

$$\text{VAF} = \left(1 - \frac{\text{var}(y_i - \hat{y}_i)}{\text{var}(y_i)}\right) \times 100\%$$  

(33)

where $y_i =$ $i$th true rougher copper-recovery value, $\bar{y} =$ mean of true rougher copper-recovery values, $\hat{y}_i = i$th predicted rougher copper-recovery value, $\bar{\hat{y}} =$ mean of predicted rougher copper-recovery values, and $n =$ total number of observations.
2.4. Flotation Variable Optimisation

Optimisation of the various flotation variables was carried out to ascertain their optimal operation values which maximise copper recovery at the BHP Olympic Dam. As highlighted earlier, four optimisation algorithms (SA, PSO, SO, and GA) were applied using the best-performing predictive function as presented in the above sections. The formulation of the optimisation model for copper recovery is expressed in Equation (34).

The boundary constraint for each rougher flotation variable in Equation (34) was ascertained in consultation with the metallurgical team at the BHP Olympic Dam and at least a 93% recovery was the proposed expected copper recovery. It should be further noted that rougher flotation variables listed in Equation (34) are the same variables used as the input variables for the development of the predictive model.

\[
\begin{align*}
\text{(Minimise)} & (-\text{Copper recovery}) \\
\text{s.t.} & \\
1.6 \text{ w.t\%} & \leq \text{Feed grade} \leq 2.6 \text{ w.t\%} \\
78.0\% & \leq \text{Feed particle size} \leq 84.0\% \\
350.0 \text{ t/h} & \leq \text{Throughput} \leq 900.0 \text{ t/h} \\
37.0 \text{ mL/min} & \leq \text{Xanthate to tank cell 1} \leq 190.5 \text{ mL/min} \\
27.8 \text{ mL/min} & \leq \text{Xanthate to tank cell 4} \leq 142.9 \text{ mL/min} \\
28.1 \text{ mL/min} & \leq \text{Frother to tank cell 1} \leq 180.7 \text{ mL/min} \\
28.1 \text{ mL/min} & \leq \text{Frother to tank cell 4} \leq 180.7 \text{ mL/min} \\
900.0 \text{ m}^3/\text{h} & \leq \text{Air flow to tank cell 1} \leq 1250.0 \text{ m}^3/\text{h} \\
1100.0 \text{ m}^3/\text{h} & \leq \text{Air flow to tank cell 2} \leq 1250.0 \text{ m}^3/\text{h} \\
1100.0 \text{ m}^3/\text{h} & \leq \text{Air flow to tank cell 3} \leq 1250.0 \text{ m}^3/\text{h} \\
1100.0 \text{ m}^3/\text{h} & \leq \text{Air flow to tank cell 4} \leq 1250.0 \text{ m}^3/\text{h} \\
1100.0 \text{ m}^3/\text{h} & \leq \text{Air flow to tank cell 5} \leq 1250.0 \text{ m}^3/\text{h} \\
75.0 \text{ mm} & \leq \text{Froth depth of tank cell 1} \leq 150.0 \text{ mm} \\
75.0 \text{ mm} & \leq \text{Froth depth of tank cell 2/3} \leq 150.0 \text{ mm} \\
75.0 \text{ mm} & \leq \text{Froth depth of tank cell 4/5} \leq 150.0 \text{ mm}
\end{align*}
\]

2.4.1. Simulated Annealing Optimisation Algorithm

SA is a method for finding the solution to unconstrained and bound constrained optimisation problems. The algorithm mimics the physical process of heating a material and slowly decreasing its temperature to minimise system energy. The algorithm operates by first of all generating a random trial point. The distance of a new point from a current point or the extent of the search is chosen based on a probability distribution with a scale proportional to the current temperature. After this, the algorithm shifts the trial point if necessary, so it stays within the specified bounds. Each infeasible component of the trial point is shifted to a value randomly chosen between the violated bound and the feasible value of the previous iteration. The new point is compared to the current point, and if the new point is better than the current point, it becomes the next point. If the new point is worse than the current point, the algorithm can still accept it as the next point. The probability of acceptance \( P(\text{accept new}) \) is expressed in Equation (35).

\[
P(\text{accept new}) = \frac{1}{1 + \exp\left(\frac{\Delta}{\text{max}(T)}\right)}
\]

where \( \Delta = \) the difference between the new and old objective function to be minimised, and \( T = \) current temperature.

Since both \( \Delta \) and \( T \) are positive, the probability of acceptance always falls between 0 and 0.5. A smaller \( T \) and larger \( \Delta \) lead to a smaller acceptance probability and vice versa.
From here, \( T \) is systematically lowered, and the best found points are stored. \( T \) is updated using the relation expressed in Equation (36).

\[
T = T_0 \left( 0.95^k \right)
\]  

(36)

where \( k \) = the annealing parameter or iteration number until reannealing, and \( T_0 = \) initial temperature.

The algorithm reanneals the annealing parameters to values lower than the iteration number causing an increase in temperature in each dimension. Annealing parameters are dependent on values of the estimated gradients of the objective function in each dimension, as expressed in Equation (37) [69,70].

\[
k_i = \log \left( \frac{T_0}{\max_j s_j} \frac{T_i}{s_i} \right)
\]  

(37)

where \( k_i = \) annealing parameter of component \( i \), \( T_0 = \) initial temperature of component \( i \), \( T_i = \) current temperature of component \( i \), \( s_i = \) gradient of objective function in direction \( i \) times the difference of bounds in direction \( i \), and \( s_j = \) gradient of objective function in direction \( j \) times the difference of bounds in direction \( j \).

The key parameter affecting the performance of the algorithm is the cooling schedule. Sufficiently high initial temperatures in the initial phase gives the algorithm the flexibility to search through the entire search space for a better solution and vice versa. The rate and the way of lowering the temperature also determine the speed of the algorithm such that decreasing the temperature slowly hinders the identification of the optimum solution by leaving too much freedom to search during a large number of iterations. The algorithm finally stops the search for the optimum solution when the average change in the objective function value is less than the function tolerance value. For this work, an initial temperature and a function tolerance value of 110 k and 0.000001, respectively, were specified. Figure 5 is a flowchart outlining the major stages of the algorithm.

### 2.4.2. Particle Swarm Optimisation Algorithm

The inspiration for this algorithm is a flock of birds or insects swarming such that each bird or bee is attracted to a best location it has found and also to the best location any member of the swarm has found. The algorithm operates by first of all generating initial particles and assigning initial velocities to them. The objective function is then evaluated at each particle location to identify the best function value and the best location. New velocities are chosen based on the current velocity, particles’ individual best locations, and the best locations of their neighbours. Particles locations, velocities, and neighbours are iteratively updated until the relative change in the best objective function value is less than the function tolerance value [71,72]. The positions of particles are updated as shown in Equation (38).

\[
x_{i(t)} = x_{i(t-1)} + v_i(t)
\]  

(38)

where \( x_{i(t)} = \) current position of particle, \( x_{i(t-1)} = \) previous position of particle, \( v_i(t) = \) velocity vector, and \( v_i(t) \) reflects the exchanged information and can generally be defined as shown in Equation (39).

\[
v_i(t) = Wv_i(t-1) + C_1r_1 \left( x_{pbesti} - x_{i(t)} \right) + C_2r_2 \left( x_{leader} - x_{i(t)} \right)
\]  

(39)

where \( C_1 \) and \( C_2 \) are learning factors and are defined as constants, \( x_{pbesti} \) is the neighbourhood best position found, and \( x_{leader} \) is the position of the swarm leader. \( r_1 \) and \( r_2 \in [0, 1] \) are randomly generated values, and \( W \) is the inertial weight defined within the algorithm [73,74].
where \( k \) = the annealing parameter or iteration number until reannealing, and \( T_0 \) = initial temperature.

The algorithm reanneals the annealing parameters to values lower than the iteration number causing an increase in temperature in each dimension. Annealing parameters are dependent on values of the estimated gradients of the objective function in each dimension, as expressed in Equation (37) [69,70].

\[
T_j = T_0 (0.95)^{(36)}
\]

where \( T_j \) = annealing parameter of component \( i \), \( T_0 \) = initial temperature of component \( i \), \( T\) = current temperature of component \( i \), \( s_j \) = gradient of objective function in direction \( i \) times the difference of bounds in direction \( i \), and \( s_k \) = gradient of objective function in direction \( j \) times the difference of bounds in direction \( j \).

The key parameter affecting the performance of the algorithm is the cooling schedule. Sufficiently high initial temperatures in the initial phase gives the algorithm the flexibility to search through the entire search space for a better solution and vice versa. The rate and the way of lowering the temperature also determine the speed of the algorithm such that decreasing the temperature slowly hinders the identification of the optimum solution by leaving too much freedom to search during a large number of iterations. The algorithm finally stops the search for the optimum solution when the average change in the objective function value is less than the function tolerance value. For this work, an initial temperature and a function tolerance value of 110 k and 0.000001, respectively, were specified.

Figure 5 is a flowchart outlining the major stages of the SA algorithm.

For this work, the initial particles were generated at random and uniformly distributed within the specified constraint bound of each rougher flotation variable. Their initial velocities were also generated at random and uniformly distributed in the range of \([-r, r]\), where \( r \) is the vector of initial ranges (difference between specified upper and lower bound of each rougher flotation variable). The function tolerance value was 0.000001. A flowchart outlining the various stages of the PSO algorithm is shown in Figure 6.

2.4.3. Surrogate Optimisation Algorithm

An SO algorithm approximates another function to search for a solution. An SO algorithm can be used to search for a point that minimises an objective function by evaluating it on thousands of points and taking the best value as an approximation to the minimiser of the objective function. To carry out SO, random sample points (using a quasirandom sequence) are first generated within the specified constrained bounds, and the expensive objective function is evaluated at these points. A surrogate of the objective function is then created by interpolating a radial basis function \( \gamma \) through these points, as shown in Equation (40).

\[
\gamma(x) = \gamma(||x||)
\]

where \( x \) = the input value.

A minimum value of the objective function is searched for by sampling several thousands of points from the randomly generated points. From here, a merit function \( f_{\text{merit}}(x) \) (Equation (41)) is evaluated based on both the surrogate value at these points and the distance between them and the points where the expensive objective function has been evaluated. A best point is chosen from the evaluation as a candidate point, as measured by the merit function.

\[
f_{\text{merit}}(x) = wS(x) + (1 - w)D(x), \text{ for a weight } w \text{ with } 0 < w < 1
\]
where \( S(x) = \) scaled surrogate, and \( D(x) = \) scaled distance.

![Flowchart](image-url)

Figure 6. Flowchart outlining the major stages of the PSO algorithm.

The candidate point with the minimum merit function value (adaptive point) is used to evaluate the objective function value, simultaneously updating the surrogate value. If the objective function value at the adaptive point is lower than the current value, the search for the solution is considered complete, and the adaptive point value is set as the current value of the function value. If the otherwise occurs, the algorithm deems the search unsuccessful and does not change the current function value [75–77]. Figure 7 is a flowchart showing the major stages of the SO algorithm.

2.4.4. Genetic Algorithm

A genetic algorithm (GA) solves optimisation problems based on a natural selection process that mimics biological evolution [78,79]. The algorithm operates by creating a random initial population. A sequence of new populations is then created, and at each step, the algorithm creates the next population using individuals in the current generation. A new population is created by scoring each member of the current population through the computation of their individual fitness value (raw fitness scores). The raw fitness values are then scaled to convert them into a more usable range of values, also known as expectation values. The parents for the next generation are selected based on their expectation values. Some individual members in the current population with lower fitness values are considered to be elites and are passed on to the next generation. Children for the next generation are produced from parents by either combining the vector entries of a pair of parents (crossover) or by making changes (mutation) to a single parent. The current population is then replaced with the children to form the next generation. The algorithm is stopped when the relative change in the fitness value is less than the function tolerance value. The function tolerance value was specified to be 0.000001 in this work. Figure 8 is a flowchart showing the major stages of the algorithm.
Figure 7. Flowchart outlining the major stages of the SO algorithm.

Figure 8. Flowchart outlining the major stages of the GA algorithm.
3. Results and Discussion

This section presents the results of the various techniques applied in this work. Specifically, a detailed discussion of the performance of the various predictive models has been presented together with the optimisation outcomes.

3.1. Predictive Model Performance

To assess the performance of the various predictive models, \( r \), RMSE, MAPE, and VAF have been used as performance indicators with the results visualised in Figure 9. From Figure 9, an \( r \) indicator which gives an idea of the linear relationship between true and predicted rougher copper-recovery values was determined to be 0.87, 0.99, 0.87, 0.53, and 0.97 for SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively, when the trained models were fitted with the training data set. When the trained models were fitted with the validation data set, SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF recorded \( r \) values of 0.85, 0.97, 0.86, 0.50, and 0.95, respectively. With regard to fitting the trained models with the testing data set, 0.86, 0.97, 0.86, 0.51, and 0.95 were the \( r \) values recorded by SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively. Despite the very large testing data, compared with the training and validation data sets, the observed model performance values for the testing were close to the validation outcome. The highest \( r \) values obtained by the GPR-matern 3/2 model in each instance show quantitatively the strength of the linear relationship between true and predicted rougher copper-recovery values when the GPR-matern 3/2 model was used. This result further indicates the uniqueness of the predictive strength of the GPR-matern 3/2 model.

In terms of error statistics, RMSE and MAPE indicators were used in this work. RMSE values of 0.91, 0.01, 0.88, 1.52, and 0.35 were recorded by SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively, when the trained models were fitted with the training data set. When the trained models were fitted with the validation data set, SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF recorded RMSE values of 0.96, 0.41, 0.93, 1.56, and 0.60, respectively. Furthermore, 0.93, 0.41, 0.92, 1.54, and 0.59 were the RMSE values that were recorded by SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively, when the trained models were fitted with the testing data set. The lowest RMSE values obtained by the GPR-matern 3/2 model in each instance is a clear indication that GPR-matern 3/2 predicted rougher copper-recovery values are in better agreement with true rougher recovery values. From the MAPE results shown in Figure 5, it can be stated that the unexplained variability in true and predicted rougher copper-recovery values was 0.65%, 0.01%, 0.71%, 1.32%, and 0.23% for SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively, when fitted with the training data set. Fitting the trained models with the validation data set resulted in MAPE values of 0.69%, 0.24%, 0.74%, 1.34%, and 0.40% for SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively. Their corresponding testing data set fitting had MAPE values of 0.68%, 0.24%, 0.74%, 1.32%, and 0.39%. Once again, it is obvious that the GPR-matern 3/2 model was the best performing model as far as the MAPE indicator is concerned.

A VAF indicator was also used to verify the correctness of the models and how well they could make predictions. SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF trained models recorded VAF values of 74.72%, 99.99%, 76.24%, 26.54%, and 96.14%, respectively, when fitted with the training data set. Fitting with the validation data set resulted in VAF values of 71.72%, 94.70%, 73.50%, 24.50%, and 88.89% for SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF, respectively. For fitting done with the testing data set, SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF trained models, respectively. For fitting done with the testing data set, SVM-Gaussian, GPR-matern 3/2, ANN, LR, and RF trained models recorded VAF values of 74.87%, 94.65%, 73.32%, 25.62%, and 89.47%, respectively. These results indicate that the GPR-matern 3/2 model which outperformed SVM-Gaussian, ANN, LR, and RF can explain about 99.99%, 94.70%, and 94.65% of the potential variance in the predicted rougher copper-recovery values from the training, validation, and testing data sets, respectively.
Figure 9. Visualisation of model performance using an (a) $r$ indicator, (b) RMSE indicator, (c) MAPE indicator, and (d) VAF indicator.

It can clearly be seen that the GPR-matern 3/2 model produced the most precise copper-recovery prediction as compared to SVM-Gaussian, ANN, LR, and RF. The outstanding performance of the GPR-matern 3/2 model could be attributed to its intrinsic ability to add a prior knowledge and specification about the shape of the model by learning the hyperparameters which are relational to the training, validation, and testing data sets. This helps to capture the uncertainties in the data using the noise variance hyperparameter during the model formulation stage. The next best model from Figure 9 is the RF model. The performance of the RF model could be linked to the fact that it is an ensemble learner which builds multiple predictor trees and finds the average prediction value in solving a problem. This ensemble technique in RF makes it better than most standalone predictive models. Again, from Figure 9, it is obvious that SVM-Gaussian and ANN models had a similar performance, which was below the performance of both the GPR-matern 3/2 and RF models. This is mainly because both SVM-Gaussian and ANN models had a very similar learning ability during the training phase, as well as a similar generalisation capability.
during the validation and testing phases. The poor performance of the LR model could be attributed to its inability to capture the complex nonlinear relationship between rougher flotation variables and rougher copper recovery. This is because the algorithm is quite potent in capturing linear relationships, which is contrary to the data set used in this work. For brevity, parity plots visualising the distribution of true and predicted copper-recovery values for all the investigated models using the testing data set are shown in Figure 10. It can be seen that the GPR-matern 3/2 model had the minimum spread of true and predicted copper-recovery values along its linear fit, confirming its unique predictive performance over the other investigated models (SVM-Gaussian, ANN, LR, and RF). This was followed closely by the RF model with SVM-Gaussian and ANN having a similar spread below that of the GPR-matern 3/2 and RF models. With the highest performance of GPR-matern 3/2, it was extracted for the optimisation studies.

3.2. Selection of Best Optimisation Solution

Four sets of solutions were found for the rougher flotation variables, as shown in Table 5. Furthermore, visualisations of the best objective function value at each iteration or generation for the various optimisation algorithms have also been presented in Figure 11.

From Table 5, it can be seen that all the optimisation algorithms found solutions within the specified constrained bounds of the individual rougher flotation variables, indicating their correctness. It can further be observed from Table 5 that the predicted copper-recovery objective function values were in line with the expected copper recovery ($\geq 93\%$). However, most of the solutions found for the various flotation variables showed subtle differences, making it dicey to easily select the best set of solutions. As such, a hypothetical analysis of the optimisation results was carried out considering a 24 h period.

For this hypothetical analysis, a focus was placed on feed grade, throughput, feed particle size, and reagent dosages (xanthate and frother) for economic and eco-friendly mineral separation, as shown in Table 6. A copper price of AUD6500 per tonne, xanthate and frother cost of AUD1.20 per litre and AUD1.30 per litre, respectively, were also assumed in this analysis.
3.2. Selection of Best Optimisation Solution

Four sets of solutions were found for the rougher flotation variables, as shown in Table 5. Furthermore, visualisations of the best objective function value at each iteration or generation for the various optimisation algorithms have also been presented in Figure 11.

Table 5. Optimum operating values of the various rougher flotation variables.

<table>
<thead>
<tr>
<th>Rougher Flotation Variable</th>
<th>SA Optimisation Algorithm</th>
<th>PSO Algorithm</th>
<th>SO Algorithm</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed grade (wt. %)</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.59</td>
</tr>
<tr>
<td>Feed particle size (% passing 75 µm)</td>
<td>82.80</td>
<td>84.00</td>
<td>84.00</td>
<td>83.99</td>
</tr>
<tr>
<td>Throughput (t/h)</td>
<td>638.02</td>
<td>533.25</td>
<td>534.14</td>
<td>536.24</td>
</tr>
<tr>
<td>Xanthate dosage (mL/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>44.85</td>
<td>37.00</td>
<td>37.00</td>
<td>37.01</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>47.78</td>
<td>34.86</td>
<td>34.88</td>
<td>34.98</td>
</tr>
</tbody>
</table>

The results showed a throughput of 15,312.48 t, 12,798.00 t, 12,819.36 t, and 12,869.76 t was recorded for the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA, respectively, in 24 h (Table 6). The high throughput value recorded by the SA optimisation algorithm is due to its relatively coarse grind size of 82.8% passing 75 µm as compared to the PSO algorithm, SO algorithm, and GA which all had a feed particle size value around 84% passing 75 µm. In as much as no data are presented on mill energy consumption in this work, it is obvious that applying the feed particle size solution found by the SA optimisation algorithm will conserve mill energy as compared to the feed particle size solutions found by the PSO algorithm, SO algorithm, and GA. Applying the respective feed grades, predicted copper recovery, and total throughput of material treated resulted in 371.46 t, 313.77 t, 314.29 t, and 319.19 t of copper for the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA, respectively, in 24 h. The monetisation of this recovered rougher copper was AUD2,414,490.00, AUD2,039,505.00, AUD2,042,885.00, and

---

**Figure 10.** Parity plots visualising the distribution of true and predicted rougher copper-recovery values for the (a) SVM-Gaussian, (b) GPR-matern 3/2, (c) ANN, (d) LR, and (e) RF models using the testing data set.
AUD2,074,735.00, respectively, for the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA.

In terms of reagent consumption, as shown in Table 6, solutions found by the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA resulted in a total xanthate consumption of 133,387.20 mL, 103,478.40 mL, 103,507.20 mL, and 103,665.60 mL, respectively, in 24 h. These values resulted in a total xanthate cost of AUD160.06, AUD124.17, AUD124.20, and AUD124.40, respectively, for the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA. For frother consumption in the 24 h period, a total of 260,294.40 mL, 310,219.20 mL, 310,867.20 mL, and 309,571.20 mL was recorded by the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA, respectively. The cost for this frother consumption was estimated to be AUD338.38 for the SA optimisation algorithm, AUD403.28 for the PSO algorithm, AUD404.13 for the SO algorithm, and AUD402.44 for GA.

To complete the hypothetical analysis, the net gain at the end of the 24 h and total reagent cost for the same period were computed. The values realised were AUD2,413,991.56, AUD2,038,977.55, AUD2,042,885.00, and AUD2,074,735.00, respectively, for the SA optimisation algorithm, PSO algorithm, SO algorithm, and GA. These results indicate that the SA optimisation algorithm had a net gain percentage of 15.5%, 15.40%, and 14.07% over the PSO algorithm, SO algorithm, and GA, respectively.

In all the main benchmarks (overall throughput, feed particle size, xanthate and frother consumption, and net gain) used in this analysis, it is evident that the SA optimisation algorithm outperforms the other optimisation algorithms, except for xanthate consumption where the PSO algorithm, SO algorithm, and GA did marginally better than the SA optimisation algorithm, as shown in Table 6. Regardless of this, the overall net gain applying solution found by the SA optimisation algorithm is enough to compensate for the cost of xanthate consumed. Based on this, the SA optimisation algorithm was chosen to provide the best set of solutions for the maximisation of copper recovery even though it had the minimum predicted copper objective function value of 94.76% as against the PSO algorithm, SO algorithm, and GA which had objective function values >95%.

Table 5. Optimum operating values of the various rougher flotation variables.

<table>
<thead>
<tr>
<th>Rougher Flotation Variable</th>
<th>SA Optimisation Algorithm</th>
<th>PSO Algorithm</th>
<th>SO Algorithm</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed grade (wt. %)</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.59</td>
</tr>
<tr>
<td>Feed particle size (% passing 75 µm)</td>
<td>82.80</td>
<td>84.00</td>
<td>84.00</td>
<td>83.99</td>
</tr>
<tr>
<td>Throughput (t/h)</td>
<td>638.02</td>
<td>533.25</td>
<td>534.14</td>
<td>536.24</td>
</tr>
<tr>
<td>Xanthate dosage (mL/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>44.85</td>
<td>37.00</td>
<td>37.00</td>
<td>37.01</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>47.78</td>
<td>34.86</td>
<td>34.88</td>
<td>34.98</td>
</tr>
<tr>
<td>Frother dosage (mL/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>106.18</td>
<td>112.75</td>
<td>112.83</td>
<td>112.13</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>74.58</td>
<td>102.68</td>
<td>103.05</td>
<td>102.85</td>
</tr>
<tr>
<td>Airflow rate (m³/h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>1121.44</td>
<td>1231.35</td>
<td>1232.10</td>
<td>1232.14</td>
</tr>
<tr>
<td>Tank cell 2</td>
<td>1182.66</td>
<td>1134.34</td>
<td>1132.42</td>
<td>1132.20</td>
</tr>
<tr>
<td>Tank cell 3</td>
<td>1190.45</td>
<td>1134.58</td>
<td>1134.34</td>
<td>1134.70</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>1211.91</td>
<td>1192.62</td>
<td>1193.07</td>
<td>1193.07</td>
</tr>
<tr>
<td>Tank cell 5</td>
<td>1201.35</td>
<td>1250.00</td>
<td>1250.00</td>
<td>1249.95</td>
</tr>
<tr>
<td>Froth depth (mm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>148.73</td>
<td>149.99</td>
<td>150.00</td>
<td>149.93</td>
</tr>
<tr>
<td>Tank cell 2/3 *</td>
<td>81.72</td>
<td>102.64</td>
<td>99.41</td>
<td>98.83</td>
</tr>
<tr>
<td>Tank cell 4/5 *</td>
<td>149.53</td>
<td>150.00</td>
<td>150.00</td>
<td>149.95</td>
</tr>
<tr>
<td>Predicted rougher copper recovery (%)</td>
<td>94.76</td>
<td>95.77</td>
<td>95.77</td>
<td>95.76</td>
</tr>
</tbody>
</table>

* Froth depth of tank cells 2 and 4 also represent tank cells 3 and 5, respectively, as they are kept at same level.
3.3. Effect of Feed Grade and Particle Size Variation

Further analysis was carried out on the solutions found by the SA optimisation algorithm to ascertain how variation in the most difficult-to-control variables will affect copper recovery. This analysis focused on feed grade and feed particle size as it is quite difficult to keep these variables at their optimal operating points. To carry out this analysis, sixty typical plant observations were generated between the specified constraint bounds (Equation (34)) of both feed grade and feed particle size. The predictive function of the developed GPR model was then used to simulate copper recovery under three scenarios. In the first scenario, feed grade was varied using its generated observations while maintaining all other rougher flotation variables at their optimal operating values as found by the SA optimisation algorithm. The same approach was repeated for feed particle size in the second scenario. With regards to the last scenario, both feed grade and feed particle size were varied simultaneously with all other rougher flotation variables kept at their optimal operating values. The simultaneous variation was achieved by generating all the possible combinations between the two initially generated sixty observations of feed grade and feed particle size, which resulted in 3600 observations each. The visualisation of the simulation results is shown in Figure 12.

Figure 11. Visualisation of the best function values of the (a) SA optimisation algorithm, (b) PSO algorithm, (c) SO algorithm, and (d) GA.
Table 6. Hypothetical analysis of the optimisation results.

<table>
<thead>
<tr>
<th>Process Variables</th>
<th>SA Optimisation Algorithm</th>
<th>PSO Algorithm</th>
<th>SO Algorithm</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed grade (wt. %)</td>
<td>2.56</td>
<td>2.56</td>
<td>2.56</td>
<td>2.59</td>
</tr>
<tr>
<td>Feed particle size (% passing 75 µm)</td>
<td>82.80</td>
<td>84.00</td>
<td>84.00</td>
<td>83.99</td>
</tr>
<tr>
<td>Throughput (t/h)</td>
<td>638.02</td>
<td>533.25</td>
<td>534.14</td>
<td>536.24</td>
</tr>
<tr>
<td>Throughput (t/24 h)</td>
<td>15,312.48</td>
<td>12,798.00</td>
<td>12,819.36</td>
<td>12,869.76</td>
</tr>
<tr>
<td>Xanthate dosage (mL/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>44.85</td>
<td>37.00</td>
<td>37.00</td>
<td>37.01</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>47.78</td>
<td>34.86</td>
<td>34.88</td>
<td>34.98</td>
</tr>
<tr>
<td>Xanthate consumed in 24 h (mL/24 h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>64,584.00</td>
<td>53,280.00</td>
<td>53,280.00</td>
<td>53,294.40</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>68,803.20</td>
<td>50,198.40</td>
<td>50,227.20</td>
<td>50,371.20</td>
</tr>
<tr>
<td>Total xanthate consumed in 24 h (mL/24 h)</td>
<td>133,387.20</td>
<td>103,478.40</td>
<td>103,507.20</td>
<td>103,665.60</td>
</tr>
<tr>
<td>Xanthate per tonne of copper produced in 24 h (mL/t)</td>
<td>359.08</td>
<td>329.79</td>
<td>329.34</td>
<td>324.77</td>
</tr>
<tr>
<td>Frother dosage (mL/min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>106.18</td>
<td>112.75</td>
<td>112.83</td>
<td>112.13</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>74.58</td>
<td>102.68</td>
<td>103.05</td>
<td>102.85</td>
</tr>
<tr>
<td>Frother consumed in 24 h (mL/24 h)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tank cell 1</td>
<td>152,899.20</td>
<td>162,360.00</td>
<td>162,475.20</td>
<td>161,467.20</td>
</tr>
<tr>
<td>Tank cell 4</td>
<td>107,395.20</td>
<td>147,859.20</td>
<td>148,392.00</td>
<td>148,104.00</td>
</tr>
<tr>
<td>Total frother consumed in 24 h (mL/24 h)</td>
<td>260,294.40</td>
<td>310,219.20</td>
<td>310,867.20</td>
<td>309,571.20</td>
</tr>
<tr>
<td>Frother per tonne of copper produced in 24 h (mL/t)</td>
<td>700.73</td>
<td>988.68</td>
<td>989.11</td>
<td>969.86</td>
</tr>
<tr>
<td>Predicted Rougher copper recovery (%)</td>
<td>94.76</td>
<td>95.77</td>
<td>95.77</td>
<td>95.76</td>
</tr>
<tr>
<td>Rougher Copper recovered (t/24 h)</td>
<td>371.46</td>
<td>313.77</td>
<td>314.29</td>
<td>319.19</td>
</tr>
<tr>
<td>Dollar value of copper recovered in 24 h</td>
<td>AUD2,414,490.00</td>
<td>AUD2,039,505.00</td>
<td>AUD2,042,885.00</td>
<td>AUD2,074,735.00</td>
</tr>
<tr>
<td>Total xanthate cost in 24 h</td>
<td>− AUD160.06</td>
<td>− AUD124.17</td>
<td>− AUD124.20</td>
<td>− AUD124.40</td>
</tr>
<tr>
<td>Total frother cost in 24 h</td>
<td>− AUD338.38</td>
<td>− AUD403.28</td>
<td>− AUD404.13</td>
<td>− AUD402.44</td>
</tr>
<tr>
<td>Net gain in 24 h</td>
<td>AUD2,413,991.56</td>
<td>AUD2,038,977.55</td>
<td>AUD2,042,356.67</td>
<td>AUD2,074,208.16</td>
</tr>
</tbody>
</table>

Figure 12a shows that if feed grade varies within its constraint bound (1.6–2.6 wt.%), while keeping all other rougher flotation variables at their optimum values, copper recovery would increase continuously with an increasing feed grade to almost the upper limit of its constraint bound, recording values in the range of 93.44%–94.77%.

With regard to varying feed particle size within its constraint bound (78%–84% passing 75 µm), as visualised in Figure 12b, it can be observed that copper recovery would increase continuously until the optimum feed particle size (82.80% passing 75 µm) is attained, beyond which it will begin to decline. Copper recovery would be 94.49% at the coarsest milling (78% passing 75 µm), 94.76% at the optimum feed particle size, and 94.73% at the finest milling (84% passing 75 µm). This phenomenon is due to the fact fine milling results in the significant liberation of copper which further enhances recovery. However, as the optimum feed particle size is exceeded, slimes are generated which causes a decline in recovery.
second scenario. With regards to the last scenario, both feed grade and feed particle size were varied simultaneously with all other rougher flotation variables kept at their optimal operating values. The simultaneous variation was achieved by generating all the possible combinations between the two initially generated sixty observations of feed grade and feed particle size, which resulted in 3600 observations each. The visualisation of the simulation results is shown in Figure 12.

Figure 12. Visualisation of the variation effect of (a) feed grade, (b) feed particle size, and (c) both feed grade and feed particle size on copper recovery.

This simultaneous variation (Figure 12c) also had a similar performance in the range of 93.28%–94.77% copper recovery. These results confirm that near optimal copper recovery can still be realised within the constraint bounds of feed grade and feed particle size once all other rougher flotation variables are maintained at their optimum operating values as found by the SA optimisation algorithm. As highlighted earlier on, the outperformance of the SA optimisation algorithm over the other investigated optimisation algorithms could be linked to its ability to avoid being trapped in a local minimum and also accepting some changes that cause an increase in the objective function.

4. Conclusions

The prediction of copper recovery using support vector machine (SVM), Gaussian process regression (GPR), multi-layer perceptron artificial neural network (ANN), linear regression (LR), and random forest (RF) algorithms, followed by optimisation studies has been investigated with large industrial data from the BHP Olympic Dam. The individual
predictive model performance assessment showed that the GPR model developed with the matern 3/2 kernel function (GPR-matern 3/2) makes the most precise copper-recovery prediction, obtaining correlation coefficient ($r$) values $> 0.96$, root mean square error (RMSE) values $< 0.42$, mean absolute percentage error (MAPE) values $< 0.25\%$, and variance accounted for (VAF) values $> 94\%$ from the training, validation, and testing data sets. With the objective function extract from the GPR model, the optimisation of various rougher flotation variables for the maximisation of copper recovery was then investigated using a simulated annealing (SA) algorithm, particle swarm optimisation algorithm (PSO), surrogate optimisation (SO), and genetic algorithm (GA). A hypothetical analysis carried out on the set of solutions found by the investigated optimisation algorithms indicated that the SA algorithm finds the best set of solutions for the maximisation of copper recovery. Further analysis carried out on the solutions found by the SA algorithm indicated that near optimal copper recovery (>93%) can still be realised when feed grade and feed particles size are varied within their constraint bounds while maintaining all other rougher flotation variables at their optimum operating values. Implementing these machine learning solutions may enhance overall copper recovery while stabilising the operation. Extending the critical variable ranges (e.g., feed particle size and feed grade) beyond those investigated can be studied in the future to further understand their contributions.
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