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Abstract: Numerical modeling of wave transformation, hydrodynamics, and morphodynamics in coastal regions holds paramount significance for combating coastal erosion by evaluating and optimizing various coastal protection structures. This study aims to present an integration of numerical models to accurately simulate the coastal processes with the presence of coastal and harbor structures. Specifically, integrated modeling employs an advanced mild slope model as the main driver, which is capable of describing all the wave transformation phenomena, including wave reflection. This model provides radiation stresses as inputs to a hydrodynamic model based on Reynolds-averaged Navier–Stokes equations to simulate nearshore currents. Ultimately, these models feed an additional model that can simulate longshore sediment transport and bed level changes. The models are validated against experimental measurements, including energy dissipation due to bottom friction and wave breaking; combined refraction, diffraction, and breaking over a submerged shoal; wave transformation and wave-generated currents over submerged breakwaters; and wave, currents, and sediment transport fields over a varying bathymetry. The models exhibit satisfactory performance in simulating all considered cases, establishing them as efficient and reliable integrated tools for engineering applications in real coastal areas. Moreover, leveraging the validated models, a numerical investigation is undertaken to assess the effects of wave reflection on a seawall on coastal processes for two ideal beach configurations—one with a steeper slope of 1:10 and another with a milder slope of 1:50. The numerical investigation reveals that the presence of reflected waves, particularly in milder bed slopes, significantly influences sediment transport, emphasizing the importance of employing a wave model that takes into account wave reflection as the primary driver for integrated modeling of coastal processes.

Keywords: numerical modeling; integrated modeling; coastal processes; mild slope; wave propagation; wave reflection; coastal hydrodynamics; sediment transport; bed level change; coastal morphodynamics

1. Introduction

The prediction of coastal morphodynamics at a time span of years to decades [1–6], induced by the combined effect of waves and currents, has been at the forefront of coastal engineering research for several decades, with the ultimate goal to thoroughly investigate the complex nearshore processes and mitigate erosion. To combat the adverse effects of erosion, coastal protection works (e.g., breakwaters, groins, and seawalls) have been constructed by engineers focusing predominantly on reducing the incident wave energy. In order to optimize the layout and configuration of coastal protection schemes, numerical models [7–14] are of paramount importance to simulate the coastal processes taking place in a coastal area. Although several numerical models are available nowadays, researchers and the engineering community still to this day develop and utilize numerical models, with
the aim to simulate even more coastal processes and minimize the required computational resources. Despite the numerous options available, each numerical model is associated with specific advantages and limitations as far as resolving the dominant coastal processes is concerned [15].

When dealing with wave propagation in the presence of shore parallel protection structures, such as seawalls and detached breakwaters, the processes of wave diffraction and reflection become dominant in driving wave transformation, hydrodynamics, and sediment transport. Even though wave diffraction and how it affects coastal hydrodynamics and morphodynamics has been studied rigorously, both experimentally [16–22] and numerically [15,23–29], the effect of wave reflection on longshore hydrodynamics and sediment transport remains an ambiguous topic for researchers up until this day [30]. A comprehensive review of the effect of seawalls on the beach [31] concluded that due to the absence of field data, it is unclear whether the longshore sediment transport rates along the seawall increase [32–34] or decrease [35,36]. This is further exemplified by the conflicting reports on the effect of longshore currents and sediment transport reported in the experimental study of [37,38] on one hand, and the field study of [39] on the other. Therefore, to what extent wave reflection affects the longshore coastal processes is still not universally agreed upon by the engineering community [30,40].

To resolve the abovementioned processes of wave diffraction and reflection, wave models based on the so-called phase-resolving [41] approach have been utilized to describe the temporal and spatial resolution of the wave regime to account for the phase difference of the wave trains. The most notable representatives of this category of wave models are Boussinesq-type wave models (e.g., [42–45]) and mild slope wave models [46–49].

Presently, Boussinesq-type models coupled with sediment transport modules are encountered in the literature of coastal engineering [50–53] for several applications, ranging from coastal morphodynamics in the vicinity of emerged coastal protection structures [51,54] or even submerged breakwaters [15,54]. Despite their good performance and the significant steps taken to maximize their computational efficiency, Boussinesq-type models are seldom applied in practical coastal engineering applications (i.e., coastal areas of up to 5 km × 5 km) due to their increased nonlinearity, resulting in rather strict numerical stability restrictions and thus longer simulation times.

Mild slope wave models (e.g., [46,49,55,56]) present an attractive alternative to Boussinesq-type wave models for applications of wave disturbance inside ports, but their application in coastal engineering is more limited [13,57]. Karambas and Samaras [13] developed a linear time-dependent mild slope derived from the hyperbolic approximation to the mild slope equation and used it as a wave driver to simulate wave-generated currents and morphology for various configurations of emerged coastal protection structures. Still, the looser stability restrictions of the mild slope wave equation compared to the Boussinesq-type wave models renders them particularly enticing as the main wave driver for the prediction of wave-generated currents and subsequent sediment transport rates.

The scope of this paper is to present the validation and application of the integration of models, consisting of an irregular and nonlinear mild slope wave model [49,58] coupled with a hydrodynamic [59] and sediment transport model [5], to thoroughly investigate wave transformation, wave-generated hydrodynamics, and sediment transport in coastal regions, with or without coastal works. Of particular importance is the validation of the energy dissipation mechanism for the wave model, constituting the main driver of nearshore processes, as well as a parametric numerical application to assess the effect of wave reflection due to a seawall in longshore hydrodynamics and sediment transport.

2. Mathematical Background of the Implemented Models

The equations that govern the wave, hydrodynamic, and sediment transport models, as well as the main processes they are capable of resolving, are presented in the present section.
2.1. The Hyperbolic Mild Slope Wave Propagation Model (HMS)

The foundation of the wave model relies on solving the hyperbolic version of the mild slope wave equation, describing the spatial and temporal evolution of the free sea surface elevation and the water particle velocities. It is capable of simulating the generation and propagation of regular and irregular waves. It is noted that the background and features of the numerical model have been presented in the recent publication of [58]; therefore, for the sake of brevity, only the governing equations and energy dissipation terms will be presented below. Based on [48,49], the continuity and momentum equations for linear harmonic wave propagation in coastal waters of mild sloping beds accounting for energy dissipation terms are as follows:

\[
\frac{\partial \zeta}{\partial t} + \nabla \cdot (U_h) = -w_b \frac{\partial \zeta}{\partial t} \tag{1}
\]

\[
\frac{\partial (U_h)}{\partial t} + c^2 n \nabla (n \zeta) = v_h \nabla^2 \cdot U - w_{bf} U \tag{2}
\]

where \( \zeta \) represents the elevation of the sea surface, \( h \) denotes the water depth, \( U = (U, V) \) represents the vector of mean water particle velocity, with \( U \) and \( V \) being the mean velocities in the horizontal dimensions (\( x \) and \( y \)), respectively, \( c \) is the phase celerity, \( n = (1/2 + kh / \sinh kh) \), \( k \) is the wave number, \( v_h \) is the horizontal eddy viscosity coefficient responsible for replicating partial wave reflection, \( w_{bf} \) denotes energy dissipation due to bottom friction, and \( w_b \) denotes energy dissipation due to depth-induced breaking.

Energy dissipation \( w_{bf} = E_f / E \) due to bottom friction is given by ([60]):

\[
E_f = \frac{1}{6\pi} \frac{c_{fw}}{g} \left( \frac{\omega H}{\sinh kh} \right)^3 \text{ for regular waves and}
\]

\[
E_f = \frac{1}{8\sqrt{\pi}} \frac{c_{fw}}{g} \left( \frac{\omega H_{\max}}{\sinh kh} \right)^3 \text{ for irregular waves}
\]

where \( c_{fw} \) is a wave friction coefficient [61], \( g \) is the acceleration of gravity, and \( \omega \) is the angular frequency.

Energy dissipation \( w_b = E_b / E \) due to depth-induced breaking is calculated as shown in the following [61]:

\[
E_b = \frac{\alpha}{4} Q_b f_p \rho g H_{\max}^2 \tag{4}
\]

where \( \alpha \) is a calibration coefficient, \( f_p \) is wave frequency at spectral peak, \( Q_b \) is the fraction of breaking waves, obtained by solving the following relationship \( 1 - Q_b / \ln Q_b = -\left( \frac{H_{\max}}{H_{\max}} \right)^2 \), assuming a Rayleigh distribution of the wave heights, and \( H_{\max} \) is the maximum wave height based on a Miche-type breaking criterion [62] as follows:

\[
H_{\max} = \gamma_1 k \tan h \left( \frac{k \gamma_2 h}{\gamma_1} \right) \tag{5}
\]

where \( \gamma_1 \) and \( \gamma_2 \) are constants with typical values of 1.0 and 0.8, respectively.

It is noted that the model can simulate irregular wave propagation and transformation given that the incident wave energy spectrum should be discretized into frequency and direction components. Each discrete component, representing a regular wave, is then solved independently. Upon the independent solution of each component, at each time step, a synthesis of the free surface is performed through linear superposition to yield the irregular sea state in the entire numerical domain and compute the desired magnitudes, \( H_{rms} \) and \( H_s \), as detailed in [58].
2.2. The Hydrodynamic Model (HYD)

The model, which simulates the hydrodynamic field and is henceforth denoted as the HYD, takes into account various influencing factors. It is capable of simulating nearshore currents generated by waves, wind, and tides. The model solves the depth-integrated incompressible Reynolds-averaged Navier–Stokes equations, composed of the following continuity and momentum equations [5]:

\[
\frac{\partial \overline{\eta}}{\partial t} + \frac{\partial (U \overline{h})}{\partial x} + \frac{\partial (V \overline{h})}{\partial y} = P
\]

where \( \overline{\eta} \) denotes the mean sea surface elevation, \( U \) and \( V \) denote the depth-averaged current velocities in the two horizontal directions (\( x \) and \( y \)), respectively, \( \rho \) is the seawater density, \( h \) is the total water depth, \( f \) is the Coriolis coefficient, \( g \) is the gravitational acceleration, \( v_h \) is the horizontal turbulent eddy viscosity coefficient, \( \tau_{sx} \) and \( \tau_{sy} \) are the \( x \)- and \( y \)-components of the wind shear stress at the air–sea interface, \( \tau_{bx} \) and \( \tau_{by} \) are \( x \)- and \( y \)-components of the bottom friction shear stresses, and \( P, \tau_{bx}, \tau_{by} \) are external discharges either added or subtracted for an external point source or sink, respectively. The simulation of wave-generated currents involves the incorporation of the radiation stress components \( S_{sx}, S_{sy}, \) and \( S_{xy}. \)

The calculations are executed on a staggered Arakawa C-type grid, wherein the velocity components are computed between neighboring sea-level grid cells. The temporal resolution of the governing equations can be achieved using an explicit Euler or 3rd Order Strong Stability Preserving Runge–Kutta scheme. In the spatial domain, a 1st Order Central Space finite difference scheme is employed.

2.3. The Sediment Transport and Sedimentation/Erosion Model (SDT)

The SDT model is a 2D non-cohesive sediment transport model designed to calculate sediment transport rates and predict the coastal bed evolution. It considers the combined impact of waves and currents on sediment dynamics. In this study, sediment transport rates were determined using the total load sediment transport formula proposed by Soulsby and van Rijn [63]. This formula incorporates individual contributions from bedload and suspended load transport, as well as the bedload-only formula by Soulsby [63]. For brevity reasons, only the basic equations of the formula of Soulsby and van Rijn, hereafter denoted as SvR, will be presented.

The critical current velocity, constituting the threshold of initiation of sediment motion, is calculated by the following relationship [63,64]:

\[
U_{cr} = \begin{cases} 
0.19(d_{50})^{0.1} \log_{10}\left( \frac{4v_h}{d_{50}} \right), & \text{when } 0.05 \leq d_{50} < 0.5 \text{ mm} \\
8.5(d_{50})^{0.6} \log_{10}\left( \frac{4v_h}{d_{50}} \right), & \text{when } 0.5 \leq d_{50} \leq 2.0 \text{ mm}
\end{cases}
\]

where \( d_{50} \) is the median sediment diameter and \( d_{90} \) denotes the diameter where ninety percent of the distribution has a smaller particle size.

The sediment transport rate resulting from bedload is computed using the following equation under the combined influence of waves and currents [63]:

\[
q_b = A_b \left( \sqrt{U_{tot}^2 + \frac{0.018}{C_D}U_{rms}^2 - U_{cr}} \right) U_{tot}
\]
where $U_{\text{tot}} = \sqrt{U^2 + V^2}$ is the depth-averaged current velocity, $U_{\text{rms}}$ is the root-mean-square wave orbital velocity amplitude near the bed, $A_b$ a bedload multiplication factor, and $C_D$ is the drag coefficient due to currents only.

The bedload multiplication factor $A_b$ is given by \[63\] the following:

$$A_b = 0.005 h \left( \frac{\frac{d_{50}}{\gamma}}{(\Delta g d_{50})} \right)$$

(11)

where $\Delta = \rho_s / \rho$ is the relative sediment density and $g$ is the acceleration of gravity.

The drag coefficient $C_D$ is calculated by the following relationship \[63\]:

$$C_D = \left( \frac{\kappa}{\ln \left( \frac{h}{z_0} \right) - 1} \right)^2$$

(12)

where $\kappa$ is the von Karman constant and $z_0$ is the bed roughness length.

Subsequently, the suspended sediment transport rate is computed as follows \[63\]:

$$q_s = A_s \left( \sqrt{U_{\text{tot}}^2 + \frac{0.018}{C_D} U_{\text{rms}}^2 - U_{\text{cr}}} \right) U_{\text{tot}}$$

(13)

where $A_s$ is the suspended load multiplication factor calculated by the following equation:

$$A_s = 0.012 \frac{d_{50}}{\gamma} D^* - 0.6 \left( \frac{\Delta g d_{50}}{\nu^2} \right)^{1/3}$$

(14)

where $D^* = \left[ \frac{g(s-1)}{\nu^2} \right]^{1/3}$ is the dimensionless grain size.

The equation solved by the model to calculate the change in bed elevation, $z_b$, over time is the well-known sediment mass balance equation or the Exner equation as follows:

$$(1 - n_p) \frac{\partial z_b}{\partial t} + \nabla \cdot \vec{q}_t = 0$$

(15)

where $n_p$ is the sediment porosity and $\vec{q}_t = \vec{q}_b + q_s$ the total sediment transport rate.

The calculations are executed on a regular grid, and the rates of bed level change are determined by discretizing the Exner equation using an Upwind, Lax–Wendroff, or Euler-WENO scheme \[65\] at each time step. The SDT model takes as input wave orbital velocities obtained by HMS and current speeds, as calculated by the hydrodynamic model HYD, to calculate the total load sediment transport and bed level change at each time step.

### 2.4. Implementation Sequence of Numerical Models

The models are linked in a “one-way” coupling manner and they are applied sequentially, with each model feeding the next. Initially, the wave model, HMS, is implemented to compute the spatial distribution of significant wave heights and radiation stresses across the entire numerical domain. Subsequently, the radiation stresses serve as inputs for the hydrodynamic model, HYD, which calculates current velocities. Following this, the wave and hydrodynamic results are provided as input data to the sediment transport model, SDT, to compute sediment transport and bed evolution rates. Finally, based on these rates, a new bathymetry is created, and a new cycle of simulations can be initiated. These procedural steps are outlined in the flowchart depicted in Figure 1.
3. Validation of Individual Numerical Models

The capability of the three distinct numerical models to simulate the dominant wave transformation processes and subsequent hydrodynamic fields and sediment transport in the nearshore area is thoroughly evaluated in the subsections below. Specific focus is given to the interaction of the models, their performance in complex bathymetries, and the wave–structure interaction capabilities.

3.1. Validation of the Mild Slope Wave Model (HMS)

In this section, we assess the effectiveness of the HMS wave model in replicating key wave transformation processes occurring in the nearshore region. Emphasis is placed on evaluating the energy dissipation mechanisms within the HMS model, as they play a crucial role in initiating the formation of longshore currents and sediment transport. For this reason, a comparison of model results with three benchmark experiments is carried out, with the first experiment concerning energy loss of regular waves due to bottom friction [66], the second one concerning wave breaking of irregular unidirectional waves on a plane-sloping beach [67], and the third one dealing with wave transformation and breaking of multidirectional waves over a submerged shoal [68].

3.1.1. Energy Dissipation due to Bottom Friction on a Rippled Bed [66]

The first benchmark experiment on which the HMS results were validated concerns the decay of regular waves over a rippled sandy bed due to bottom friction. The experiments were carried out in a 21 m long and 61 cm wide wave channel in HR Wallingford, with a relatively straightforward layout comprised of a constant still water depth of 0.5 m. An 11 m long sand bed was placed in the central, horizontal portion of the channel, beginning about ten meters downwave from the wavemaker, with a median sediment grain size of $d_{50} = 2$ mm. Above this sandy patch, all the measurements of the wave height and orbital velocity were undertaken. In total, six tests were conducted with varying incident wave characteristics, as well as the geometry of the rippled bed.

The numerical grid consists of 500 cells in the x-direction and 10 cells in the y-direction with an equal spatial step size of 0.05 m. Two test cases are reproduced with the HMS model corresponding to Case 1C and Case 2C as shown in [66]. The incident wave characteristics and the ripple parameters are compiled and shown in Table 1. It is noted that the wave friction factor is calculated internally by the numerical model, utilizing the formula of [69] and the method of [64] to specify the skin friction coefficient due to the rippled bedforms. Sponge layers are placed behind the wavemaker and at the eastern boundary to absorb the reflected wave energy. The duration of the model simulations is set at 100 s.

Figure 2 illustrates the wave heights over the sandy rippled bed for both cases as simulated with the HMS model considering bottom friction (HMS friction in the Figure 2 legend) superimposed with the experimental measurements and simulation results without considering the effect of bottom friction (HMS no friction in the Figure 2 legend).
Table 1. Rippled and wave characteristics used in HMS model for two tests presented in [66].

<table>
<thead>
<tr>
<th>Case</th>
<th>H (cm)</th>
<th>T (s)</th>
<th>θ₀ (°)</th>
<th>Ripple Wavelength λ (cm)</th>
<th>Ripple Height η (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1C</td>
<td>15.1</td>
<td>1.4</td>
<td>270</td>
<td>6.5</td>
<td>1.0</td>
</tr>
<tr>
<td>2C</td>
<td>16.8</td>
<td>2.0</td>
<td>270</td>
<td>10.6</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Figure 2. Simulated wave heights over a rippled bed, considering energy loss resulting from friction at the bottom (solid lines) and experimental measurements (points) of [66]. The dashed line denotes simulation results without considering the effect of bottom friction.

Overall, the results of the model exhibit excellent agreement with the experiment, validating its capability to numerically reproduce the energy loss due to bottom friction for a case of more intense (Case 1C) or milder (Case 2C) wave decay.

3.1.2. Wave Breaking of Irregular Unidirectional Waves over a Plane-Sloping Beach [67]

As an additional validation test, we considered the experiments conducted by [67] that focused on the breaking of irregular waves (Pierson–Moskowitz spectrum) on a beach with a constant 1:20 slope. Hereafter, two cases are reproduced with the HMS model: the first with a peak frequency \( f_p = 0.6 \) (Case 1), corresponding to spilling breakers, and the second with a peak frequency \( f_p = 1.0 \) (Case 2), corresponding to plunging breakers. Waves travel in an experimental flume with a constant depth equal to 0.47 m for 10 m, and then they propagate over the beach. The free surface was measured using 12 probes positioned along the sloping bed at locations corresponding to still water depths of 0.47 m, 0.35 m, 0.3 m, 0.25 m, 0.2 m, 0.175 m, 0.15 m, 0.125 m, 0.1 m, 0.075 m, 0.05 m, and 0.025 m.

The numerical grid has a uniform spatial step size, equal to 0.1 m, in both directions. To accommodate the placement of sponge layers, the numerical flume was extended by 20 m downwave from the wave generator. The incident wave energy spectrum is discretized using 25 frequencies. The calculated significant wave heights \( H_s \) for both cases are presented in Figure 3 in comparison to the experiment of [67]. It is noted that in both cases, the \( \gamma_2 \) calibration parameter of the depth-induced energy dissipation was set at a value of 0.72 (instead of the default value of 0.8) to better capture the point of breaking initiation.

The analysis of Figure 3 reveals a high level of agreement for both simulated test cases between the HMS results and the experimental data. A slight overprediction of the wave heights as the waves shoal up until they reach the dissipation point is observed in Case 1, while the largest underprediction is located in the most landward gauge near the coastline since the model does not consider wave setup. For Case 2, there is a nearly perfect agreement observed between HMS results and experimental data. Overall, the capability of the model to accurately reproduce the wave energy dissipation rate due to bathymetry breaking for unidirectional irregular waves is verified.
3.1.3. Wave Breaking of Irregular Multidirectional Waves over a Submerged Shoal [68]

To evaluate the performance of the wave model in predicting the wave energy dissipation due to bathymetric breaking in a more complex 2D case for irregular multidirectional waves, the experiments by [68] have been reproduced numerically. The authors in [68] conducted a series of physical experiments in the directional wave basin at the University of Delaware and thoroughly studies the wave transformation processes over a circular submerged shoal. The wave basin was 18 m long and 18.2 m wide, and the center of the circular slope was situated at \( x = 5 \) m and \( y = 8.98 \) m. The experimental layout along with the positions of the transects where wave heights were measured is shown in Figure 4. The wave characteristics were measured at a total of 126 points around the shoal, spread between one longitudinal transect (AA) over the shoal and six transversal transects (BB, CC, EE, FF, and GG) situated behind and on top of the shoal. To minimize wave reflection, the water depth outside the shoal was constant and equal to 0.4 m, while the water depth on top of the shoal was 0.03 m.

The performance of the present hyperbolic mild slope wave model for the transformation of non-breaking and breaking regular waves over the shoal has been validated and shown in the publication by [49]. In this research, two different test conditions were reproduced numerically, concerning the wave breaking and transformation of irregular multidirectional waves with a narrow (Test 5) and broad (Test 6) directional spreading. The particular cases will serve the purpose of thoroughly investigating the capability of the model to simulate irregular wave transformation under the combined effect of refraction, diffraction, and bathymetric breaking. Waves are generated using a TMA [70] spectrum source function, and the wave characteristics of the two simulated test cases are shown in Table 2, where \( \theta_0 \) is the incident direction in relation to north, \( \gamma \) is the spectrum peak enhancement factor, and \( \sigma \) is the directional spreading parameter.
The performance of the present hyperbolic mild slope wave model for the transformation of non-breaking and breaking regular waves over the shoal has been validated and shown in the publication by [49]. In this research, two different test conditions were reproduced numerically, concerning the wave breaking and transformation of irregular multidirectional waves with a narrow (Test 5) and broad (Test 6) directional spreading. The particular cases will serve the purpose of thoroughly investigating the capability of the model to simulate irregular wave transformation under the combined effect of refraction, diffraction, and bathymetric breaking. Waves are generated using a TMA [70] spectrum source function, and the wave characteristics of the two simulated test cases are shown in Table 2, where $\theta_o$ is the incident direction in relation to north, $\gamma$ is the spectrum peak enhancement factor, and $\sigma$ is the directional spreading parameter.

### Table 2.

<table>
<thead>
<tr>
<th>Case</th>
<th>$H_s$ (cm)</th>
<th>$T_p$ (s)</th>
<th>$\theta_o$ (°)</th>
<th>$\gamma$</th>
<th>$\sigma$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 5</td>
<td>2.33</td>
<td>0.73</td>
<td>270</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Test 6</td>
<td>2.49</td>
<td>0.71</td>
<td>270</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

The numerical grid is constructed with 800 and 1000 cells in the x- and y-directions, respectively. The spatial step size equals 0.025 m in both directions. Sponge layers, with a width of 20 cells, are placed at all the lateral boundaries to absorb the reflected wave energy. The simulation time is set to 80 s, and the last five periods are used to extract the numerical results of the significant wave height. Figure 5 shows the normalized wave height along the longitudinal transect AA for Test 5 and Test 6, respectively.

![Figure 4. Layout of the [68] experiments.](image)

![Figure 5. Normalized wave heights as calculated by the HMS model (solid line) and as measured (points) for Test 5 of the [68] experiments, at the longitudinal transect A-A.](image)
In general, the model predicts in a satisfying manner the wave energy dissipation due to waves breaking on top of the slope, with a minor overprediction of the breaking wave height for waves with a narrow directional spreading (Test 5). On the other hand, the wave height distribution along transect AA closely aligns with the experiment for the broad-banded multidirectional case (Test 6).

The simulated normalized wave heights for the transversal transects are compared to the experimental measurements and shown for both Test 5 and Test 6 in Figures 6 and 7, respectively.

![Figure 6](image)

**Figure 6.** Normalized wave heights as calculated by the HMS model (solid line) and as measured (points) for Test 5 of the [68] experiments, at six transverse transects.

The model predicts the spatial distribution of the wave height and the focusing of the wave energy on top of the shoal (transects EE, FF, GG) for the narrow-banded case reasonably well. At the transects directly behind the shoal (BB, CC, DD), the wave heights are underpredicted, especially behind the center of the shoal. Since the model does not account for wave–wave interactions, this discrepancy is expected due to the highly nonlinear nature of the waves breaking and reforming behind the shoal, as has also been identified by [71].

For the directional case with a broad-banded spectrum, the focus of the wave energy as waves propagate on top of the shoal (transects EE, FF, GG) is reproduced in a very satisfying manner by the numerical model, with the wave heights being more “smoothed out”, as was expected compared to the narrow-banded case. In a manner akin to the previously mentioned case, a slight underprediction of the normalized wave heights can be identified at the center behind the shoal. It should be noted that some more abrupt variations at transects BB, CC, and DD, especially near the boundaries of the domain, are attributed in part to reflected waves for the lateral boundaries, which, despite the presence of the sponge layers, were present due to high deviation of wave incidence angles at the wavemaker (±45°) with respect to the mean direction of wave incidence.
3.2. Validation of the Hydrodynamic Model (HYD)

In this section, a thorough validation of the HYD hydrodynamic model is carried out. Within this research framework, the performance of the model in simulating wave-generated currents is evaluated. Hence, an experiment containing wave-structure interaction and the resulting hydrodynamics was considered as a best-case scenario. To this end, the well-known DELOS experiment [72], concerning wave transformation and hydrodynamics in the vicinity of low-crested structures, was selected to be reproduced numerically with the combination of HMS and HYD.

Hydrodynamic Conditions around Submerged Breakwaters [72]

A series of 3D experiments on low-crested structures were carried out in the 9.7 m long by 12.5 m wide wave basin at Aalborg University, Denmark [72], aiming to study the wave transformation and hydrodynamics around several configurations of low-crested structures. One of the layouts examined entails a symmetric arrangement of two detached breakwaters separated by a gap. For more details on the layout and incident wave characteristics, the reader is referred to [72,73]. Out of the several examined configurations, the layout of submerged breakwaters with a wide berm was selected to be simulated with the present numerical models. In the physical experiment, the breakwaters were constructed with a rock armor layer on a core with slopes designed in a 1:2 ratio. The structures were built over a horizontal bottom and were backed by an absorbing beach consisting of crushed stones placed on a 1:5 bed slope. The experimental layout of said case, superimposed with the positions of the wave gauges and the current speed measuring stations, is shown in Figure 8.

Figure 7. Normalized wave heights as calculated by the HMS model (solid line) and as measured (points) for Test 6 of the [68] experiments, at six transverse transects.
Test 37, concerning wave transformation and wave-generated currents in the vicinity of the wide-berm submerged breakwaters separated by a gap, is selected to be reproduced numerically with the combination of the HMS and HYD models. The incident wave characteristics are given in Table 3.

Table 3. Incident wave conditions for Test 37, as shown in [72], simulated with the HMS & HYD models.

<table>
<thead>
<tr>
<th>Test</th>
<th>Sea State</th>
<th>$H$ (cm)</th>
<th>$T$ (s)</th>
<th>$\theta_o$ (°)</th>
<th>$s$ (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>Regular</td>
<td>10.3</td>
<td>1.81</td>
<td>270</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>Irregular</td>
<td>5.4</td>
<td>1.32</td>
<td>270</td>
<td>50</td>
</tr>
</tbody>
</table>

The numerical grid used in the wave propagation and hydrodynamic simulations consisted of 400 and 740 cells in the x- and y-directions, respectively, with a constant cell size of 0.025 m in both directions. It is noted that for the irregular multidirectional case, 26 wave components were used to discretize the wave spectrum, with 13 directional wave components. To better capture the quantity of the wave energy dissipation in the HMS model, due to the presence of the submerged breakwaters, the parameters of the Battjes and Jansen [60] breaking criterion are adjusted to the following values ($\alpha = 0.81$, $\gamma_1 = 1.0$, $\gamma_2 = 0.8$) for both cases. It is noted that the manning coefficient was set as a constant.

Figure 9 depicts maps of the computed wave field and the wave-generated currents at the vicinity of the submerged breakwaters for the regular sea state (Test 37). The wave diffraction, as well as the energy dissipation at the lee of the structure location, can be easily identified in Figure 9. The current speed pattern in general is onshore and directed over the submerged breakwater and offshore and directed (towards the wave generator) at the breakwater gap. The flow patterns are in good agreement qualitatively compared to the observations of the laboratory experiment as reported in [73].
Figure 9. Comparison of experimental measurements and numerical model results for (a) wave height and (b) current speed.

The comparison between the computed wave heights and current speeds at selected measuring gauges with the experimental measurements is shown in Figure 10.

Figure 10. Comparison of experimental measurements and numerical model results (Test 37) for (a) wave heights and (b) current speeds.

As far as the wave heights are concerned, a good comparison between experimental measurements and simulation results is observed in the selected wave gauges, with a Pearson correlation coefficient of $R = 0.852$. In particular, a slight overprediction is observed in the gauges offshore the submerged breakwater (G9–11), signifying that the model...
overcompensates the estimation of partial wave reflection. The computed wave heights at the lee of the breakwater (G18 and G19–21) remain lower than the measured values. Particularly, despite exploring several values for the breaking parameters the wave heights at the lee of the breakwater are still underpredicted by the model. This may be attributed to the model’s inability to simulate wave–wave and wave–current interactions.

As far as the current speeds are concerned, a satisfactory agreement is achieved between computed values and experimental measurements. The current speed values are slightly overpredicted by HYD at gauges F and III, while a near-perfect agreement is achieved in gauge B.

In a similar manner, Figure 11 presents a comparison between the computed wave heights and current speeds at selected measuring gauges and the experimental measurements for Test 35, which corresponds to an irregular multidirectional Jonswap spectrum source function.

Figure 11. Comparison of experimental measurements and numerical model results (Test 35) for (a) wave heights and (b) current speeds.

A very good agreement is identified between the experimental measurements and the numerical results from HMS and HYD. For the wave height results, the largest discrepancy is observed in station 12, located in the middle of the breakwater gap. In contrast to the case of regular waves, the model captures the correct order of magnitude of the wave energy dissipation at wave gauges 19–21 located at the lee of the breakwater. As far as the flow speeds are concerned, a near-perfect agreement is observed for the U-velocity component in stations F and III, whereas the model slightly overpredicts. Overall, the performance of the HYD model forced with the radiation stresses calculated by HMS is deemed very satisfactory for a complex case where wave–structure interaction dominates the wave transformation processes and hydrodynamics for both regular and irregular sea states.

3.3. Validation of the Sediment Transport Model (SDT)
Longshore Currents and Sediment Transport in a Large-Scale Movable Bed Experiment [74]

In this subsection, we validate the SDT model using the experiment described in [74], concerning longshore currents and sediment transport in a two-dimensional movable bed large-scale experiment (LSTF). The experiments were conducted at the Coastal and Hydraulics Laboratory of the U.S. Army Engineer Research and Development Center in Vicksburg, with a wave basin 30 m long, 50 m wide, and 1.4 m deep. A movable bed beach made of quartz sand with a median sediment diameter of $d_{50} = 0.15$ mm, constructed...
The initial beach profile was constructed to form an “equilibrium state”. The test reproduced herein with the sequence of the HMS, HYD, and SDT models is BC1, concerning the oblique incidence of long-crested irregular waves with a TMA spectrum source function. The wave characteristics over the horizontal bottom of a 0.706 m depth were $T_p = 1.468$ s and $H_s = 0.225$ m, and the angle of wave incidence was $10^\circ$. The duration of the test was 165 min, and the still water depth at the wavemaker was 0.9 m. The wave characteristics, longshore current speeds, and sediment transport rates were measured along several transversal sections at 2 m intervals. The experimental layout of the LSTF experiment is shown in Figure 12. Due to the negligible alongshore variability of the beach, the physical quantities of waves, currents, and sediment transport are considered constant along the transversal sections; therefore, section Y28 was selected to export the wave, current, and sediment transport characteristics in the numerical model simulations.

The grid used in the numerical simulations is 1150 cells long and 508 cells wide, with a constant spatial step in both directions equal to 0.05 m. A manning coefficient of $n = 0.012$ s/m$^{1/3}$ is set constant throughout the domain. In the wave, model sponge layers with a width of 5 m are placed at the lateral boundaries and directly behind the wavemaker to minimize unwanted reflections from the lateral boundaries of the domain. For the SDT simulations, two sediment transport formulas by Soulsby and Van Rijn (denoted SvR) and Soulsby’s bedload formula (denoted Soulsby) are utilized to intercompare the results. The simulated significant wave height, longshore current speed, and sediment transport rate are compiled in Figure 13, in comparison to the experimental data. It is noted that the point of $Y = 0$ m is the shoreline position.

For the simulated significant wave heights along profile Y28, a near-perfect agreement with the experimental measurements is observed. A small discrepancy can only be located after the first bar (at $Y = 10.5$ m) where the numerical model slightly underpredicts the energy dissipation and, consequently, overestimates the significant wave height. The corresponding longshore current speed ($V$) calculated by the HYD model also agrees fairly well with the experimental measurements. The largest discrepancy is, once again, identified directly after the abrupt change in the bathymetry after the first bar, coinciding with the wave model results in this particular area.
Finally, the sediment transport rates simulated with the SDT model agree fairly well with the experimental measurements. Comparing the two distinct sediment transport formulas, it can be deduced that the Soulsby bedload formula performs better than the SvR total load formula, especially at the breaker zone near the shoreline (from $Y = 0$ m up until $Y = 5$ m). The better performance of this formula may be attributed to the criterion of incipient threshold motion, which considers the bed shear stress due to the combined action of waves and currents for the Soulsby formula instead of the threshold current speed [63] criterion used in the SvR formula. Consequently, the latter formula more closely follows the longshore current speed distribution and, therefore, underpredicts the sediment transport rates around this area. It is noteworthy that the model is not capable of capturing the complex sediment dynamics in the swash zone and, as a future research initiative, the inclusion of sediment transport formulas (i.e., as the one presented by [76]) valid for the swash zone will be incorporated. In general, the performance of the sediment transport model is highly satisfactory in the nearshore and the breaker zone but has less accuracy in the swash zone.

Having validated the integrated model for the baseline test BC1, herein, the test T1C1 by [74] is reproduced, referring to a detached breakwater 4 m long placed at a distance of 4 m from the initial shoreline coinciding with the baseline. The tips of the breakwater were located between stations Y26 and Y22, the positions of which are shown in Figure 12. This test will serve to validate the capability of the integrated model in simulating the coastal processes and the bed evolution in the vicinity of a breakwater. The following wave characteristics were generated at the wavemaker: $H_s = 0.219$ m, $T_p = 1.442$ s, and $\theta_0 = 6.5^\circ$ with respect to the normal shore. The extent and configuration of the numerical grid were identical to the baseline test BC1, and the placement of the breakwater is illustrated in Figure 14. It is noted that the area enclosed within the orange polygon depicts where the morphological bed evolution results will be evaluated.
The total duration of the simulation was 185 min, as was the case in the physical experiment. Since the simulation duration was not overly excessive, no morphological acceleration factor was employed in the SDT model. Figure 15 depicts the bed evolution at the evaluation area in the vicinity of the breakwater. Comparing the predicted bed elevations, it can be deduced that the model results agree fairly well with the experimental measurements. In particular, the salient formed at the lee of the breakwater is reproduced well by the numerical model. The largest discrepancies between model results and measurements are identified at the inner surf zone (i.e., at a bed elevation of about −0.15 m), where the model slightly underpredicts the observed erosion. A slighter underprediction of the extent of the erosion is also identified at the right opening of the breakwater. Overall, the performance of the model in predicting the coastal bed evolution in the vicinity of a coastal protection structure is deemed quite satisfactory.

In this section, a numerical evaluation is carried out to assess how wave reflection caused by the presence of a seawall affects the longshore current and corresponding sediment transport rates. The main inspiration of this numerical study is the work by [40], who derived an analytical solution to predict the time and depth-averaged longshore and cross-shore hydrodynamics for a plane-sloping beach backed by a seawall for regular waves. The authors rigorously studied the effect of a seawall placed at varying positions within the surf zone for several wave conditions and beach slopes for the case of spilling breakers and concluded that the position of the seawall was critical in either increasing or decreasing the magnitude of the longshore flow rate and sediment transport.

The integrated model is hereafter applied for two incident sea states as presented in Table 4 with an angle of wave incidence compared to the normal shore of $\theta_0 = 20^\circ$ for two distinct cases of sloping beds with a steep slope of 1:10 and 1:50 covering the cases of both spilling and plunging breakers. Irregular unidirectional waves with a JONSWAP spectrum were generated in the wave model in an attempt to expand on the work by [40] and provide some initial insights on the effect of wave reflection on coastal processes under irregular sea states. Consequently, the notable differences between this numerical investigation and the work by [40] are the consideration of irregular unidirectional sea states instead of regular waves and combinations of bed slope and sea state wave characteristics referring to spilling and plunging breakers.

Table 4. Simulated cases and offshore wave characteristics for the examined numerical tests inspired by the work by [40].

<table>
<thead>
<tr>
<th>Test</th>
<th>$H_s$ (m)</th>
<th>$T_p$ (s)</th>
<th>$\theta_0$ (°)</th>
<th>Bed Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1a</td>
<td>2.5</td>
<td>8</td>
<td>20</td>
<td>1:10</td>
</tr>
<tr>
<td>Case 1b</td>
<td>3.5</td>
<td>12</td>
<td>20</td>
<td>1:10</td>
</tr>
<tr>
<td>Case 2a</td>
<td>2.5</td>
<td>8</td>
<td>20</td>
<td>1:50</td>
</tr>
<tr>
<td>Case 2b</td>
<td>3.5</td>
<td>12</td>
<td>20</td>
<td>1:50</td>
</tr>
</tbody>
</table>

In the numerical implementation, the maximum water depth at the wavemaker in both bed slope tests is 60 m, and a numerical grid of 1230 cells in the cross-shore and 1900 cells in the alongshore direction was constructed with a 2.5 m discretization step in both directions. In the wave model, sponge layers with a width of 125 m are placed perimetrically to absorb the reflected wave energy in all four boundaries of the domain for all cases. A bottom friction coefficient with a manning coefficient of 0.02 s/m$^{1/3}$ and a horizontal eddy viscosity coefficient of $v_h = 2$ m$^2$/s are set constant in the hydrodynamic model. For the sediment transport model, the sediment transport formula by Soulsby and Van Rijn (SVR) is employed. Simulations are conducted at five different positions along the seawall for each bed slope, one case considering the plane-sloping beach without the vertical seawall and four cases considering the varying placement of the seawall within the surf zone. The placement of the seawall is given as a non-dimensional quantity of $X/X_{b0}$, with $X_{b0}$ being the distance of the breaker line from the coastline. It is noted that since the examined cases refer to irregular waves, distinguishing the breaker point becomes more intricate due to the more saturated surf zone in contrast to the case for regular waves. Therefore, the position of $X_{b0}$ is considered to be the one with the highest value of the fraction of breaking waves $Q_b$ for the case of the beach without the presence of the seawall. Figure 16 presents the longshore current speed and longshore sediment transport rate at a cross-shore section for the case without the seawall and for four positions of the seawall within the surf zone for the bed with a slope of 1:10 for Case 1a, whereas Figure 17 refers to Case 1b, respectively.
Figure 16. Cross-shore distribution of longshore current (top) and longshore sediment transport rate (bottom) for a 1:10 beach (Case 1a) without a seawall and various placements of a seawall along the surf zone.

Figure 17. Cross-shore distribution of longshore current (top) and longshore sediment transport rate (bottom) for a 1:10 beach (Case 1b) without a seawall and various placements of a seawall along the surf zone.

In both Figures, it can be deduced that the magnitude of the longshore current speeds decreases as the seawall is placed further seaward. In general, the same behavior is observed for the sediment transport rates, with a more acute peak appearing close to the face of the seawall for the cases of $X/X_b \geq 0.36$, especially for Case 1b, which is associated with more energetic sea states.
Figures 18 and 19, in turn, showcase the computed longshore currents and sediment transport rates for the bed with a slope of 1:50 (Case 2a and 2b, respectively). In general, the longshore current seems to gradually decrease for all cases with a seawall placed within the surf zone for both cases of incident sea states. In the case of $X/X_b = 0.18$, where the seawall is placed closer to the shoreline, the longshore current speed is almost unaffected by the seawall since by that point, the incident waves have dissipated the largest proportion of their energy due to breaking. Additionally, the peaks of the longshore current move offshore due to the placement of the seawall. It is noted that similar to the steeper bed slope, the longshore current speeds demonstrate a “smooth” behavior without fluctuations. The sediment transport rates paint a different picture with noticeable fluctuations and a significant sensitivity to the relative position of the seawall. Particularly, for Case 2a and the relative position $X/X_b = 0.72$, two peaks can be clearly identified with the highest magnitude of the sediment transport rate compared to the case without the seawall. For Case 2b, the fluctuations exhibit peaks that are larger than the case without a seawall starting from $X/X_b = 0.54$. This behavior is attributed to the contribution of the near-bed wave orbital velocity, which varies due to the formation of the standing waves and, consequently, affects the sediment transport potential. It also indicates that the contribution of the reflected waves in milder bed slopes plays a pivotal role in coastal morphodynamics, showcasing the importance of employing a phase-resolving wave model as the main driver of the integrated models.

Overall, the conclusions obtained from this parametric numerical study are in agreement with the ones drawn by [40], who also identified that for the steeper slopes, the longshore current and sediment transport rates clearly decreased due to the placement of the seawall, while for milder bed slopes, the flow rates showcased fluctuations with local maxima and minima, depending on the position of the nodes and antinodes of the standing wave patterns. For the two incident sea states examined, the same patterns can be observed, indicating that the observed fluctuations of the sediment transport rates are predominately dependent on the bed slope. Summarily, this numerical study further indicates a clear influence and contribution of the seawall in longshore sediment transport processes but does not clearly indicate whether wave reflection contributes to a significant increase or
decrease in long-term erosion. This is attributed to the sensitivity of the problem on the incident wave conditions, beach geometry, and placement of the seawall, as has been noted by [40]. Field measurements in real-field applications (e.g., such as the ones shown in [39]) can contribute to providing more insights into the effect of seawalls in longshore hydrodynamics and morphodynamics, especially in more complex beach configurations, to study the patterns of the wave-generated currents and how other parameters (e.g., angle of wave attack) can potentially affect the long-term morphological bed evolution.

Figure 18. Cross-shore distribution of longshore current (top) and longshore sediment transport rate (bottom) for the case of a 1:50 (Case 2a) beach without a seawall and various placements of a seawall along the surf zone.

Figure 19. Cross-shore distribution of longshore current (top) and longshore sediment transport rate (bottom) for the case of a 1:50 (Case 2b) beach without a seawall and various placements of a seawall along the surf zone.

5. Conclusions

This study presents an integrated approach using three numerical models: HMS for wave transformation, HYD for hydrodynamics, and SDT for sediment transport to simulate and investigate coastal processes. All the individual models have been validated in several experimental cases, covering application ranging from wave energy dissipation due to bathymetric breaking and bottom friction, hydrodynamics at the vicinity of coastal protection works, and sediment dynamics in equilibrium beach profiles. The models operate in a “one-way” coupling manner and are sequentially applied. Specifically, HMS simulates the nearshore wave field, providing radiation stresses as input to HYD, which calculates the nearshore hydrodynamic field. The resultant wave and current data are then utilized by SDT to compute sediment transport and bed evolution rates. The latter can be used to generate a new bathymetry, and further cycles of simulations can be carried out for a set duration. This approach can be applied to any coastal area with or without the presence of coastal and harbor works, bearing in mind the following capabilities and limitations of each model.

The proposed HMS model can simulate the propagation of regular and irregular waves and describe all the dominant transformation phenomena that take place in coastal areas, such as shoaling, refraction, diffraction, reflection, and energy loss due to depth-induced breaking and bottom friction. Through comprehensive validation against three benchmark experiments, including wave decay due to bottom friction and irregular wave breaking on sloping beaches, the wave model demonstrated commendable efficacy in replicating critical wave transformation processes. Nevertheless, some discrepancies were observed
that can be attributed to its inability to simulate wave–wave and wave–current interactions. Having validated the wave model, the validation of the HYD model was then carried out for a case of wave-generated currents of wide-berm submerged breakwaters separated by a gap. The HYD model exhibited a robust performance in a challenging problem involving wave–structure interaction. The comparison with the experimental data showcased good agreement in current speeds, emphasizing the model’s ability to simulate complex hydrodynamic phenomena. However, it should be noted that HYD solves the Reynolds-averaged Navier–Stokes equations, thus only providing the depth-averaged current velocities in the two horizontal directions and thus not capturing 3D hydrodynamic effects.

The proposed SDT model demonstrated satisfactory performance in nearshore and breaker zone conditions. Validation against experimental measurements revealed very good agreement and fairly accurate predictions of longshore sediment transport. The two sediment transport formulas that were evaluated in the framework of this research exemplified a good performance in the surf zone but underestimated the sediment transport rates in the swash zone, highlighting the need for incorporating sediment transport formulas specifically tailored for such dynamic environments.

The integration of the HMS, HYD, and SDT models proved effective overall in simulating the considered coastal processes. Validation against experimental data, including a demanding test case involving a detached breakwater, demonstrated the integrated model’s ability to predict the coastal bed evolution satisfactorily. This underscores its potential as a valuable tool for optimizing coastal protection schemes and mitigating erosion risks.

Moreover, a numerical investigation was carried out to assess if the wave reflection of irregular unidirectional waves potentially affects longshore hydrodynamics and sediment transport rates. Two plane-sloping beach configurations with a steeper slope of 1:10 and a milder one of 1:50 were examined for a case of spilling and plunging breakers, respectively. The conclusions drawn from this numerical investigation are that for the case of the steeper bed slope, the longshore current speed and sediment transport rates decrease in the presence of the seawall, while for the milder bed slope, the width of the breaker zone increases, leading to increased magnitude of the peak sediment transport rate when the seawall is placed at about 0.7 times the distance of the breaker point to the shoreline position. It is noted that these findings are in agreement with the ones obtained by [40], who developed an analytical solution to study the hydrodynamics and sediment transport for regular waves in a beach backed by a seawall. Additionally, our numerical investigation highlighted that the presence of reflected waves, especially in milder bed slopes, plays a pivotal role in coastal morphodynamics, underscoring the importance of employing a phase-resolving wave model that takes into account the reflection, as the main driver of the integrated modeling of coastal processes.

Future research efforts will focus on incorporating wave–current interactions and sediment transport formulas tailored for swash zone dynamics to enhance the accuracy of the integrated model. Furthermore, field measurements in real-world applications are of utmost importance to provide valuable data for further model validation, as well as to deepen our understanding of the reflection effects on coastal morphodynamics, aiding significantly in informed decision making for coastal protection.
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