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Abstract: Due to the tool-less fabrication of parts and the high degree of geometric design freedom, additive manufacturing is experiencing increasing relevance for various industrial applications. In particular, the powder bed fusion of metals using a laser beam (PBF-LB/M) process allows for the metal-based manufacturing of complex parts with high mechanical properties. However, residual stresses form during PBF-LB/M due to high thermal gradients and a non-uniform cooling. These lead to a distortion of the parts, which reduces the dimensional accuracy and increases the amount of post-processing necessary to meet the defined requirements. To predict the resulting residual stress state and distortion prior to the actual PBF-LB/M process, this paper presents the finite-element-based simulation tool AscentAM with its core module and several sub-modules. The tool is based on open-source programs and utilizes a sequentially coupled thermo-mechanical simulation, in which the significant influences of the manufacturing process are considered by their physical relations. The simulation entirely emulates the PBF-LB/M process chain including the heat treatment. In addition, algorithms for the part pre-deformation and the export of a machine-specific file format were implemented. The simulation results were verified, and an experimental validation was performed for two benchmark geometries with regard to their distortion. The application of the optimization sub-module significantly minimized the form deviation from the nominal geometry. A high level of accuracy was observed for the prediction of the distortion at different manufacturing states. The process simulation provides an important contribution to the first-time-right manufacturing of parts fabricated by the PBF-LB/M process.
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1. Introduction

In contrast to conventional technologies, metal-based additive manufacturing represents a tool-less manufacturing process and provides a key technology for fabricating complex part geometries [1]. It is mainly used for automotive, medical and aerospace applications [2]. In particular, powder bed fusion of metals using a laser beam (PBF-LB/M) allows for the fabrication of near-net-shape parts with good mechanical properties [3,4]. The parts are manufactured on a build platform using a high-power laser, which melts a powder material in a defined cross-sectional area [5]. During the subsequent cooling, the part solidifies [6]. Afterwards, the build platform is lowered and a new powder layer is applied. This layer-wise procedure is repeated in an inert gas atmosphere until the three-dimensional part is completed [7]. Oftentimes, the parts are sawn off the build platform after further optional post-processing steps have been applied.
During PBF-LB/M, high temperature gradients and the non-uniform cooling rates in the parts cause thermally induced macroscopic residual stresses [8,9]. These stresses lead to a distortion of the parts [10,11] and a reduced dimensional accuracy, often accompanied by the formation of cracks [12,13]. The resulting deformations represent one of the main challenges in this manufacturing process [14,15]. Different practical and theoretical approaches are available to address this challenge. Applying practical approaches, the dimensional accuracy can be increased by a trial-and-error principle, in which parts are manually re-designed and evaluated after the PBF-LB/M process. Also, additional support structures can be included, which results in a higher post-processing effort. In contrast, theoretical models, such as numerical process simulations, can be utilized to achieve first-time-right manufacturing [11]. These process simulations need to consider the geometry, the chemical composition, the microstructure, the residual stresses and the thermo-mechanical history [16]. These aspects can be particularly addressed by finite element (FE) models, which makes them suitable for predicting the PBF-LB/M process.

For FE models, the main challenge is the appropriate representation of the different time and length scales in the process. Therefore, a distinction is made between simulations using the actual layer dimensions (mesoscale) and those that combine actual layers in several layer compounds (LCs) for large workpieces (macroscale) [17]. While mesoscale models consider the local physical effects in detail, the macroscale models require certain model simplifications. Two approaches are currently available for modeling the macroscopic component behavior: a purely mechanical model and a thermo-mechanical model.

A purely mechanical model applies an inherent strain vector [18–20] or a mechanical layer equivalent to model the distortion behavior [21]. This approach can provide valid predictions of the distribution of the residual stress state near the surface for simple parts [22], while the transfer to complex parts might be limited due to geometric characteristics [23]. In contrast, a thermo-mechanical model can represent the thermally induced manufacturing process with actual melting by using a heat source. By means of the latter, a temperature load [24] or a heat flux [25–27] can be applied to the part geometry. The modeled temperature fields are subsequently transferred to the mechanical model to calculate the deformations and residual stresses according to the thermal expansion. Due to the consideration of the thermal history, this approach is particularly suitable for complex component geometries.

Hence, thermo-mechanical models are used to simulate the build-up process with a subsequent heat treatment [26,28]. However, previous publications only dealt with the predictive simulation of specific aspects of the PBF-LB/M process. The capabilities of an experimentally validated PBF-LB/M process simulation framework used to optimize the part distortion, to export machine-ready data formats, and to perform an uncertainty quantification for different manufacturing states have not been investigated yet. This paper presents the sequentially coupled thermo-mechanical process simulation tool AscentAM using a physics-based approach. To reduce the computation time, the process simulation considers macroscale effects. In Section 2, the working principle of the software framework is explained. In Section 3, two benchmark geometries, the applied simulation settings and the experimental layouts are described. These methods were used for a mesh convergence study and an experimental validation, the results of which are discussed in Section 4.

2. Simulation Framework

Within the thermo-mechanical simulation tool AscentAM, the fundamental phases of the PBF-LB/M process are represented to predict the residual stress states and the resulting part deformation. The structural layout of the process simulation is depicted in Figure 1, where the core module is shown with its functional blocks. The sub-modules represent optional extensions to the process simulation. The processing of the simulation data is performed using a Python3 routine. The numerical solution is provided by the open-source FE software CalculiX CrunchiX (CCX) [29], which can be extended by user-defined subroutines.
2.1. Core Module

The core module of the simulation tool can be interpreted as a holistic representation of the PBF-LB/M process, emulating the main manufacturing phases. The functional blocks, which are implemented in the core module, are presented in the following sections.

2.1.1. Pre-Processing

To provide a user-friendly application of the process simulation, the slicing of the meshed geometry into LCs is performed after the part and build platform have been discretized by linear or quadratic tetrahedral FEs. All LCs feature the same height and consist of several real layers, which regularly possess a layer height between 20 µm and 100 µm [31]. The assignment of the FEs to the corresponding LC is realized based on the center of gravity of each element. This leads to a non-planar, crinkled interface between the LCs. Figure 2a illustrates an exemplary part with eight LCs, four of them highlighted with the respective top and bottom nodes. It is recommended that the ratio of the maximum element size $e$ to the LC height $L$ is chosen to be $e/L \leq 0.50$. This ensures having at least three nodes available within a newly activated LC along its height so that the thermal load is applied properly during the heating step of each LC.
Figure 2. Schematic representation of (a) an FE mesh, whose elements are sorted into several LCs by their center of gravity, and (b) the applied flash exposure heat source at a currently active LC showing the melting temperature $T_M$, the process temperature $T_P$, the build platform temperature $T_{BP}$ and the corresponding thermal gradient during the heating step; $z$: build direction.

The node and the element sets of the part, the build platform and the previously sliced LCs are stored in the definitions file. The latter also contains the parameters of the utilized materials, which are specified by the thermal expansion coefficients, the elastic and plastic mechanical properties, the creep law, the density, the thermal conductivity coefficients and the specific heat capacities. Both, isotropic and anisotropic materials can be simulated, whereby the respective material properties need to be specified as a function of the temperature. The definitions file is included in the thermal and structural CCX input files as this information provides the foundation for the corresponding analyses.

2.1.2. Thermal Building Process

The solver-specific CCX commands to simulate the thermal building process are stored in the thermal input file. At the beginning of the thermal analysis, the initial thermal conditions and the control parameters for the applied FE solver are specified before the heating and cooling steps of each LC are listed. In each computational step, the nodal temperature field is determined by solving the transient heat conduction equation:

$$ \rho c \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + Q $$

Hereby, $\rho$ is the density, $c$ represents the specific heat capacity and $k$ indicates the thermal conductivity of the utilized temperature-dependent material. The variables $T$, $t$ and $Q$ represent the temperature, the time and the heat flux, respectively. Phase changes and latent heat are not considered due their minor impact on the global heat transfer [17]. For the formation of residual stresses and distortion, only the solid state is relevant.

During the heating step, a flash exposure heat source with a linear temperature gradient is applied due to its computational efficiency. The corresponding temperatures are illustrated in Figure 2b for the currently activated LC. The temperature load is provided by a CCX user-defined subroutine, which imposes a temperature boundary condition for all nodes of the topmost active LC at once. The temperature in the $z$-direction is determined based on the position of the nodes within the currently heated LC. The temperature gradient over the LC height $L$ results from the melting temperature $T_M$ at the topmost nodes and the process temperature $T_P$, representing the temperature in the heat-affected zone at the bottom nodes in the respective LC. An extrapolation of this linear temperature gradient to nodes outside this LC is not performed. Underneath the active LC, the temperatures are calculated depending on the material properties. The temperature $T_{BP}$ is applied to the bottom nodes of the build platform as a boundary condition.
The subsequent computational steps—ten by default—consider the cooling due to heat conduction and convection phenomena. By incorporating a flux boundary condition \( h_{\text{part}} \) on the top nodes of the topmost active LC only, the convective characteristics introduced due to an inert gas flow are also considered. Another flux boundary condition \( h_{\text{platform}} \) is assigned to the build platform sides during the entire thermal simulation. Due to using aggregated LCs instead of real layer heights, the time scale was adapted by introducing the characteristic factor \( \eta \). It considers the relative scaling of spatial measures and was derived from the analytical solution of the one-dimensional heat equation \[32\]:

\[
\eta = \left( \frac{L}{l} \right)^2
\]

The square ratio of the LC height \( L \) and the real layer height \( l \) allows for the correct reheating of already solidified LCs \[32\]. Hence, a certain node within an LC passes the same thermal history as for the real layer height \( l \). The cooling time for the LC \( t_L \) is calculated from the time \( t_l \) for manufacturing the real layer and the characteristic factor \( \eta \):

\[
\frac{t_L}{t_l} = \eta \quad \rightarrow \quad t_L = t_l \cdot \eta
\]

After the current LC has been simulated with regard to the heating step and the defined number of cooling steps, the next LC is calculated. This LC is activated using the element birth and death method \[33\]. Subsequently, the explained procedure is repeated until the whole part is thermally analyzed. For the final LC of a part, two additional computational steps are performed, which represent the final cooling to the ambient temperature \( T_{\text{amb}} \) after the part has been built.

### 2.1.3. Structural Building Process

To predict the deformation, the strain and the residual stresses resulting from the PBF-LB/M process, a non-linear mechanical analysis is performed. The governing equations, which are solved by the applied CCX solver, can be expressed as follows \[34,35\]:

\[
\nabla \cdot \sigma = \nabla \cdot C \varepsilon_e = 0
\]

The second-order stress tensor \( \sigma \) is associated with the material behavior law. The parameters \( C \) and \( \varepsilon_e \) are the fourth-order material stiffness tensor and the second-order elastic strain tensor, respectively. The total strain tensor \( \varepsilon \) can be calculated from the elastic strain \( \varepsilon_e \), the plastic strain \( \varepsilon_p \) and the thermal strain \( \varepsilon^{th} \) or the displacement vector \( u \) \[36\]:

\[
\varepsilon = \varepsilon_e + \varepsilon_p + \varepsilon^{th} = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right]
\]

The structural CCX input file shows the same structure as the thermal CCX input file, which contains the initial thermal conditions and the numerical control parameters. Subsequently, the mechanical boundary conditions for the fixation of the boreholes of the build platform are defined. The nodal temperature field from the previously calculated thermal building process is imported as a boundary condition in the heating and cooling steps of each newly activated LC.

The activation of a new LC is performed as a solid material using a combination of the element birth and death method \[37\] and the semi-quiet element activation procedure \[33\]. To ensure that a new LC is activated free of load, its material properties are changed in a three-step approach according to Bayerlein \[38\].

First, the elements of the new LC are activated using a purely elastic material with a significantly reduced stiffness (e.g., 10 MPa), while the top nodes of the newly activated LC are fixed. Second, the material of the activated LC is changed to an ideal plastic material converting the elastic strains into plastic strains. This procedure incorporates the
self-healing effect, which describes the exposure of new layers at their nominal position regardless of the deformation of the previous layers during PBF-LB/M. Third, the fixation of the top nodes of the newly activated LC is removed and the actual solid material properties are assigned to the FEs. This activation method is repeated for all LCs until the whole part geometry is simulated according to the PBF-LB/M process.

After the structural simulation of the additive build-up of all LCs and the cooling to room temperature has been performed, the build platform is fixated to be statically determined. For this, three nodes are randomly selected in the corner areas of the build platform. Subsequently, the opening of the screws is simulated by removing the mechanical constraints from the boreholes of the build platform.

2.1.4. Heat Treatment

After the structural building process, the parts typically exhibit a high concentration of residual stresses. These lead to a reduced dimensional accuracy due to deformations after the separation process [39,40]. To avoid an additional deformation during the separation, stress relief annealing (SRA) can be performed. The heating, the actual annealing and the final cooling phase of the SRA heat treatment are defined by a time-temperature curve, which is applied as a thermal load in the respective simulation step. To model the additional deformation during the heat treatment, a Larson-Miller creep model [41] was implemented. The Larson-Miller-Parameter $P$ is calculated either by a logarithmic relationship of the temperature $T$ and the time $t$, or by the stress $\sigma$:

$$P = T \cdot \left[ C + \log(t) \right] = A_0 + A_1 \cdot \log(\sigma)$$ (6)

The parameters $C$, $A_0$ and $A_1$ indicate the model constants, which need to be experimentally calibrated for the used material, respectively. The creep model was implemented as a CCX user subroutine being considered in a visco-elastic material model. As the FE program does not distinguish between creep and plastic strain, the hardening effect due to plastic deformation is taken into account besides the creep mechanism.

2.1.5. Part and Support Separation

The final step within the structural analysis is the separation of the part and the support structure from the build platform. In reality, the part can be separated by sawing or electrical discharge machining (EDM). To model this separation mechanism after the desired manufacturing phase, the FEs of the build platform are removed successively along the separation direction. For this, the element death method [33] is used. The separation can be divided into a user-defined number of sequential computational steps to simulate the process-specific separation speed. To prevent a rigid-body displacement of the part after a complete separation from the build platform, a statistically determined fixation is applied to the part. As depicted in Figure 3, this procedure allows for the local and temporal calculation of the residual stress release, which results in an additional part distortion.

![Figure 3](image-url)

**Figure 3.** Modeling approach for the separation of the part from the build platform, exemplarily represented by twelve sequential computational steps, for each of which the interface elements are deactivated; $z$: build direction.
If desired, the separation process between the part and the support structure can also be simulated analogously to the modeling approach described previously. In the structural analysis, this computational step is performed after the part and support structure have been separated from the build platform.

2.2. Sub-Modules

In AscentAM, optional sub-modules are available to optimize the dimensional accuracy of the part, to export the part geometries or to perform a UQ identifying the main influencing parameters during the process simulation. The implemented sub-modules are explained in the following subsections.

2.2.1. Optimization

A non-linear optimization algorithm according to Bayerlein et al. [11] was implemented to compensate for the part deformation that results from the PBF-LB/M process. The node coordinates of the part geometry, which are described by the vector $c$, are optimized separately [38]:

$$c_{i+1} = c_i - \Delta_i = c_i - (c_i' - c_{\text{target}})$$

(7)

The current form deviation $\Delta_i$ is calculated from the difference between the deformed node coordinates $c_i'$ and the undeformed node coordinates $c_{\text{target}}$. If the current form deviation $\Delta_i$ is larger than the user-defined tolerance, the initial node coordinates of the part geometry are pre-deformed inversely to the form deviation. The structural building process, the heat treatment and the part separation are repeated to simulate the deformed node coordinates $c_i'_{i+1}$ resulting from the pre-deformed mesh $c_{i+1}$. The optimized node coordinates are reached as soon as a further iteration $i$ does not alter the node coordinates above the specified tolerance. This iterative optimization incorporates the non-linearities during the structural analysis. In contrast to a simple inverse pre-deformation, this approach increases the accuracy of the results.

During the optimization, the interface between the part and the build platform needs to remain within the $x$-$y$-plane to avoid a build failure due to a lack of cohesion or an excessive deformation resulting from a reduced stiffness. This is realized by excluding the $z$-coordinates of the interface nodes during the optimization. Since a slight variation of the temperature gradient during the heating step showed no significant effect on the part distortion [11], the thermal simulation does not need to be repeated.

2.2.2. Exportation

This sub-module enables the export of the numerical results to an STL or Visualization Toolkit data format. These data format can be directly used as an input for preparing the physical PBF-LB/M process or other post-processing tools. The discretized part geometry is used to export these data formats. From the FE mesh, all surface elements are detected along with their orientation for a desired computational step to extract the external surfaces. By doing so, the nominal, the deformed and the pre-deformed part geometry can be exported. Further simulation settings can be defined by the user to export the part with or without the build platform and support structures. In addition, different part views can be generated automatically based on the simulation results.

2.2.3. Uncertainty Quantification

Besides experimental results, simulations can also be subject to fluctuations depending on the selected user-defined simulation settings. Hence, it is necessary to gain a deeper understanding of the interaction of different factors and their contribution to result quantities. Therefore, the probability bounds analysis (PBA) [42] in the context of sensitivity analysis and UQ was implemented in the process simulation.

The PBA is intended to correctly propagate two kinds of uncertainty, namely naturally varying, non-reducible (aleatory) factors and epistemic factors that cannot be characterized
by a probability function due to a lack of knowledge, e.g., if a certain influence is not known. The UQ sub-module allows for designing a study for a given geometry by providing an arbitrary number of aleatory and epistemic factors. These can either be absolute values or multipliers that are applied to the nominal values. After designing the sequence of analyses, a sampling is conducted and the individual simulations are started.

The application of this sub-module is presented by Bayerlein [38], who determined qualitative measures of the contributions of individual material properties to the variability of the part distortion. Hence, the predictive capability of the simulation model can be assessed and helpful insights into an improvement of a part can be generated.

3. Materials and Methods

The AscentAM tool was applied to investigate the distortion of parts manufactured by the PBF-LB/M process. In this section, two part geometries, the simulation procedure and the experimental procedure used for the validation of the simulation tool are described.

3.1. Part Geometries

Two different part geometries, which are depicted in Figure 4 with their dimensions, were used in this work to demonstrate the capabilities of the simulation tool. In previous investigations, application-related parts, such as a turbine blade or a panel geometry, were analyzed using AscentAM [38]. The parts in this work, however, are intended to cover simpler and more complex geometry features, both leading to high distortions.

![Figure 4](image_url)  
**Figure 4.** True-to-scale representation of (a) the academic cantilever beam and (b) the topology-optimized bracket geometry with the marked verification points (VPs), each used for the mesh convergence study; dimensions in mm; z: build direction.

The cantilever beam [43] in Figure 4a represents a simple, academic part featuring a high residual stress state after the manufacturing, which is favored by the structural transition in a height of 8.0 mm, at which 26 pillars merge. The cantilever beam is generally applied to calibrate process simulations that use the inherent strain method and, therefore, serves as an ideal comparison geometry between different process simulation tools.

In contrast, the topology-optimized bracket [44] provides an industrial application, which shows a high level of deformation as a result of the PBF-LB/M process (see Figure 4b). The bracket is used to fasten oil pipes in a turbine engine and fulfills a safety-critical function. The areas to the left and right above the structural transition require a particularly high prediction accuracy of the distortion since these need to be post-processed.
3.2. Simulative Procedure

The placement of the parts on the build platform was performed with the computer-aided design program Inventor 2023 (Autodesk GmbH, Munich, Germany), whereby the center of the top side of the build platform coincides with the coordinate origin. The software HyperMesh 2019.1 (Altair Engineering GmbH, Munich, Germany) was used to discretize the part geometries by linear tetrahedral elements. The minimum element size was defined to be 10% of the respective maximum element size $e$, while a growth rate of 1.00 was maintained for the FEs during the meshing. All simulations were performed on a high-performance SUSE Enterprise Linux 15.2 server with $80 \times$ Intel® Xeon Gold 6248 2.50 GHz CPUs and 768 GB of RAM (Dell GmbH, Frankfurt am Main, Germany).

The heating of a newly activated LC was performed with the flash exposure heat source applying a linear temperature gradient, which is depicted in Figure 2b. The applied temperatures and convection coefficients are listed in Table 1. Ten computational steps represented the cooling phase after each heating step of a newly activated LC. Following the works of Seidel [24] and Bayerlein [38], the steel C45 and the nickel-based superalloy Inconel 718 were chosen as materials for the build platform and the parts, respectively. Both materials were defined to be isotropic, elasto-plastic and their parameters to be temperature-dependent. Using the experimental creep data from Bayerlein [38], the model constants in Equation (6) were determined to be $C = 33.00$, $A_0 = 56.76$ and $A_1 = -8.46$ for the material Inconel 718.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient temperature</td>
<td>$T_{\text{amb}}$</td>
<td>293.15</td>
<td>K</td>
</tr>
<tr>
<td>Build platform temperature</td>
<td>$T_{\text{BP}}$</td>
<td>353.15</td>
<td>K</td>
</tr>
<tr>
<td>Process temperature</td>
<td>$T_{P}$</td>
<td>473.15</td>
<td>K</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>$T_{M}$</td>
<td>1523.15</td>
<td>K</td>
</tr>
<tr>
<td>Build platform convection [38]</td>
<td>$h_{\text{platform}}$</td>
<td>100.0</td>
<td>W/(m²K)</td>
</tr>
<tr>
<td>Part convection [24]</td>
<td>$h_{\text{part}}$</td>
<td>10.6</td>
<td>W/(m²K)</td>
</tr>
</tbody>
</table>

The element sizes and LC heights applied in the simulation depend on the performed investigation. Hence, a convergence study was executed to ensure results in the FE simulations that are independent from the mesh size and the LC. Therefore, the element sizes, along with the LC heights, were continuously decreased. It was made sure that the latter was at least twice as high as the chosen element sizes.

For the cantilever beam, the maximum element sizes $e$ were set to discrete values: $e_1 = 4.00$ mm, $e_2 = 2.00$ mm, $e_3 = 1.00$ mm, $e_4 = 0.50$ mm and $e_5 = 0.25$ mm. The LC heights were chosen to be $L_1 = 8.00$ mm, $L_2 = 4.00$ mm, $L_3 = 2.00$ mm, $L_4 = 1.00$ mm and $L_5 = 0.50$ mm. A two-dimensional convergence study was simulated so that each element size was combined with each LC height, if the element size was smaller than the respective LC height. In contrast, a reduced mesh convergence study was performed for the bracket geometry. The parts were meshed with the element sizes $e_1 = 2.00$ mm, $e_2 = 1.50$ mm, $e_3 = 1.00$ mm and $e_4 = 0.50$ mm, while the LC heights $L_i$ corresponded to twice the element size in each performed process simulation.

The deformations at the verification points, which are highlighted in Figure 4 for the two part geometries, were evaluated using the root mean square (RMS). The distortion was determined for the computational step after the screws were opened, but before the parts were separated from the build platform. Depending on the results of the convergence study, which are presented in Section 4.1, the element sizes and LC heights were chosen for the experimental validation. This was done independently for the cantilever beam and the topology-optimized bracket.
3.3. Experimental Procedure

The results of the process simulation were compared with the as-built part geometries for the experimental validation. In each case, AscentAM was used to predict the corresponding manufacturing states, which are explained in Section 3.3.1. The digitization of the parts and their evaluation using false-color comparisons is described in Section 3.3.2.

3.3.1. Experimental Layouts

The cantilever specimens were fabricated on an EOS M400-1 PBF-LB/M machine (EOS GmbH, Krailling, Germany). The parts were positioned in the center of a $250 \times 250 \text{ mm}^2$ build platform, which was mounted on an additional adapter plate. The positions of the parts are shown in Figure 5a. The manufacturing was performed under an argon inert gas atmosphere. A build platform temperature $T_{BP} = 353.15 \text{ K}$ and the EOS standard process parameters for the nickel-based superalloy Inconel 718C (Oerlikon Metco Europe GmbH, Raunheim, Germany) with an exposure against the gas flow direction were applied. Using EDM, the cantilevers were cut off the build platform.

The brackets were fabricated by MTU Aero Engines AG on an EOS M290 PBF-LB/M machine (EOS GmbH, Krailling, Germany). A $250 \times 250 \text{ mm}^2$ build platform and the nickel-based superalloy Inconel 718C (Oerlikon Metco Europe GmbH, Raunheim, Germany) were used. The part positions are shown in Figure 5b. They were processed under an argon inert gas atmosphere using a build platform temperature of $T_{BP} = 353.15 \text{ K}$ and adapted EOS standard process parameters with an exposure against the gas flow direction. After PBF-LB/M, SRA was applied to the parts. Therefore, the parts were heated from the ambient temperature $T_{amb}$ to the SRA temperature $T_{SRA} = 1228.15 \text{ K}$ over the time $t = 5580 \text{ s}$. The temperature $T_{SRA}$ was held for the time $t = 3600 \text{ s}$, before a final cooling from the temperature $T_{SRA}$ to the ambient temperature $T_{amb}$ was performed over the time $t = 5580 \text{ s}$. After the SRA, the brackets were separated from the build platform using EDM.

3.3.2. Digitization

After the PBF-LB/M process, the as-built parts, which are marked with a red dashed frame in Figure 5, were measured with optical 3D scanners. The cantilever beam was measured at the Institute for Machine Tools and Industrial Management (iwb), while the topology-optimized brackets were digitized by MTU Aero Engines AG.
The cantilever beams were digitized using the industrial optical 3D scanner GOM ATOS Q 8M (Carl Zeiss GOM Metrology GmbH, Braunschweig, Germany). The digitizer allows for the optical measurement of small- to medium-sized parts by projecting 8 million points per scan onto the object to be measured and keeping a working distance of approximately 490 mm. The measurement was performed with the measuring volume MV100, which has an uncertainty of ±10 µm. The object was placed in the center of a motorized rotary table and scanned from various angles. The single scans were combined by an image composition. Measuring points with a spot size of 0.8 mm were arbitrarily applied onto the object for an improved digitization quality. The cantilever beams were measured after the separation from the build platform.

The topology-optimized bracket was optically measured using the 3D scanner GOM ATOS 5AF 12M (Carl Zeiss GOM Metrology GmbH, Braunschweig, Germany), which is mainly used for aviation applications. The scanner allows for a detailed resolution by projecting 12 million data points per scan at a working distance of approximately 530 mm. For the measurement, the bracket was placed on a rotary table and was digitized from various angles. To improve the optical measurement, the part was manually sprayed with a TiO$_2$ layer, which reduces reflections on the part surface. The bracket was measured before the SRA heat treatment and after the separation of the stress-relief-annealed part from the build platform.

After the scanning, the software GOM inspect (Carl Zeiss GOM Metrology GmbH, Braunschweig, Germany) was used to obtain the deviations of the actual geometries from the nominal geometries in a false-color comparison. For the actual geometries, the STL files, which were exported from the simulations or determined by the optical measurements, were used. The geometries were aligned with each other using a software-integrated best-fit algorithm, which calculates the minimum mean deviation between the two geometries to be compared. The dimensional accuracy was assessed by means of the surface comparison function.

4. Results and Discussion

In this section, the results of the convergence study, which represent the simulation settings for the experimental validation, are discussed. Subsequently, the results of the experimental validation are presented for the cantilever beam and the bracket.

4.1. Verification of the Simulation

The verification of the applied linear temperature gradient from the flash exposure during the heating step is performed exemplarily for the cantilever beam. The simulated temperature fields and the corresponding mechanical results of the cantilever beam are shown for selected computational steps of the last LC in Figure 6.

During the heating step, the linear temperature gradient is applied to the topmost LC of the cantilever by means of the flash exposure heat source. As a result of this high thermal gradient, the topmost LC expands, while the LCs with a reduced temperature underneath retain the distortion resulting from the previous build-up. In the subsequent cooling steps, this temperature is dissipated in the negative $z$-direction towards the build platform. This is accompanied by a rapid cooling of the peak temperature, which is consistent with previous findings [45,46]. As a result, the applied temperature gradient extends over several LCs.

In the final cooling step of the LC, the build platform temperature is reached in the whole part. Due to the cooling behavior, the mechanical simulation result shows a decrease in the thermal expansion and an increasing thermal contraction of the upper LCs of the cantilever beam. This is caused by the thermally induced macroscopic residual stresses, which in turn lead to the distortion of the part [8,9]. The change of the mechanical stiffness at the height of the structural transition causes an increased distortion of the lower part towards the center of the cantilever. These results confirm the appropriate implementation of the physics-based equations according to Section 2.1 in the sequentially coupled thermo-mechanical process simulation.
Figure 6. Simulation results of the cantilever beam depicted without the build platform for an FE size $e = 0.50$ mm and an LC height $L = 1.00$ mm; representation of the thermal results for (a) the heating step, (c) the first cooling step, (e) the fourth cooling step and (g) the tenth cooling step of the last LC; mechanical results shown with a five-fold scaling for (b) the heating step, (d) the first cooling step, (f) the fourth cooling step and (h) the tenth cooling step of the last LC; z: build direction.

The results of the convergence study for the cantilever geometry are illustrated in Figure 7. Each evaluation point contributes to the formation of the 3D surface. As shown by the 3D surface, at each LC evaluation, the FE size alterations did not have a strong influence on the RMS of the deformation. This is indicated by almost horizontal curves, which show a maximum deviation of 6%, along the axis representing the FE size. Along the LC height axis, however, clear changes in the analyzed values are evident. Therefore, selected evaluation points, which fulfill the condition of the LC height being twice as large as the FE size, are projected onto the backplane to highlight the influence of the LC height changes.

It can be observed that, with a decreasing LC height, the values for the distortion periodically converged towards a constant value. This behavior, however, should not be misunderstood with the oscillatory convergence behavior correlated with changing FE sizes [47]. Decreasing the FE sizes indeed exhibited a monotonic convergence of the RMS of the deformation. At an LC height $L = 2.00$ mm and an FE size $e = 1.00$ mm, corresponding to the location labeled with (2|1), the simulatively determined RMS of the distortion of 0.06 mm did not change strongly when further decreasing the LC heights or the FE sizes. The computation time for the selected evaluation points continuously increased from the rough towards the fine LC height and FE size combination, resulting in 101.48 s, 192.76 s, 592.14 s and 1835.54 s, respectively. For the remaining cantilever simulations, the LC height and FE size combination (2|1) was chosen as it balanced the solution accuracy and the computational effort.
The bracket shows an overall convergence for smaller element sizes and LC heights, which is shown for the two VPs in Table 2. At the VP1 and VP2, the distortion initially fluctuates and subsequently decreases slightly with a reduced LC height. Compared to the VP2, the VP1 showed a higher deformation during the simulation for LC heights \( L \geq 3.00 \text{ mm} \). This effect reversed as the layer bond height decreased. Even with using rougher discretization and simulation parameters, the simulation already shows a satisfactory result quality. In previous investigations, good macroscopic results were also obtained with larger element sizes and LC heights [38]. Additionally, increased element sizes and LC heights are more economical due to the reduced computational effort, which is confirmed by the computation times presented in Table 2. Hence, the configuration with an element size \( e = 2.00 \text{ mm} \) and an LC height \( L = 4.00 \text{ mm} \) was used for the experimental validation of the bracket.

### Table 2. Results of the convergence study performed for the topology-optimized bracket.

<table>
<thead>
<tr>
<th>Verification Point</th>
<th>Discretization Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( e = 0.50 \text{ mm} )</td>
</tr>
<tr>
<td></td>
<td>( L = 1.00 \text{ mm} )</td>
</tr>
<tr>
<td>VP1</td>
<td>0.885 mm</td>
</tr>
<tr>
<td>VP2</td>
<td>1.004 mm</td>
</tr>
<tr>
<td>RMS</td>
<td>0.947 mm</td>
</tr>
<tr>
<td>Simulation time</td>
<td>665,864.8 s</td>
</tr>
</tbody>
</table>

### 4.2. Experimental Validation

In this section, the results of the evaluation of the form deviation between the simulation and experimental results are presented. Therefore, false-color comparisons were derived for the cantilever beam and the bracket geometry to demonstrate the performance of the simulation tool AscentAM.
4.2.1. Cantilever Beam

For the cantilever beam, the determined form deviation with and without applying the pre-deformation algorithm is depicted in Figure 8. The non-pre-deformed manufactured geometry in Figure 8a shows a strong one-sided distortion, which decreases in the direction of the separation process (see Figure 5). This distortion results from a bending in the positive z-direction of the part geometry due to the residual stresses released during the separation of the cantilever from the build platform [48]. The pre-deformed manufactured geometry showed a significantly increased dimensional accuracy after the separation. The largest deviations were determined at the contour regions. This is caused by the flash exposure heat source applying a linear temperature gradient, which does not consider the increased energy volume density in the contour areas during the PBF-LB/M process. To represent this effect, the different PBF-LB/M scanning strategies need to be modeled at the real layer level [49], which would in turn lead to a significantly increased computational effort. At the height of the structural transition, a shrink line formed, the investigation of which is subject of ongoing research [50].

![Figure 8](image_url)

**Figure 8.** Measured form deviation between the nominal and the as-built cantilever beam after the separation (a) without applying the simulative pre-deformation algorithm and (b) using the simulative pre-deformation algorithm from the optimization sub-module; missing data points indicated by gray color; z: build direction.

For the nominal built geometry and a tolerance of ±0.10 mm, a dimensional accuracy of 69.6% was observed without a pre-deformation. By applying the optimization sub-module using AscentAM, the dimensional accuracy of the cantilever can be quantified to be 85.8%. Hence, in contrast to various commercial software tools applied by Peter et al. [43], AscentAM allows for a significantly increased dimensional accuracy in parts manufactured via PBF-LB/M after applying the pre-deformation algorithm. This can be explained by the physics-based and non-linear optimization approach, which directly takes into account the geometry-related heat conduction and the resulting temperature fields.

4.2.2. Bracket Geometry

For the topology-optimized bracket, the determined form deviation before the SRA, and after the SRA and separation from the build platform are shown in Figure 9. For these two manufacturing states, the as-built part and the simulated result are each compared with the nominal geometry.

In general, the simulated distortion corresponds to the experimentally determined as-built distortion of the bracket. The highest form deviation was found at the pillars and in the section above the structural transition. The solid base underneath the pillars showed the smallest form deviation. For the experimental results, shrink lines formed at the height of the structural transitions, which led to a rapid change of the resulting form deviation at this height. The heat treatment and separation of the bracket from the build platform only showed a minor effect on the form deviation. For the simulated results, a similar form
deviation above the structural transition was observed. The shrink line formation is not yet represented, as the determination of its physical cause-effect relationship is still the subject of current research [51]. Due to the simulation of the SRA and the part separation, the form deviation decreased slightly, while the basic qualitative progression remained the same.

When directly comparing the simulated and experimental results, a dimensional accuracy of 94.7% before the SRA, and 88.6% after the SRA and the separation was achieved within a tolerance of ±0.30 mm. In relation to the maximum simulated distortion, which was determined to be 2.46 mm in the pillars for the state before the SRA, this confirms the high prediction accuracy of AscentAM. The average deviation between the simulated and the experimental result was quantified to be $\Delta_{\text{before SRA}} = 0.101 \pm 0.190$ mm before the SRA. After the separation of the stress-relief-annealed bracket, the average deviation

![Form deviation of the bracket geometry](image-url)

**Figure 9.** Form deviation of the bracket geometry (a) between the nominal geometry and the as-built part before SRA, (b) between the nominal geometry and the simulation result before SRA, (c) between the nominal geometry and the as-built part after SRA and (d) between the nominal geometry and the simulation result after SRA; missing data points indicated by gray color; $z$: build direction.
was determined to be $A_{\text{after SRA}} = 0.075 \pm 0.220$ mm for all evaluation points. From these values, it can be deduced that the simulation generally overestimates the distortion of the bracket.

To further improve the prediction accuracy, a transversal isotropic material, a higher polynomial function for the SRA and the shrink line formation need to be implemented. Nevertheless, slight differences of the predicted and as-built results will remain due to the simplifications, such as a layer compound approach, used in the process simulation. Also, the applied TiO$_2$ layer to improve the digitization quality of the parts being measured slightly falsifies the results. Another deviation is caused by the best-fit algorithm used for deriving the false-color comparison between the simulative and experimental results. In principle, the obtained results confirm the prediction accuracy of the calculation of macroscopic form deviations, which are caused by the PBF-LB/M process, and show a good agreement with the experimental results.

5. Conclusions and Outlook

The PBF-LB/M process is characterized by its high degree of geometric design freedom. However, high temperature gradients during the manufacturing result in high residual stresses and deformations. This reduces the possibility of a first-time-right manufacturing, which leads to higher post-processing costs or even part scrap. In this work, the physics-based simulation tool AscentAM was introduced. It is used to predict the macroscopic distortions and residual stress states for the whole PBF-LB/M process chain. It was demonstrated that the relevant process chain phases of the PBF-LB/M process can be represented with an industrially relevant efficiency. The core module and optional sub-modules were presented, which allow for a distortion prediction, a part optimization, the exportation of part geometries in machine-specific data formats or a UQ of the main influencing parameters. The simulation tool allows for an easy extension of the core module due to the modular and open-source structure. The process simulation was applied to two part geometries, the cantilever beam and the topology-optimized bracket, with the key findings listed below:

- For the academic cantilever beam, the simulation results confirmed that the physics-based thermal equations, which are used to model the heat input and the subsequent cooling, were correctly implemented in AscentAM. The relevant cause-and-effect relationships were represented using the sequentially coupled thermo-mechanical modeling approach. An average element size $e = 1.00$ mm and an LC height $L = 2.00$ mm were determined as suitable simulation settings, which led to a required computation time of 592.14 s. By applying the optimization sub-module, the dimensional accuracy was increased by 16.2% to 85.8% for the as-built part after the separation from the build platform.

- The topology-optimized bracket was simulated using an element size $e = 2.00$ mm and an LC height $L = 4.00$ mm, which resulted in a computation time of 12,250.0 s for the thermo-mechanical analysis. Comparing the simulation result and the as-built part with each other, a dimensional accuracy of 94.7% and 88.6% was observed for the manufacturing state before the SRA, and after the separation of the stress-relief-annealed part, respectively. The distortions were slightly overestimated by the process simulation.

- Due to the contrasting complexity of the two parts, it was confirmed that the process simulation tool AscentAM shows a high result quality with an adequate computing time. The operation of the simulation tool in an industrial environment at MTU Aero Engines AG also confirmed its economic relevance for applications in the aerospace industry. In contrast to other commercial process simulations, an increased dimensional accuracy was achieved using the non-linear pre-deformation algorithm of the optimization sub-module. In summary, the process simulation allows for the prediction of the PBF-LB/M process by considering the main physical effects during the manufacturing and the post-processing.
Hence, it is a decisive contribution to a first-time-right manufacturing for PBF-LB/M parts. To further increase the prediction accuracy, mesoscale and microscale effects, such as the formation of shrink lines, the crack initiation or the microstructure development during the manufacturing, need to be implemented into the process simulation. Likewise, extensions are possible to increase the part quality. For example, an artificial intelligence approach can be used to determine necessary process parameter adjustments depending on the physics-based thermal process behavior prior to the manufacturing process.
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The following abbreviations are used in this manuscript:

- **CCX** CalculiX CrunchiX
- **EDM** Electrical discharge machining
- **FE** Finite element
- **LC** Layer compound
- **PBA** Probability bounds analysis
- **PBF-LB/M** Powder bed fusion of metals using a laser beam
- **SRA** Stress relief annealing
- **STL** Standard tesselation language
- **UQ** Uncertainty quantification
- **VP** Verification point
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