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Abstract: When designing extended reality (XR) applications, it is important to consider multimodal
interaction techniques, which employ several human senses simultaneously. Multimodal interaction
can transform how people communicate remotely, practice for tasks, entertain themselves, process
information visualizations, and make decisions based on the provided information. This scoping
review summarized recent advances in multimodal interaction technologies for head-mounted
display-based (HMD) XR systems. Our purpose was to provide a succinct, yet clear, insightful, and
structured overview of emerging, underused multimodal technologies beyond standard video and
audio for XR interaction, and to find research gaps. The review aimed to help XR practitioners to
apply multimodal interaction techniques and interaction researchers to direct future efforts towards
relevant issues on multimodal XR. We conclude with our perspective on promising research avenues
for multimodal interaction technologies.

Keywords: multimodality; human-computer interaction; extended reality; augmented reality; virtual
reality; mixed reality

1. Introduction

Extended reality (XR) covers an extensive field of research and applications, and it
has advanced significantly in recent years. XR augments or replaces the user’s view with
synthetic objects, typically with head-mounted displays (HMD). XR can be used as an
umbrella or unification term (e.g., [1,2]) encompassing virtual reality (VR), augmented
reality (AR), and mixed reality (MR). There are many ways to view XR scenes [3], such
as various kinds of 3D, light fields, holographic displays, CAVE virtual rooms [4], fog
screens [5], and spatial augmented reality [6], which uses projectors and does not require
any head-mounted or wearable gear. In this scoping review, we focused on HMD-based XR.

XR systems have become capable of generating very realistic synthetic experiences in
visual and auditory domains. Current low-cost HMD-based XR systems also increasingly
stimulate other senses. Hand-held controllers employing simple vibrotactile haptics are
currently the most usual multimodal method beyond vision and audio, but most human
perceptual capabilities are underused.

At the time of writing this article, Google Scholar database yields 1,330,000 hits for
the search term “virtual reality” and 1,140,000 hits for “multimodal interaction”. The
abundant volume of research on XR and multimodality implies that knowledge syntheses
and research result consolidations can advance their use and research. The field is changing
constantly and rapidly, so up-to-date reviews are useful for the research community.

Our broad research question and purpose was to scope the body of literature on
multimodal interaction beyond visuals and audio and to identify research gaps on HMD-
based interaction technologies. With such a sea of material and broad scope, we conducted
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a scoping review instead of a systematic literature review. Scoping reviews are useful for
identifying research gaps and summarizing a field [7–9].

We constructed an overview of modalities, technologies, and trends that can be used
for additional synthetic sensations or multimodal interaction for HMD-based XR and
assessed their current state. We searched for and selected relevant studies, extracted and
charted the data, and collated, summarized, and reported the results. We discussed recent
multimodal trends and cutting-edge research results and hardware, which may become
relevant in the future. As far as we know, the body of literature on multimodal HMD-based
XR has not yet been comprehensively reviewed. This review summarized recent advances
in multimodal interaction techniques for HMD-based XR systems.

In Section 2 we present related work and in Section 3 we present the review methodol-
ogy. Section 4 discusses the multimodal interaction methods beyond standard vision, audio,
and simple vibrotactile haptics that are often used with contemporary XR systems. We
also highlight some more exotic modalities and methods that may become more important
for XR in the future. In Section 5 we discuss the results and further aspects of multimodal
interaction for XR, and in Section 6 we provide our conclusions.

2. Background

Multimodal interaction makes use of several simultaneous input and output modal-
ities and human senses in interacting with technology [10]. Human perceptual (input)
modalities include visual, auditory, haptic, olfactory, and gustatory modalities. Human
output modalities include gestures, speech, gaze, bio-electric measurements, etc. They are
essential ingredients for more realistic XR.

Perception is inherently multisensory and cross-modal integration takes place between
many senses [11]. A large amount of information is processed and only a small fraction
reaches our consciousness. Historically, humans had to adapt to computers through punch
cards, line printers, command lines, and machine language programming. Engelbart’s
system [12], Sutherland’s AR display [13], and Bolt’s “Put That There” [14] were very
visionary demonstrations of multimodal interfaces at their times. Rekimoto and Nagao [15]
and Feiner et al. [16] presented early computer augmented interaction in real environments.

Recently computers have started to adapt to humans with the help of cameras, mi-
crophones, and other sensors as well as artificial intelligence (AI) methods, and they can
recognize human activities and intentions. For example, haptic feedback enables a user to
touch virtual objects as if they were real. Human-Computer Interaction (HCI) has become
much more multisensory, even though the keyboard and mouse are still the prevalent
forms of HCI in many contexts.

User interfaces (UI) change along with changing use contexts and emerging display,
sensor, actuator, and user tracking hardware innovations. Research has tried to find more
human-friendly, seamless, and intuitive UIs [17], given the contemporary technology
available at the time. Perceptual UIs [18] emphasize the multitude of human modalities
and their sensing and expression power. They also combine human communication, motor,
and cognitive skills. Multimodality and XR match well together. XR and various kinds of
3D UIs [19,20] take advantage of the user’s spatial memory, position, and orientation. Many
textbooks (e.g., [21–24]) and reviews (e.g., [25]) cover various aspects of multimodal XR.

General HCI results and guidelines cannot always be directly applied to XR. Immer-
sion in VR is one major distinction from most other HCI contexts. VR encloses the user
into a synthetically generated world and enables the user to enter “into the image”. As
users operate with 3D content in XR environments, input and output devices may need to
be different, interaction techniques must support spatial interaction, and often embodied
cognition has a bigger role. Interactions between humans and virtual environments rely on
timely and consistent sensory feedback and spatial information. Effective feedback helps
users to get information, notifications, and warnings. Many emerging technologies are
enabling e.g., tracking of hands, facial expression, and gaze on HMDs.
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There is a large number of all kinds of reviews, surveys, and books on multimodal
interaction. As Augstein and Neumayr [26] noted, many of them focus only on the most
usual modalities, sometimes only on vision, audition, and haptics. There are also many
papers that review selected narrow topics on multimodal interaction for XR, for example,
a review on VR-based ball sports performance training and advances in communication,
interaction, and simulation [25].

Taxonomies for Multimodal Interaction

Many HCI taxonomies for multimodal input, output, and interaction (e.g., [18,19,26–28])
focus only on those modalities which were feasible and usual for HCI in their time. Aug-
stein and Neumayr [26] discussed in depth the history and types of these taxonomies and
the emergence of various enabling technologies. Their taxonomy is targeted for HCI, and it
is based both on the input and output capabilities of basic human senses and on the other
hand on sensors and actuators employed by computers, i.e., it describes how humans and
computers can perceive each other. Their modality classes employ either direct processing
(neural oscillation, galvanism), or indirect processing (vision, audition, kinesthetics, touch,
olfaction, and gustation). Direct processing (e.g., BCI or EMS) works directly between a
computer and the brain or muscles. Indirect processing refers to the multi-stage process
where an output stimulus is perceived by a human receptor and then the information is
delivered via electrical signals for further processing to the brain. The flow is similar for
input stimulus from a human via sensors to the computer.

The taxonomy focuses on the modalities which human senses can perceive and which
can actively and consciously be utilized for input or output. It excludes modalities which
humans cannot control for interaction purposes, e.g., electrodermal activity. However, a UI
could use also those to better interpret the status and intentions of the user.

Even though the Augstein and Neumayr taxonomy is human-centered, it is also partly
device-centered, as many modalities such as gaze, gestures, or facial expression can be
placed to several classes, depending on the used measurement and sensor technologies.
However, the taxonomy fosters and guides the design and research of multimodal XR.

A modified version of Augstein and Neumayr’s taxonomy (see Figure 1) forms the
base for our review. As the kinesthetic and tactile feedback are closely intertwined and
difficult to differentiate, we combined them under Haptics and have subclasses for body-
related (kinesthetic) and skin-related (tactile) senses. We included only the non-invasive
(without surgical implants) methods of interaction. Similarly, segregating input and output
events, as carried out by Augstein and Neumayr, may also be counterintuitive as localized
haptic interaction can seldom be isolated to separate input and output events. For that
reason, the review considered input and output to be co-localized events and discussed
touch interaction accordingly.

One alternative or complementary classification could be contact vs. non-contact
interaction [29,30], which enables touchless interaction with digital content through body
movements, hand gestures, speech, or other means. For example, ultrasound haptics can
create a sensation of touch on the plain hand.
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Figure 1. Taxonomy of interaction modalities for XR (adapted from Augstein and Neumayr [26]). The taxonomy is based
on human senses and classifies both input and output devices and technologies for multimodal interaction.

3. Review Methodology

We wanted to collect studies on XR which used HMDs, and which employed mul-
timodal interaction beyond standard video or audio. We were particularly interested in
primary research on emerging multimodal technologies and not so much on theoretical,
perceptual, or application studies of them.

We first identified potentially interesting and relevant peer-reviewed publications in
English. We included peer-reviewed journal and conference papers, and excluded patents,
books, theses, presentations, and reports. The field was too wide for a systematic literature
review or a formal database query.

We carried out informal searches to identify relevant papers on ACM Digital Library,
IEEE Xplore, MDPI, and Elsevier databases, which contain most of the relevant peer-
reviewed papers related to computer science and various fields of engineering. We also
made similar searches on the Google Scholar database, which contains additional scientific
publishers and other fields of science. We also used the reference lists of all selected papers
and articles to find additional relevant studies. Furthermore, we also searched and read
product pages that were relevant for the topics to find out the state of the art and availability
of the cutting-edge hardware.

We used our background expert knowledge on the topic as a starting point. After an
analysis of text words contained in the title, abstract, or index terms, we manually selected
potentially interesting papers for further review. The papers were retained only if they
employed an HMD, and if they explicitly explained a multimodal feedback solution for XR
interaction, or an emerging technology applicable to multimodal XR.

We made no limitations to the publication date, because if any technology, idea, or
approach was not very useful in its time, it may still be useful today with cutting-edge
technology or a new use context. The time-variant aspect also shows the emergence of
specific fields and trends. We discovered that the number of published multimodal XR
studies gradually increased over time, as also noted by Kim et al. [31]. This is at least
partly due to improving technology, sensors, and actuators. Our rather wide sample
is presumably indicative of the general trends in recent applications and research on
multimodal HMD-based XR.

4. Multimodal Interaction Technologies

In this section, we only briefly mention some aspects of visual and audio modalities,
as they are covered in other surveys and books (e.g., [2,21,32]). We focus on the other,
additional modes of XR interaction. Many experimental and emerging technologies are
intriguing for interaction, but not yet deployable for XR. Some of them may become widely
used in the future, and others possibly not. Only time will tell.
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4.1. Vision

Vision is perhaps the most important human sense, and other senses usually only
support vision. However, our real-life experiences and sensations are predominantly
multisensory and so XR should also be (depending on the specific application and context).

Visual output interfaces have improved dramatically in recent decades. Advances in
hardware (displays, GPU, CPU, memory sizes, high-speed networking, tracking systems)
and software (rendering algorithms, computer vision, artificial intelligence (AI), etc.) enable
near-realistic XR imagery and XR can be used for many applications.

Improving displays, foveated rendering, and tracking will naturally affect XR inter-
action. Furthermore, some impactful technologies for XR are improving GPUs and/or
practically infinite processing power through supercomputers or quantum computers
together with very fast networking and 5G mobile networks, as rendering can then happen
on the cloud. This could enable immersive, fully photorealistic remote work or teleconfer-
encing. Being together remotely with other people or visiting remote places could make
the experience almost indistinguishable from reality. Low-latency networks and cloud
rendering can also make the HMDs relatively simple, low-cost, and lightweight. They
might even become contact lens displays (e.g., Mojo Lens (https://www.mojo.vision/)
accessed on 1 December 2021), which would enable viewing information or watching
movies even with shut eyes.

One important recent development in multimodal interaction is the role of artificial
intelligence (AI), which can perform many tasks, especially in the visual domain. AI-based
systems can, for example, render realistic synthetic scenes and humans, or recognize scenes,
people, text, products, or emotions. For example, Microsoft has developed a Seeing AI
(https://www.microsoft.com/en-us/ai/seeing-ai) accessed on 1 December 2021, which can
describe the world around the user. It is helpful, e.g., for blind and visually impaired users.

Visual input interfaces such as eye tracking and gestures have made a lot of progress.
Computers or other computing devices can now see the user and improve the UI based on
that. In the following, we discuss some interaction methods which are mainly vision-based.

4.1.1. Gestural Interaction in XR

Gestures are used for human-human or human-computer interaction in many contexts
(e.g., deaf sign languages). Pointing with hands or a finger is learned in early childhood.
The finger is an intuitive, convenient, and universal pointing tool, which is always available,
is used across all cultures, and does not require any literacy skills. The meaning of some
gestures varies across cultures, e.g., waving “goodbye” in Europe means “come here” in
India. The gestures may also have emotional, social, and other meanings and levels.

Gesture recognition of the hands, head, and other body parts is a well-known in-
teraction method for HCI and XR. A tracking system or motion-sensing input device is
needed to recognize the moving gestures or static postures and the position and orienta-
tion of the HMD. Typically, gesture tracking is vision-based, so gestural interaction can
be seen as a part of vision, even though it can also be seen as a part of proprioception.
Modern HMDs and XR systems embed many sensors for position, orientation, motion, and
gesture tracking.

An early work was Krueger’s installations in the 1970s [33], which enabled interaction
with visual art using body movements. Bolt’s “Put-That-There” [14] was another early
gestural interface combined with speech input. It enabled pointing at an object on a screen
with a hand and giving commands with speech. This is an example of deictic gestures, i.e.,
pointing indicating objects and locations. They are natural for people, and they are actively
studied in VR (see, e.g., [34,35]).

Manual gestures can be split into mid-air gestures, gestures performed with hand-held
devices, and touch-based gestures (touchpads on controllers or HMDs). Current hand-held
controllers utilize mostly wrist rotations, but pen-type devices can support more precise
and faster movements [36].

https://www.mojo.vision/
https://www.microsoft.com/en-us/ai/seeing-ai
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In VR, two common ways to implement pointing are cursor-based relative pointing
(where hand movements move the cursor) and ray casting (where a ray is drawn out
relative to the user’s body). In AR systems, gestures are also common but rarely utilize
controllers. In an early work, Mann [37] and Starner et al. [38] presented early AR systems
employing a finger mouse for a head-mounted camera and display. One early work on
a gestural UI with computer vision-based hand tracking for HMD was carried out by
Kölsch et al. [39].

Direct touching and pointing are natural ways to interact in immersive VR. However,
the interaction does not need to be a replica of reality, but it can use more powerful and
flexible methods. Li et al. [40] carried out a review on gesture interaction in virtual reality.
Chen et al. [41] compared gestures and speech as input modalities for AR. They found that
speech is more accurate, but gestures can be faster.

An important field of gestural interaction in XR is head gestures [42–44]. The head
can rotate on many axes or move in essentially all directions. Interaction with the head can
take many forms such as pointing to objects based on the posture of the head (and thus
HMD), or it can signal selections (like nodding or shaking one’s head for yes/no) [45].

Superwide field-of-view (FOV) on HMDs can improve immersion, situational aware-
ness, and performance [46] and is generally preferred by audiences. Gestures with them
could be much wider than usual, but this is a relatively little-researched field.

Several technologies can be used for gesture tracking for XR [47] and often sensor
fusion is used. In recent years, tracking software and hardware have improved tremen-
dously, and environmental tracking and hand tracking are possible for a stand-alone HMD.
Often, computer vision (CV) methods are used for tracking the arms, hands, or fingers. It
is convenient, as it often requires no user-mounted artifacts.

Hand gesture recognition and hand pose estimation are very challenging due to the
complex structure and dexterous movement of the human hand, which has 27 degrees of
freedom (DOF). It can also perform very fast and delicate movements. Deep-learning-based
methods are very promising in hand-pose estimation.

One widely used tracking method is by a tiny, built-in inertial measurement unit (IMU)
for orientation tracking which contains accelerometers, gyroscopes, and magnetometers.
Optical trackers use light (often IR light) for tracking. Magnetic (e.g., Polhemus, Razer
Hydra) systems use magnetic fields for tracking and are thus not limited to line-of-sight
to any device. Acoustic tracking can also be used to locate an object’s position. Typically,
it uses three ultrasonic sensors and three ultrasonic transmitters on devices. For hand
tracking, there are also various kinds of bend and stretch sensors.

An RGB stereo camera and CV algorithms can discern depth information (e.g., Stere-
olabs ZED 2) and gestures. RGB-D cameras contain a depth sensor, which outputs a
per-pixel depth map. The depth sensor can be based on many technologies. One way
is to project IR light patterns onto the environment (Kinect 1.0) and calculate the depth
based on the distorted patterns. Some cameras emit light pulses and measure the time it
arrives back (time-of-flight cameras such as Kinect 2.0, Intel RealSense D400, or Microsoft
HoloLens 2). Ultraleap (Controller and Stereo IR 170) uses a stereo IR-camera pair and
IR illumination for accurate and latency-free finger, hand, and gesture tracking, and it is
often used on HMDs. Solid state LiDAR cameras use MEMS mirror scanning and a laser
for high-resolution scanning and they can nowadays be very small (e.g., Intel RealSense
L515 with 61 mm diameter and 100 g of weight). The emerging, small-size Google Soli and
KaiKuTek Inc.’s 3D gesture sensors both use a 60 GHz frequency-modulated radar signal.

There is a massive pool of literature on gesture tracking methods employing CV-
based methods. Rautaray and Agrawal [48] surveyed CV-based hand gesture recognition
for HCI. Cheng et al. [49] surveyed hand gesture recognition using 3D depth sensors,
3D hand gesture recognition approaches, the related applications, and typical systems.
They also discussed deep-learning-based methods. Vuletic et al. [50] carried out a review
of hand gestures used in HCI. Chen et al. [51] carried out a comprehensive and timely
review of real-time sensing and modeling of the human hands with wearable sensors
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or CV-based methods. Alam et al. [52] provided a comprehensive survey on intelligent
speech and vision applications using deep neural networks. Beddiar et al. [53] reviewed
and summarized the progress of human activity recognition systems from the computer
vision perspective.

Hand-held controllers, data gloves, or full-body VR suits can track the user’s move-
ments and possibly also provide some tactile feedback. Advanced hand-held controllers
such as Valve Knuckles have a large set of built-in sensors, including grip force sensor and
finger tracking. Data gloves or full-body suits can be more precise than cameras and they
do not require a line-of-sight to cameras, but a user must put them on, wear, and possibly
calibrate them before use. They may have hygiene problems for multiple users, especially
in times of pandemics. They may also be tethered and have a limited operational range.

Motion capture (Mo-cap) is a form of gesture recognition. Mo-cap trackers record the
position and orientation of human bodies, usually in real-time. Typically, Mo-cap uses
optical (e.g., Vicon), magnetic (e.g., Polhemus), or full-body suit tracking systems. Mo-cap
is used in medical or sports applications, film making, TV studios, etc.

4.1.2. Facial Expression and Emotion Recognition Interfaces

Facial expressions and emotion recognition are (usually unconscious) elements of
human-human communication. They are not widely used as explicit inputs, as they are
relatively new concepts in interaction. Because HMDs partly block the user’s face, the XR
context has specific challenges. However, sensors can be placed inside the HMD, and on
the other hand, the HMDs are becoming smaller and may ultimately become ultralight
smart glasses. In the last few years, researchers and the industry have integrated facial
recognition technology into HMDs to track and relay user expression to virtual avatars.
Devices such as Decagear [54] utilize facial tracking and mapping in real-time.

4.1.3. Gaze

Gaze is an important element of human-human communication, providing insight
into the attention of other people. Humans use gaze to study their environments, to look at
objects, and to communicate with others. The gaze can be used as a control in HCI or as
an indicator of the person’s mental state or intentions. Eye tracking is a form of gestural
interface where only movements of eyes are tracked. Typically, vision-based tracking
methods are used, but other sensor technologies are also available. Recent advances in eye
tracking technology have lowered the prices and made it more generally available.

Gaze can be utilized in HCI in various ways, e.g., to infer the user’s interests based
on gaze patterns, to improve foveated rendering, or to provide specific commands. Multi-
modal gaze and gesture have been utilized in collaboration, e.g., by Bai et al. [55].

As the eye is primarily used for sensing and observing the environment, using gaze
as an input method can be problematic since the same modality is then used for both
perception and control. The tracking system needs to be able to distinguish casual view-
ing from the act of intentional selection to prevent the “Midas touch” problem wherein
all viewed items are selected. A common method is to introduce a brief delay, “dwell
time”, in which the user needs to stare at the object for the duration of the dwell time
to activate it [56]. Blink-and-wink detection can also be used as a control tool in gaze
interaction [57]. In multimodal settings, other control methods, such as body gestures [58],
audio commands [59], or a separate physical trigger [60], can also be used to activate a
gaze-based selection.

There are three common methods to utilize gaze as an explicit command: dwell-
select (described above), gaze gestures [61], and smooth-pursuit-based interactions. Gaze
gesture interaction recognizes a sequence of rapid eye movements (saccades) that follow a
specified pattern to activate a command [62,63]. Finally, the smooth pursuit interaction is
based on recognizing a continuous movement of gaze while tracking a specific moving
target [64,65]. The system deduces that if the gaze follows a similar trajectory to that target,
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there is a match, and a selection or a (target-specific) command is triggered. An example of
pursuit-based selection in VR is a study by Sidenmark et al. [66].

Several techniques have been developed for tracking eye movements [67] and defining
gaze position, or gaze vector [68]. The most common method is analyzing video images
of the eye (video-oculography, VOG). For each video frame captured by a camera located
somewhere close to the user’s eye, tracking software detects several visual features, such as
pupil size, pupil center, and so on. VOG-based trackers typically require calibration before
the gaze point can be estimated. The VOG system fits naturally to HMD as the cameras
can be installed close to the display elements facing the user’s eye. The cameras for VOG
can be installed freely if the eyes are visible, and Khamis et al. [69] used a flying drone
as a platform. Eye movements can also be detected by electro-oculography (EOG) based
on the cornea-retinal potential difference [70]. EOG systems require sensors to touch the
skin close to the eyes, which is easy to arrange in HMDs. EOG is most useful in detecting
relative eye movements (e.g., gaze gesture recognition).

Gaze control as an input for HCI has a long history (e.g., [71]). At first, the gaze
interaction method was mostly used for special purposes, like typing tools for the dis-
abled [72], but through active research and affordable new trackers, gaze-based interfaces
can be included in many new devices. It has been demonstrated how eye tracking could
enhance the interaction e.g., with mobile phones [73], tablets [74], smart watches [75], smart
glasses [76], and public displays [77]. Gaze can also be used to directly control moving
devices, like drones (e.g., [78,79]).

The recent development of gaze tracking for VR has made it easy to study gaze
behavior in a virtual environment [80]. There are already several commercial HMDs with
integrated eye trackers (e.g., HTC Vive Pro Eye, Fove, Magic Leap 1, Varjo, Pico Neo2
Eye), and eye tracking is expected to become a standard feature. For mixed reality, the
gaze-based input has been used in studies with HMDs (e.g., [60,81,82]). Additionally,
Meissner et al. [83] used gaze tracking in VR to study shopper behavior. Tobii [84] and
Varjo [85] provided integration tools for gaze data collection and analysis for VR-based use
cases. Burova et al. [86] utilized gaze tracking in the development of AR solutions using VR
technology. By analyzing gaze, it is possible to understand how AR content is perceived
and to check also real-world related aspects like the safety of AR use in risky environments.
Such safety issues can be found early with a VR prototype. Additionally, Gardony et al. [87]
discussed how gaze tracking can be used to evaluate the cognitive capacities and intentions
of users to tune the UI for an improved experience in mixed-reality environments.

While the focus of gaze interaction studies has been in intentional control of HCI
using gaze, the research interest for other use cases is growing. The systems can also
utilize the gaze data to “know” of the user’s attention or interests, and optionally to
adapt to it. Other examples could be that the system might notice user confusion by
following gaze behavior [88,89] and offer help, recognize the cognitive state of a person [90],
make early diagnoses of some neurological conditions [91], or analyze the efficiency of
advertisement [92]. Human gaze tracking constitutes an important part of the vision of
human augmentation [93]. In a way, humans also analyze (often unconsciously) other
people’s interests, stresses, phobias, or state-of-mind by their gaze behavior.

Research on gaze UIs is often divided into research on gaze-only UIs where the gaze
is the sole form used for input, gaze-based UIs where the gaze information is the main
input modality, and gaze-added UIs where gaze data is used to add some functionality
to a UI. For example, in some assistive systems, gaze interaction is the only method of
communication and control [72]. Alternatively, information from the user’s gaze behavior
can be exploited subtly in the background in attentive interfaces in a wide variety of
application areas [94,95]. The research on HMD-integrated gaze tracking naturally falls
into the latter category as all the other input modalities are also available.

Burova et al. [86] used gaze data to identify where industrial personnel are looking at
when they are performing operations (see Figure 2). This can be used to analyze what users
have seen and in which order, and what they have missed. This can be crucial information in
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safety-critical environments since it would be possible to detect, e.g., hazardous situations
and unsafe working conditions even when other measures (e.g., task completion and error
rates) show that the tasks have been completed successfully.

Figure 2. Gaze-data analysis visualized as a heatmap and applied for an industrial operation.

4.2. Audition

Most VR and AR headsets include audio input, and all have audio output support. Au-
ditory interfaces can be utilized in XR, and they come in many forms [96]. Serafin et al. [32]
carried out a recent survey of sonic interactions in VR.

The audio can be ambient, directional, musical, speech, or noise. Different forms of
audio do not match every context or usage situation since audio can annoy, leak private in-
formation, or be hard to hear in a noisy environment. Audio can convey information about
the environment in different ways. Spatial information can communicate about shapes and
materials, and recognizable sounds help to better understand the environment. Human
voices and speech can provide a lot of information, including emotional information.

Audio is public communication, i.e., everybody in the shared space can hear the
sounds. However, most XR solutions utilize headphones. Audio can capture users’ atten-
tion efficiently, even if their visual attention is somewhere else. Audio is thus often used
for warnings. It is also temporal; once it is played out, the user cannot go back to it unless
through an explicit interaction solution. This is different from typical visual information.

The main audio parameters are frequency, pitch, loudness, timbre, temporal structure,
and spatial location. Continuous audio can support the awareness of users as people can
spot subtle changes in repeating sounds. Audio can also help in fine control of systems
(e.g., while driving a car, people monitor unconsciously the changes in speed via sound).

Auditory icons (c.f., real-world sounds) and earcons (the meaning must be learned)
can be used in interfaces. Music can evoke emotions or communicate information. In
addition, augmentation can be carried out in form of sounds. Finally, audio created by
a user’s actions is a significant part of multimodal interaction in some cases. By hearing
things like button clicks, interaction with devices can be more efficient than without.

4.2.1. D Audio

Sound has a spatial aspect and humans can detect the direction of sound. Sound
arrives at the two ears with slightly varying timing and intensity, and the human brain
can estimate the direction of the sound source from them. Depending on the direction,
the typical accuracy can be a few degrees (in front of the listener) or dozens of degrees
(on the back). Rotating the head can help this process, and blind people typically develop
better accuracy. Echoes and reverberation tell us about the size, shape, and materials of
an environment. A stone cathedral sounds very different from a room full of pillows. For
many uses, simple stereo mixing is enough.
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VR simulates real or fictional environments and 3D audio can simulate sounds in the
virtual space and act as an element of interaction. Suitable processing can provide realistic
3D sound. As users’ heads are usually tracked, directional hearing is possible when the
volume and timing of audio sent to left and right ears is adjusted. In AR, similar use of
sound is possible, but the presence of real-world sounds must be considered in all designs.
Head-related transfer function (HRTF) includes the effects of outer ears and head and
improves the realism of 3D audio further. HRTF is slightly different for each person, but
recent work on machine learning helps with its personalization [97] and on approaches
providing results good enough for most uses [98].

4.2.2. Speech

Speech technologies include speech recognition (speech to text), speech synthesis
(text to speech), speaker recognition and identification, and emotion recognition from
speech. Speech technology has advanced greatly in the last decades and several companies
provide speech and language technologies for numerous languages (e.g., Apple Siri, Google
Assistant, Microsoft Cortana, Amazon Alexa, etc.). Deep neural networks play a significant
role in it [52]. AI can make it difficult to discern if a remote discussion partner is a computer
or a real person. Nonverbal aspects of speech such as psychophysiological states, emotions,
intonations, pronunciation, accents, etc. can also be used. Speech-based interaction is now
possible in most domains and situations.

There are several motives to use speech in XR environments. First, voice input
provides both hands-free and eyes-free usage. This is particularly important in professional
settings where users are typically focused on the task at hand, and the benefits of XR are
most obvious in tasks where hands-on activities are performed, and user’s hands and eyes
are occupied. Typical examples include industrial installation and maintenance tasks [86].
Second, voice input is efficient and expressive. It helps to select from large sets of possible
values in categories, and people have names for the things they need to talk about, and it
can communicate abstract concepts and relations.

Speech is also a natural way for people to communicate and it is often preferred over
other modalities. Especially communication with virtual characters is expected to take place
in a spoken, natural manner. This requires, however, not only robust speech recognition,
but also sophisticated dialogue modeling techniques. Luckily, modern (spoken) natural-
language dialogue systems can be applied to XR. The resulting human-like conversational
embodied characters can be efficient guides in many applications.

Speech is a relatively slow-output method if large amounts of content are played
out. Most people can read faster than they can talk or listen. However, both listening
and reading in XR environments differ greatly from a desktop or mobile environment.
The rendering of text is more challenging in XR environments than on screen. Spoken
output is often private as users wear headphones, and their eyes are typically focused on
other tasks. Noisy environments can make both speech input and output challenging, but
noise-canceling can reduce the effects of noise even completely.

Error management is critical in speech-based interaction. The user must be kept
aware of how the system recognizes their speech and there must be ways to correct the
situation. Error management may take significant time, reducing the interaction efficiency.
Combining voice input with gestures, gaze, or other modalities can be efficient.

Natural language is weak when one needs to communicate about direction, distances,
and detailed spatial relations. For navigation, using place and object names can be efficient
via speech. Speech can also be used as an element of multimodal communication, where
modalities together can overcome each other’s weaknesses. The combination of speech
and pointing gestures is a natural match (e.g., the “Put That There” system [14]).

Lately, Google Project Guideline (https://blog.google/outreach-initiatives/accessi
bility/project-guideline/) accessed on 1 December 2021, has helped a blind man to run
unassisted. AI approaches are becoming commonplace also for other senses, and this may
have seminal implications on the development of multimodal user interfaces.

https://blog.google/outreach-initiatives/accessibility/project-guideline/
https://blog.google/outreach-initiatives/accessibility/project-guideline/


Multimodal Technol. Interact. 2021, 5, 81 11 of 34

4.2.3. Exhalation Interfaces

An exhalation interface is a specialized method of gestural interaction, albeit rarely
used. It can provide a limitedly controlled hands-free interaction and it is almost always
available. Blowing is useful, discreet, and quick when the user’s hands are preoccupied
with another task. It is typically based on microphones, thus being a part of auditory
interaction. Breathing or blowing as an interaction method has been used for VR art,
play, and entertainment (e.g., [99,100]). Numerous tiny microphones can be fitted onto
a VR headset near the mouth. It has also been proposed for computer, mobile phone, or
smartwatch UIs (e.g., [101]).

Sra et al. [99] proposed four breathing actions as a directly controlled input interaction
for VR games. Their user study showed that breathing UI was found to provide a higher
sense of presence and be more fun. They also proposed several design strategies for
blowing with games. Chen et al. [101] used a headset microphone as a blowing sensor and
classified the input to improve the measuring accuracy. Interaction is limited, as people
cannot skillfully control many forms of blowing. Their user tests indicated that blowing
improves users’ interest and experience.

4.3. Haptics

The word “haptics” (Greek “haptesthai”) relates to the sense of touch. Psychology and
neuroscience study human touch sensing, specifically via kinesthetic (force/position) and
cutaneous (tactile) receptors, associated with perception and manipulation. Kinesthetics is
related to human movements, balance, and acceleration. Kinesthetic and tactile senses are
closely intertwined. In HCI and XR interaction, haptics are generally specified as natural
or simulated touch feedback between components, devices, humans and real, remote, or
simulated environments, in various combinations [102]. This chapter looks at current
technologies to create and deliver meaningful haptic feedback for XR interaction.

The sense of touch provides a wealth of information about our environment. Touch
is delicately and marvelously built, consisting of a complex interconnected system and
pervading the entire body. It comprises cutaneous inputs from various types of mechanore-
ceptors in the skin and kinesthetic inputs from the muscles, tendons, and joints that are
closely integrated. This fine balance helps to provide a variety of information, such as
shapes and textures of objects, the position of the limbs for balance, and proprioception of
muscle [103] to manage the position and movement of the body.

Classical methods of looking at touch have segregated the various aspect into in-
dependent classifications. Earlier work by Asaga et al. [104], Kandel et al. [105], and
Proske and Gandevia [106] predominantly categorize touch to consist of kinesthetics and
tactility. According to Augstein and Neumayr [26], kinesthetics can be sub-divided into
“proprioception”, “equilibrioception”, and “kinematics”, whereas tactility encompasses
artificial and natural stimulation (temperature, pressure, vibration, etc.) of the various
mechanoreceptors in the skin. These taxonomies can be very useful in understanding
clinical elements of the sensing system or its interaction parameters with various parts
of the body, but as discussed by Oakley [107] and Barnett [108], usually more than one
element of stimulation is utilized, so such segregation may not always be necessary.

We take a more holistic approach towards identifying interaction devices to stimulate
various aspects of touch interaction. This chapter explores the role of both kinesthetics and
tactility for developing tools and techniques suitable to provide haptic feedback for XR
interaction and compares some existing devices that have been employed for it.

4.3.1. Utilizing Kinesthetics and Tactility to Create Meaningful Interaction

Robots, drones, vehicles, and other machinery can be controlled remotely or on-site
using VR or AR (e.g., [109–115]). They enable new ways of work and can enhance safety,
as dangerous places can be approached remotely. Most such systems provide visual and
auditory feedback. Often, haptics are a part of these systems in order to provide better
feedback and “feeling” of the operation.
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As discussed, cutaneous senses (touch) are responsible for sensations based on the
stimulation of receptors in the skin that are activated by, e.g., a touch on the forearm.
Proprioception refers to the sense of the position of the limbs, while kinesthesis is related
to the sense of movement. For example, during a handshake, information of grip-strength
and up-and-down movement of the hand is received through proprioception and kines-
thesis, while skin texture and subtle variation of the stretched skin are relayed through
tactile sensation collected by the mechanoreceptors. Therefore, haptic devices artificially
recreate the various touch sensations for a communication interface between humans and
computers (e.g., in interactive computing, virtual worlds, and robot teleoperation). Specific
mechanoreceptors in the skin need to be stimulated to produce expedient sensations of
touch. To enhance realism and human performance in XR, artificial stimulation of various
receptors in the body needs to be calibrated for specific application environments.

Tactile feedback is usually provided in direct contact with skin, which seems intuitive
for the sensation of touch. There are several surveys on haptics in general (e.g., [103,116–118]),
and recent surveys on haptics for VR [119]. Although some haptic systems highlighted in
these surveys can provide both kinesthetic and tactile feedback, most systems focus on one
or the other. This is because kinesthetic and tactile receptors may overlap or supersede
each other during various interactions; therefore, the perception of complex signals may
not be as intended. Such systems need to be dynamically adjusted to ensure that natural
haptic feedback can be relayed to the user.

Another issue to consider is the fact that the fidelity of current tactile display tech-
nologies is very rudimentary compared with audiovisual displays or the capabilities and
complexity of human tactile sensing [103]. The shortcomings amount to several orders of
magnitude [120]. Many shortcuts and approximations for features such as device DoF, re-
sponse time, workspace, input/output position and resolution, continuous and maximum
force and stiffness, system latency, dexterity, and isotropy must be used to mass-produce
haptic displays for general use. As haptics constitute a personalized method of interaction,
any approach can create inconsistent outputs. Moreover, tactile interaction devices generate
encoded signals only to the skin which may contribute towards lower information transfer
rate and higher cognitive load as compared with visual and auditory modalities. Having
said this, when other modalities are restricted, even low-resolution haptic feedback can
improve user experience substantially. In any case, end-to-end communication needs to
happen with minimum latency to ensure that the multimodal experience is natural and
immersive across all the available modalities.

Additionally, an approach to develop meaningful touch interaction is to separate
discriminative touch and emotional touch [121]. Humans rely on discriminative touch
when manipulating objects or exploring their surroundings. Emotional touch becomes
activated via a range of tactile social interactions such as grooming and nurturing. In this
section, we focus on discriminative touch and discuss the most relevant techniques for it.

Haptic feedback has the potential to greatly enhance the immersion, performance,
and quality of the XR interaction experience [103,119], but the current technology is still
very limited. The lack of realistic and natural haptic feedback prevents deep immersion
during object contact and manipulation. It can be disappointing and confusing to reach
toward a visually accurate virtual object and then feel rudimentary (or no) tactile signals.
Most conventional implementations of haptic devices provide only global vibrotactile
feedback. In some cases, such devices are easy to use; however, they lack the resolution
and functionality necessary for immersive XR interaction. In recent years, research and
commercial haptic devices have been specifically developed for XR interaction. These
include gloves, full-body suits, wearables with skin-integrated adhesive bandages or
patches [122,123], dedicated hand-helds with dynamic tactile and kinesthetic surfaces, and
customized HMDs with onboard tactile feedback (e.g., [82,124,125]). This section explores
the currently available technologies and devices suitable for multimodal XR interaction
and highlights possible future implementation paths.
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4.3.2. Tactile Feedback
Non-Contact Interaction

Mid-air gestures may partly replace hand-held controllers and create a more seamless
interaction space. However, such non-contact interaction lacks tactile feedback, which
can feel unnatural and can lead to uncertainty. The ability to ‘feel’ content in mid-air can
address usability challenges with gestural interfaces [96].

Using calibrated ultrasound [126–128] or pneumatic transducer arrays [129], re-
searchers have been successful at bringing complex 3D virtual objects to the physical
space. Mid-air tactile feedback is unobtrusive and maintains the freedom of movement. It
can improve user engagement and create a more immersive interaction experience.

Ultrasound haptics create acoustic radiation force, which produces small skin defor-
mations and thus elicit the sensation of touch. They have been combined with some 3D
displays (e.g., [130]) and VR systems [131–134]. The array can be placed, for example, on
a table in front of the HMD user [131,133], or directly on the HMD [134], as depicted in
Figure 3. The user can see objects through an HMD and feel them in mid-air.

Figure 3. (Left) Mixed reality ultrasound haptics with the array in a fixed position [133]. Credit:
Immersion. (Right) Mid-air ultrasound haptics with the array in front of a VR HMD [134]. Credit: I.R.

Research on the perception of mid-air ultrasound haptics suggests that the technique
can provide similar properties as vibrotactile feedback on the perceptibility of frequencies.
A good form of feedback for a button click is a single 0.2 s burst of 200-Hz modulated
ultrasound [135]. The average localization error of a static point is 8.5 mm [136]. Linear
shapes are easier to recognize than circular shapes.

Recent ultrasound actuators are only 1 mm thin. In the future, flexible printed circuit
technology could enable transparent ultrasonic emitters [137], which could be pasted onto
a visual display, and it could also bring down the cost significantly.

Surface-Based or Hand-Held Interaction

Most haptic systems rely on surface-based interaction to track and deliver vibrotactile
feedback. Touchscreens and smart surfaces augment virtual objects and environments.
Systems such as the Haptic Stylus [138] use a discrete point on touchscreen to locate and
tract interaction and to deliver tactile and kinesthetic feedback. It regulates a physical
manipulandum linked to the virtual environment.

Smartphones have been utilized as either tools [139] or the core platform [140] for XR
interaction. Initiatives such as Google’s Cardboard VR, Samsung’s Gear VR, and Apple’s
AR kit extend a conventional smartphone to become a rudimentary XR platform. The
Portal-ble system [141] utilizes the visual interface of a mobile device but uses rear-mounted
sensors to track the user’s hands in real-time.

Other techniques such as “inFORCE” [142] use projection displays to overlay virtual
objects to the user’s physical workspace, whereas selected tangible objects provide tactility
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needed to complete the immersion. Similar techniques have been used in various mixed
interaction environments from creating augmented eating experiences [143,144] to complex
training procedures [145–147].

However, the techniques either require custom-designed interaction surfaces or novel
hand-held devices that need to be mapped to the virtual environment in real-time to
provide meaningful tactile or kinesthetic experiences in combination with other modalities.
For example, the PlayStation 5 dual sense controller allows the user to experience various
kinesthetic (through adapted trigger buttons) and tactile signals (through individually
actuated wings). However, it needs a dedicated encoded haptics layer on top of the visual
and auditory layers. Encoding the relevant information across the different modalities
needs to be done in such a way that no one overpowers the rest and is fast enough.

4.3.3. Kinesthetic Feedback

Force feedback devices sense the position and movements of body parts and generate
forces to alter the position of body parts (e.g., exoskeletons or moving platforms). Equilib-
rioception interfaces can sense or alter user’s balance (e.g., Wii balance board, 4D cinema
chairs). Kinematics interfaces can sense or alter user’s acceleration (e.g., 4D cinema chairs,
Voyager® VR chairs).

Audi Holoride [148] is a gaming/VR kinematics platform for car backseat passengers.
Instead of causing motion sickness on top of carsickness, it takes advantage of the car stops,
accelerations, bends, etc. and transports users to a virtual environment. The motions of
the virtual world and the car are in synchrony, and hence the car becomes a locomotion
platform. It even seems to reduce symptoms of motion sickness and nausea.

Wearable Device Interaction

Wearable devices using Bluetooth connections and integrated actuation components
can relay basic tactile and kinesthetic information to the user. Gloves, rings, wristbands,
and watches can serve as an always-on interface between events and triggers within the
virtual environment and the physical space. In some cases (fitness tracker and rings), the
onboard sensor can provide tracking or movement information which can be relayed to
the XR device to improve the overall experience.

However, in most cases, their haptic output is very basic. As they and their batteries
are small, they cannot reliably generate sensible feedback for extended sessions. Lastly,
they utilize wireless connections that prioritize efficiency over low latency, which translates
to unreliable haptic output.

Gloves that track the user’s movements and deliver tactile/kinesthetic feedback to a
very sensitive part of the body in real-time are an ideal tool for XR interaction. However,
existing haptic gloves can restrict the user’s natural motion, have limited output force, or
be too bulky and heavy to be worn for extended interaction sessions [149].

Until recently, the only reliable force-feedback gloves were the CyberGrasp™ of Im-
mersion Corp (now CyberGlove Systems) [150] or the Master II of Rutgers University [151].
These and other similar prototype devices used DC motors, artificial muscles, shape mem-
ory alloys, or dielectric elastomers to create finger movements and tactile stimulation on the
hand. However, as VR/AR interaction has become more mainstream, private companies
have started to develop haptic gloves. Companies like HaptX, VRgluv, and Tesla have
complex exoskeleton-based force feedback devices that are reliable and manageable for
extended sessions.

These devices boost five finger interaction and wireless solutions with enhanced de-
grees of freedom (5–9 DoF) and can concurrently provide actuation and tracking. Exoskele-
tons ensure that sufficient force feedback can be generated for an immersive experience,
but they have also some limitations. Firstly, most of the devices are work-in-progress
and lack reliable driving. Custom haptic encoding and tactile layers need to be added
to virtual environments to control each device. Moreover, most of the devices cannot
sense environmental and user-specific forces during the interaction, which can make them
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susceptible to overdriving the force feedback motor mechanism. Furthermore, even though
some of these devices use lightweight alloys, the exoskeleton gloves still weigh 500 g (each)
or more. Lastly, as most of these commercial products have not been extensively tested,
results on user perception and long-term user experience are limited.

Wearable haptic devices have the potential to create more immersive feedback for XR
interaction than previously. There is a growing academic and commercial interest in the
field. Table 1 shows current and upcoming haptic gloves and their technical specifications.
We excluded mocap gloves, which only track hand movements but do not give haptic
feedback. A comprehensive list of mocap gloves can be found in a recent review [152].

Table 1. Currently available haptic gloves and their specifications (revised and updated from [153]).

Device Type Fingers Wireless Actuator Force
Feedback

Tactile
Feedback

Hand
Tracking

Active
DoFs

Weight
(g) Price

Gloveone 1 Glove 5 yes Electromagnetic no yes yes 10 na 499 €

AvatarVR 2 Glove 5 yes Electromagnetic no yes yes 10 na 1100 €

Senso Glove 3 Glove 5 yes Electromagnetic no yes yes 5 na $599

Cynteract 4 Glove 5 yes Electromagnetic yes no yes 5 na na

Maestro 5 Glove 1 yes Electromagnetic no yes yes 5 590 na

GoTouchVR 6 Thimble 1 yes Electromagnetic yes yes yes 2 20 na

Exo-Glove Poly 7 Thimble 1–3 no Soft Polymer (20–40N) yes yes no na 194 na

Prime X Series 8 Glove 5 yes Electromagnetic no yes yes 9 na 3999 €

CyberGrasp 9 Exosk. 5 no Electromagnetic yes yes yes 5 450 $50,000

Dextarobotics 10 Exo-Gloves 5 + 5 yes Electromagnetic yes yes yes 11 320 $12,000

HaptX 11 Exosk. 5 no Pneumatic yes yes yes na na na

VRgluv 12 Exosk. 5 yes Electromagnetic yes yes yes 5 na $579

Sense Glove 1 13 Exosk. 5 yes Electromagnetic no yes yes 5 300 999 €

Sense Glove N 14 Exosk. 5 yes Electromagnetic yes yes yes 24 na 4500 €

HGlove 15 Exosk. 3 no Electromagnetic yes yes no 9 750 30,000 €

Noitom Hi5 16 Glove 5 yes Electromagnetic no yes yes 9 105 $999

Sensoryx VR Fr 17 Glove 5 + 5 yes Electromagnetic no yes yes 10 na 600 €

Tesla Glove 18 Exosk. 5 yes Electromagnetic 3 × 3
display/finger yes yes yes 9 300 $5000

ThermoReal Plus 19 HMD, glove,
sleeve 1 pt yes Thermal feedback (hot

& cold stimulation) no yes no na na na

WEART Thimble 20 Thimbles 3 yes Electromagnetic and
Thermal actuation yes yes yes na na $3999

1 Gloveone—https://sensorialxr.com/. 2 AvatarVR haptic glove—https://sensorialxr.com/. 3 Senso DK3 glove—https://senso.me/.
4 Cynteract Rehabilitation Glove—https://cynteract.com/. 5 Maestro Gesture control and Drone operation Glove—http://maestroglo
ve.com/. 6 GotouchVR—VRtouch glove—https://www.gotouchvr.com/. 7 Exo-Glove—https://www.wevolver.com/wevolver.staff/
exo.glove. 8 Manus Prime X glove—https://www.manus-vr.com/haptic-gloves. 9 CyberGrasp’s CyberForce CyberTouch 1 &2, haptic
gloves—http://www.cyberglovesystems.com/cybergrasp#specs. 10 Dexmo Glove—https://www.dextarobotics.com/. 11 HaptX DK2
Glove—https://haptx.com/. 12 VRGluv—https://www.vrgluv.com/enterprise. 13 Sense glove DK1—https://www.senseglove.com/.
14 Sense Glove Nova VR Training glove—https://www.senseglove.com/nova/. 15 Haptions HGlove—https://www.haption.com/fr/pro
ducts-fr/hglove-fr.html. 16 Noitom’s Hi5 Haptic Glove—https://www.noitom.com/hi5-vr-glove. 17 SensoryX VRfree Tactile Gloves—
https://www.sensoryx.com/products/vrfreehaptics/. 18 Tesla Exo Glove—https://teslasuit.io/blog/teslasuit-introduces-its-brand-n
ew-vr-gloves/. 19 Thermoreal Glove, HMD, and sleeve—http://tegway.co/bbs/board.php?bo_table=product&sca=Game&lang=en.
20 https://www.weart.it/touchdiver/ (accessed on 1 December 2021).

Multi-Device and Full-Body Interaction

Another method of providing tactile and force feedback is to use multiple wearable
devices that either interact with each other or communicate with the system to provide a
comprehensive haptic experience. Some adaptations of this technology can create large-
area stimulation through smart clothing [154] or through small puck-like devices (AHD,
Autonomous Haptic Devices) that can be attached to any part of the body [155]. However,
these techniques do not provide full-body tracking and interaction, which can be very
useful in complex XR environments.

https://sensorialxr.com/
https://sensorialxr.com/
https://senso.me/
https://cynteract.com/
http://maestroglove.com/
http://maestroglove.com/
https://www.gotouchvr.com/
https://www.wevolver.com/wevolver.staff/exo.glove
https://www.wevolver.com/wevolver.staff/exo.glove
https://www.manus-vr.com/haptic-gloves
http://www.cyberglovesystems.com/cybergrasp#specs
https://www.dextarobotics.com/
https://haptx.com/
https://www.vrgluv.com/enterprise
https://www.senseglove.com/
https://www.senseglove.com/nova/
https://www.haption.com/fr/products-fr/hglove-fr.html
https://www.haption.com/fr/products-fr/hglove-fr.html
https://www.noitom.com/hi5-vr-glove
https://www.sensoryx.com/products/vrfreehaptics/
https://teslasuit.io/blog/teslasuit-introduces-its-brand-new-vr-gloves/
https://teslasuit.io/blog/teslasuit-introduces-its-brand-new-vr-gloves/
http://tegway.co/bbs/board.php?bo_table=product&sca=Game&lang=en
https://www.weart.it/touchdiver/
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Full-body motion reconstruction and haptic output for XR enable better interaction
and a higher level of immersion [156]. Such XR applications need to track user’s full-body
movements and provide real-time feedback throughout the body [157].

Slater and Wilbur [158] illustrated that XR immersion requires the entire virtual
body, whereas presence requires the user to also identify with that virtual body (virtual
self-image). In other words, for a high sense of presence, the users must recognize the move-
ments of their virtual body as their own movements and be able to sense the interaction in
real-time to achieve virtual immersion [159].

Research into full-body haptic stimulation is being carried out focusing on wearable
clothing. Although there are several wearable tracking solutions (PrioVR, Perception
Neuron 2.0, Smartsuit Pro, Xsens, etc.), most of them only focus on tracking full body or
joint movements. Some startups and research labs are developing full-body vibrotactile
and kinesthetic feedback using electromagnetic and microfluid actuation technologies.
Some of them are still work in progress, whereas many are extensions of wearable devices
(i.e., gloves).

As XR is becoming more mainstream, and as realistic haptic feedback is largely missing
from XR, commercial interest has evolved, and there are many companies offering data
suits. Table 2 shows a selected list of some of the currently available or upcoming full-
body haptic suits and their technical specifications. Their technical level and prices vary
significantly. The prices of haptic data suits are not yet suitable for average consumers, but
they are useful for many professional, industrial, and training applications.

Locomotion Interfaces

Locomotion interfaces enable users to move in a virtual space and make them feel as
if they indeed are moving from one place to another [160,161] when, in reality, they are just
moving on a pneumatic or some other motion platform. VR can also trick the user visually
to feel that they are walking straight when they are actually walking in circles. In a review
by Boletsis [162], real walking, walking-in-place, controllers, and redirected walking were
the most usual locomotion techniques.

Applications that require users to traverse virtual space often rely on UI tools such
as teleportation, avatars, blinking, tunneling, etc. However, each technique may have its
issues, especially concerning motion sickness. This is because in a typical implementation,
the system is using head or hand-based locomotion. Recently, wearable devices and sensors
coupled with HMDs provide hip-based tracking (e.g., DecaMove sensor [54]). A hip tracker
makes inverse kinematics and body tracking easier and reduces motion sickness by using
hip-based instead of hand or head-based locomotion.

Locomotion by walking supports the user’s spatial understanding and helps wayfind-
ing. Redirected walking is useful when the space is limited. It distorts the perceived
environment so that the user feels to walk normally even though movements are truncated.
Locomotion by walking can use treadmills, where the user can walk naturally while the
floor below them is moving—even in any direction. Other ways are curved, slippery
walking platforms (keeping the user at the same spot), where the user stepping in place,
or sitting on a chair and wearing movement-sensing slippers (e.g., Cybershoes for Oculus
Quest ((https://www.kickstarter.com/projects/cybershoes/cybershoes-for-oculus-quest)
accessed on 1 December 2021). Another approach is a “VR hamster ball” VirtuSphere, which
fully surrounds the user and enables them to walk in any direction. Large robotic arms car-
rying a seated user is one way to create wild sensations of motion. Various locomotion plat-
form products include Kat walk ((https://www.kat-vr.com/pages/kat_walk_c) accessed
on 1 December 2021), Infinadeck ((https://infinadeck.com/) accessed on 1 December 2021),
Omnideck ((https://www.omnifinity.se/) accessed on 1 December 2021), Stewart platform
((https://en.wikipedia.org/wiki/Stewart_platform) accessed on 1 December 2021), and
3dRudder ((https://www.3drudder.com/) accessed on 1 December 2021).

https://www.kickstarter.com/projects/cybershoes/cybershoes-for-oculus-quest
https://www.kat-vr.com/pages/kat_walk_c
https://infinadeck.com/
https://www.omnifinity.se/
https://en.wikipedia.org/wiki/Stewart_platform
https://www.3drudder.com/
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Table 2. A list of currently available full-body haptic suits and their specification for VR/XR interaction.

Device Coverage Tracking Feedback Type Haptic Library Dev. API HMD Platform Price ($)

Nullspace VR 1

32 independent
zones (chest,

abdomen, shoulders,
arms & hands)

Yes
Vibrotactile (via

Bluetooth &
wired)

Fixed 117 effects
with

customization
effects editor

Unity 3D
Multiplatform
with 3rd party

tracking
299 (vest only)

Tesla Suit 2

Full body suit,
80 embedded
electrostatic

channels

Yes,
biometrics,

10 MC sensors

EM Vibrotactile
(via Bluetooth)

Customizable:
from 1–300 Hz,
1–260 ms and
0.15 A/chan.

Unity 5 and
Unreal Engine 4 Multiplatform

13,000
(suit and
gloves)

Axon VR/HaptX 3 Full body suit,
gloves, and pads

Yes, magnetic
motion
tracking

Vibrotactile,
micro-fluidic,

force feedback
exoskeleton

Temperature,
vibration,

motion, shape,
and texture

Unity 5, Unreal
Engine, Steam

VR HaptX SDK
Multiplatform

N/A
enterprise
solution

Tactsuit x16
Tactsuit x40
(bHaptics) 4

Full body suit,
gloves, pads, and

feet guard, 70 zones
(x16, x40)

Yes

Vibrotactile
Bluetooth
actuator
versions:
x16, x40

Customizable Unity 5, Unreal
Engine Multiplatform

x16 = 299
x40 = 499
(pre-order

price)

Rapture VR 5 HMD and Vest by
uploadVR Yes Vibrotactile N/A Unity 5, Unreal

Engine
Only for VOID

Experience N/A

Synesthesia Suit 6 Vest, gloves, and
pads, 26 active zones Yes Vibrotactile

Customizable
(triggered by

audio feedback)

PS VR, Unity 5,
Unreal Engine

Multiplatform
including

PlayStation

Under
development

Hands Omni 7 Gloves, vest, pads,
treadmill Yes Vibrotactile Customizable Unity 5, Unreal

Engine Multiplatform Enterprise
solution

HoloSuit 8
Glove, jacket &

pants, 40 sensors,
nine actuation elem.

Yes Vibrotactile Customizable Unity, UE 4 and
Motion-Builder Multiplatform Under

development

Woojer 9

Vest (two actuators
at sides, back, front)

and Waist straps
(one actuator)

No

Vibrotactile,
audio (1–200 Hz)

& TI wireless
control

Customizable
(triggered

along-side audio
feedback)

Used over any
audio-based

interface
Multiplatform/open Vest 349

Strap 129

NeoSensory
exoskin VR suit 10

Haptic jacket, vest
& wrist,

32 actuation motors
No

Vibrotactile,
adjustable freq.

signals
Customizable Custom SDK,

Unity, and UE Multiplatform
400 SDK and

developer
package

Shockwave 11

(Kickstarter)

Vest, and wearable
straps (on the legs)
with eight zones

Fullbody,
eight IMUs
(wireless)

64 vibrotactile
feedback

(HD haptics)
Customizable Unity, Unreal

Engine 4

Most VR
headsets

(requires dev.
support)

300 for
Kickstarter

1 VRFocus—NullSpace VR Suit—https://www.vrfocus.com/tag/nullspace-vr/. 2 Modular Tesla Suit—https://teslasuit.io/. 3 HaptX
(previously known as AxonVR) Gloves, pads, and vest—https://haptx.com/virtual-reality/. 4 bHaptics’s fullbody suit—https://ww
w.bhaptics.com/. 5 Rapture VR’s “The Void” headset and vest—https://uploadvr.com/void-rapture-ted/. 6 RezInfinite’s Synesthesia
Suit—https://rezinfinite.com/synesthesia-suit/. 7 Hands Omni & Omni Addons—https://www.virtuix.com/. 8 Holosuit: Indian Military
Robotic Drone Suit—https://www.holosuit.com/. 9 Woojer Vest and Strap for VR interaction—https://www.woojer.com/. 10 Neosensory
ExoSkin Vest and Strap—https://neosensory.com/. 11 Shockwave Multipurpose suit—https://www.kickstarter.com/projects/111003386
9/shockwave (accessed on 1 December 2021).

Tongue Interfaces

Tongue gestures can be used for discreet, hands-free control, and they match well
with XR systems. The tongue is a fast and precise organ, comparable to the head, hands,
or eyes for the purposes of user interaction. Tongue UI is currently used mostly as an
experimental or assistive technology. Tongue movements, including sticking it out of the
mouth or onto the cheek, can be tracked with a camera. Other approaches are, e.g., an
array of pressure sensors on the user’s cheek or on a mask [163], a wearable device around
ears to read tongue muscle signals, EMG signals detected at the underside of the jaw, or
intraoral electrode or capacitive touch sensors on a thin mouthguard [164].

Dynamic Physical Environments and Shape-Changing Objects

Dynamic physical environments can be tethered to virtual environments to enhance
immersion. The physical elements relay physical forces to virtual actions. Various adap-
tations of the Haptic Floor [165,166] are prime examples of this. Individual segments of
the floor pivot or vibrate to support visual and auditory feedback. Each segment of the
floor acts as an individual pixel within the interaction scheme, and it provides meaningful
tactile and kinesthetic information enhancing the experience.

https://www.vrfocus.com/tag/nullspace-vr/
https://teslasuit.io/
https://haptx.com/virtual-reality/
https://www.bhaptics.com/
https://www.bhaptics.com/
https://uploadvr.com/void-rapture-ted/
https://rezinfinite.com/synesthesia-suit/
https://www.virtuix.com/
https://www.holosuit.com/
https://www.woojer.com/
https://neosensory.com/
https://www.kickstarter.com/projects/1110033869/shockwave
https://www.kickstarter.com/projects/1110033869/shockwave
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Other dynamic environments track the user’s physical and virtual movements and
supplement auxiliary support or cues with artificial forces. The ZoomWalls [167] creates
dynamically adjustable walls that simulate a haptic infrastructure for room-scale VR.
Multiple movable wall segments track and follow the user, and, if needed, orient the user
to their artificial surroundings by simulating virtual walls, doors, and walkways.

Another such environmental haptics feedback is the CoVR system [168], which utilizes
a robotic interface to provide strong kinesthetic feedback (100 N) in a room-scale VR arena.
It consists of a physical column mounted on a 2D Cartesian ceiling robot (XY displacements)
with the capacity of resisting body-scaled users’ actions such as pushing or leaning and
acting on the users by pulling or transporting them. The system is also able to carry
multiple potentially heavy objects (up to 80 kg) which users can freely manipulate within a
joint interaction environment. However, in both cases, virtual and physical tracking plays
a crucial role. Several elements are needed to follow the interacting user in real-time. This
can be an issue if the HMD has limited or no visual passthrough capabilities, as users may
bump into these objects or each other.

However, dynamically adjustable environmental interaction is a new research area and
novel solutions may enhance the usability and efficiency of similar approaches. Researchers
from Microsoft have created the PIVOT system [169], a wrist-worn haptic device that
renders virtual objects into the user’s hand on demand. PIVOT uses actuated joints that
pivot a haptic handle into and out of the user’s hand, rendering the haptic sensations of
grasping, catching, or throwing an object anywhere in space. Unlike existing hand-held
haptic devices and haptic gloves, PIVOT leaves the user’s palm free when not in use.
PIVOT also enables rendering forces acting on the held virtual objects, such as gravity,
inertia, or air-drag, by actively driving its motor while the user is firmly holding the handle.
Authors suggest that wearing a PIVOT device on both hands can add haptic feedback to
bimanual interaction, such as lifting larger objects.

4.4. Olfaction

The sense of smell is known as a chemical sense because it relies on chemical trans-
duction. The sense of smell and scents in HCI are more difficult to digitize compared
with sounds and light (Obrist et al., 2016). Scents have been underrepresented in VR [19].
However, the technology for enabling scents in XR is advancing rapidly. An increasing
body of research shows that scents affect the user in numerous ways. For example, scents
can enrich the user experience [19,170], increase immersion [171], sense of reality [172] and
presence [173], affect emotion, learning, memory, and task performance [174], and enhance
training experience, e.g., in shopping, entertainment, and simulators [175–177].

The easiest way to deliver scents to an XR user is to utilize ambient scent [178] which
is lingering in the environment [179]. It can be created with various scent-emitting devices,
but it is difficult to rapidly change one scent to another or change its intensity unless the
space is small (e.g., the sensory reality pods by Sensiks Inc.). Active directing of scented air
with a fan or air cannon enables a little more control.

Scented air can be directed from a remote scent display to an HMD with tubes [180].
Alternatively, it is possible to produce more compact scent displays that are attached
to a VR controller [181], worn on the user’s body [182], or connected directly to the
HMD [173,183–185]. The advantages of wearable scent display typically include better
spatial, temporal, and quantitative control because the scents can be delivered near or in
the nostrils. Figure 4 illustrates these more precise approaches to deliver scents and shows
a recent scent display prototype on an HMD.

Before scents can be delivered to a user, they must be vaporized from a stocked form
of odor material. Typical solutions are natural vaporization, accelerated vaporization by
airflow, heating, and atomization [186]. A limiting factor in all scent displays is the number
of possible scents that can be created, typically 1–15 scents. Recent research indicates that it
could be possible to synthesize scents on demand by creating a mixture of odorants that
humans perceive as the original scent [187]. This is a major step towards technology that
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digitizes and reproduces scents, similarly to what is possible by recording sounds and
taking photographs.

Figure 4. Alternative scent delivery methods suitable for XR [186]. An example of a scent display
suitable for XR applications. Credit: J.R.

4.5. Gustation

Taste (gustation) is also a chemical sense and is even less often used than olfaction,
especially in XR [177]. Taste perception is often a multimodal sensation composed of
chemical substance, sound, smell, and haptic sensations [188]. Taste perception largely
originates from the sense of smell [189] because scents travel through orthonasal (sniff) and
retronasal (mouth) airways while eating. Many XR applications such as those aimed for
augmenting flavor perception have therefore used scents [185,190] instead of attempting to
stimulate the sense of taste directly. It is also possible to develop technology for stimulating
specifically the sense of taste, targeting one or more of the five basic taste sensations that
taste buds can sense: salty, sweet, bitter, sour, and umami.

The three main approaches to creating taste sensations are ingesting chemicals, sensing
electrical stimulation on the tongue, and using thermal stimulation [191]. TasteScreen [192]
used a questionable method of users licking a computer screen with a layer of flavoring
chemical. Vocktail [193] used a glass with embedded electronics for creating electrical stim-
ulation at the tip of the tongue. There is significant interpersonal variation in the robustness
of taste perception resulting from electrical stimulation [194,195]. Therefore, it often uses
simultaneous stimulation of other senses. The third approach, thermal stimulation, was
used in the Affecting Tumbler [196], a cup designed for changing the flavor perception of a
drink by heating the skin around the user’s nose.

Even though initial empirical findings have suggested that the prototypes can alter
taste perceptions (e.g., [196]), more research is needed. Taste stimulation typically requires
other supporting modalities to create applications that are meaningful, function robustly,
and are pleasant to use. Compared with other modalities, we are still in the early stages of
development for taste [176]. However, HMDs and other wearable devices for XR offer a
good technological platform for further development.

4.6. Brain-Computer Interface (BCI)

Many potential future UIs are based on measured bioelectrical signals near or in
brains (BCI), or in tissues, organs or the nervous system, or feedback given through bio-
electrical signals. These include electroencephalogram (EEG), electrocardiogram (ECG),
electromyogram (EMG), electrooculography (EOG), mechanomyogram (MMG), magne-
toencephalogram (MEG) and galvanic skin response (GSR).

The ultimate interface would be a “mind-reading” direct link between a user’s
thoughts and a computer. BCI is two-way (input and output) communication between the
brain and a device, unlike one-way neuromodulation. BCI is not a sense per se, but it by-
passes all human sensors and nerves and stimulates the brain directly and non-invasively
with various signals to create synthetic sensations (output) or to interpret electric brain
signals (input). Feeding visual, auditory, haptic, taste, smell, or other sensations directly
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to the brain could open up entirely new avenues for XR, but this is presumably still far
in the future. To illustrate the potential, there is an intriguing sci-fi movie, Brainstorm
(https://www.youtube.com/watch?v=cOGAEAJ4xJE&t=1385) accessed on 1 December 2021
(1983), describing the neuromodulation and BCI sensory feeding. Human senses can also
be bypassed in several points of action [197]. Figure 5 depicts some possible access points
to create a visual sensation.

Figure 5. Light is normally delivered through the lens and pupil (1) to the retina. Alternative non-
invasive ways are to bring light directly through the tissue to the retina (2), or to elicit phosphenes in
the optic nerve (3) or in the visual cortex of brain (4). [197].

BCI input can be based on surgically implanted prostheses (which is usually more
effective), or external, non-invasive devices such as EEG sensors [198]. There are several
non-invasive neuroimaging methods, such as electroencephalography (EEG), functional
magnetic resonance imaging (fMRI), and functional near-infrared spectroscopy (fNIRS).
EEG is currently the most widely used for VR. Several non-invasive commercial devices can
read human brain activities (e.g., Emotiv, NextMind, MindWave, Neuroware, Open BCI,
Brain Co, Neurosity, iDun, Paradromics, Looxidlabs, or NeuroSky). They use it as an input
to perform actions with computers or other devices. At least Looxid Labs already sells EEG
headsets that can be retrofitted to HMDs. However, their capabilities are extremely limited,
and they suit only very simple tasks.

HMDs can have various physiological sensors close to the skin, eyes, and skull. The
PhysioHMD system [199] (see Figure 6) merges several types of biometric sensors to an
HMD and collects sEMG, EEG, EDA, ECG, and eye-tracking data. EEglass [200] is a
prototype of an HMD employing EEG for BCI. Luong et al. [201] estimated the mental
workload of VR applications in real-time with the aid of physiological sensors embedded
in the HMD. Barde et al. [202] carried out a review on recording and employing the user’s
neural activity in virtual environments.

Neuralink Inc. (http://www.neuralink.com/) accessed on 1 December 2021 has
demonstrated Gertrude, a pig with a coin-sized computer chip implant, and recently also a
monkey playing video games using its mind. Human experiments are due soon, and they
intend to achieve a variety of things, e.g., to solve ailments such as memory or hearing
loss, depression, insomnia, or restoring some movement to people with quadriplegia.
Ultimately, they hope to fuse humankind with artificial intelligence.

The feedback (output) can be administered through brain stimulation using various
methods. Transcranial magnetic stimulation (TMS) and transcranial-focused ultrasound
stimulation (tFUS, TUS) are some possible non-invasive feedback methods. TMS has been
used, for example, for helping a blindfolded user to navigate a 2D computer game only
with direct brain stimulation [203]. tFUS has superior spatial resolution and the ability to
reach deep brain areas. TMS, tFUS [204], and other brain stimulation methods can also
elicit synthetic visual perception (phosphenes) when applied onto the visual cortex, even
though phosphenes are very coarse with current methods.

https://www.youtube.com/watch?v=cOGAEAJ4xJE&t=1385
http://www.neuralink.com/
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Figure 6. PhysioHMD records physiological data through the contact with the skin (credit: Guillermo
Bernal, https://www.media.mit.edu/projects/physiohmd/overview/, accessed on 1 December
2021, image cropped).

BCI-XR research is high-risk, high-reward work. Potentially, it is a very disruptive
technology, and closely related to human augmentation [93,205]. However, the few con-
ducted experiments on creating realistic synthetic sensations have very underwhelming
results so far. On the other hand, input through EEG or EMG has achieved better, but very
limited results.

BCI is still very rudimentary in its capabilities, and it is used mostly for special
purposes such as implanted aid for paralyzed people or to prevent tremors caused by
Parkinson’s disease. One practical line of research is to create a synthetic vision for blind
people. Recently, machine learning has helped, for example, to classify mental or emotional
states. BCI will have tremendous challenges with ethical and privacy issues.

4.7. Galvanism

Electromyography (EMG) and other biometric signal interfaces read the electrical
activity from muscles and EOG reads specifically the electrical activity of the muscles near
the eyes. This can be used for input in XR systems. EMG sensors can be attached to the
user’s muscles (e.g., Thalmic Labs’ discontinued Myo gesture control armband), wearables,
or datasuits. Bioelectrical signals can also be used for feedback. For example, Sra et al. [206]
added proprioceptive feedback to VR experiences using galvanic vestibular stimulation.

Some HMDs have embedded EMG or EOG physiological sensors. The beforemen-
tioned PhysioHMD system [199] merges several types of biometric sensors to an HMD,
including EMG. Barde et al. [202] carried out a review on recording the neural activity for
their use in virtual environments.

5. Discussion

Can XR systems in the year 2040 offer full immersion for all the user’s senses? Near-
perfect visuals and audio will be straightforward to implement, and effective kinesthetic,
haptic, and scent technologies are maturing, but there will be grand challenges and probably
insurmountable obstacles to produce, e.g., unencumbered locomotion or gustation systems.
Neuromodulation or BCI may allow a simpler way to produce different sensations. Yet,
again, this is task-, context-, and cost-dependent.

Perfectly seamless, unencumbered, and fluid interaction in HCI is not always required
or possible for all purposes. People use all kinds of instruments, devices, and tools
for various tasks in real life, so this style of interaction should also work well in XR.

https://www.media.mit.edu/projects/physiohmd/overview/
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Furthermore, the camera-based Kinect gesture sensor was unencumbered, but it never
became a long-lasting success story.

Even though the human perceptual system is delicately and meticulously designed,
it has some perceptual shortcomings which can be taken advantage of. Many shortcuts,
tricks, and approximations can be used to create satisfactory multimodal interaction that
makes the audiences believe they are seeing magic.

There are many emerging or disruptive technologies which are not directly interaction
methods or modalities, per se, but which may have immense implications for XR interaction
and HMD technology. Some of these include XR chatbots (agents), battery technology,
nanotechnology, miniaturization of sensors and actuators, IoT, and robots. New materials,
flexible sensor and/or actuator patches on the skin or earbuds, or rollable displays might
also be useful for unobtrusive HMDs. Distributed ledgers, social media, social gaming
in virtual environments (c.f., Facebook, Second Life), neuromodulation, etc. also have
potential for XR. Some of these challenges and opportunities were discussed at greater
length by Spicer et al. [207].

Human-computer integration and [205,208] and human augmentation [93] are paradigms
to extend human abilities and senses seamlessly through technology. In a way, human
augmentation involves extreme use of multimodal interaction, not just using a handful of
modalities and interfacing with a device, but using a vast number of advanced sensor and
actuator technologies that generate a large volume of data which are presented concisely
and coherently, integrating them with the user (e.g., [209]). Its processing requires, e.g.,
machine learning, signal processing, computer vision, and statistics.

Augmentation technologies provide new, smart, and stunning experiences in unob-
trusive ways. Lightweight, comfortable, and yet efficient augmentation can be useful and
have a significant impact on various human activities. For a person with deteriorated
vision, smart glasses can enhance visual information or turn it into speech. The glasses can
also augment cognition and support memory. Special clothes can provide augmented skin
that senses the touches and movements assisted by a therapist and integrates them with a
training program stored in the smart glasses. Embedded sensors in the clothes can notice
an imbalance in movements and save information of physical reactions so that the therapy
instructions can be adapted accordingly [210]. Physical augmentation is also possible, e.g.,
with lightweight exoskeletons or robotic prostheses, which amplify the user’s physical
strength or endurance.

XR has also many social [211], societal [212], health [213], ergonomic [214], educa-
tional [215], and other issues to be solved [216,217]. In the current pandemic, people have
had to the consider hygiene issues [218] of shared XR hardware. Like any new technol-
ogy, XR is also potentially widening the digital divide between countries, cultures, and
people [219]. Additionally, XR may become a new addiction and a form of escapism [220].

Biometric methods such as iris scanning would be easy to embed to an HMD and
fingerprint reading to data gloves, and thus personalize and authorize selected content.
On the other hand, biometric technologies can be very intimate and thus they have grave
ethical and privacy concerns. For example, unscrupulous companies, or criminals such as
authoritarian governments or mafia organizations could spy on people and exploit them
in multiple ways and, if they can, they will. As Mark Pesce [221] put it: “The concern here
is obvious: When it [Facebook Aria] comes to market in a few years, these glasses will transform
their users into data-gathering minions for Facebook. Tens, then hundreds of millions of these AR
spectacles will be mapping the contours of the world, along with all of its people, pets, possessions,
and peccadilloes. The prospect of such intensive surveillance at planetary scale poses some tough
questions about who will be doing all this watching and why”.

Some multimodal technologies and 3D UIs could become mainstream features and
applications of XR in a few years. They have a vast number of applications in industry,
health care, entertainment, design, architecture, and beyond. They have the potential to
increase the use of XR in many areas (e.g., [34,193]).
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IBM’s director of automation research, Charles DeCarlo, presented a stunning vision
of immersive telepresence in 1968 [222]. It described a home wherein a photorealistic
live remote scene was projected onto curved screens and realistic audio completed the
immersion. The “immersive home theatre” was used for telepresence and teleconferencing.
The author foresaw VR replacing reality, but current XR technology is still struggling to
fulfill that vision. Telepresence and remote collaborations have great potential for XR
technology, and one of the early demos for Microsoft HoloLens demonstrated this in the
form of remote expert guiding in maintenance tasks.

Other industrial tasks, such as assembly and installation [6], have already been applied
in everyday work life. The current focus is on education (e.g., learning of professional skills)
in VR environments [219]. In future industrial settings, one of the most promising ways to
utilize XR technology may be to develop a complete VR—AR continuum, in which people
first learn skills in VR and then utilize AR in the field operations when those learned skills
are applied in practice [86]. The industry also needs seamless co-operation between people
from different locations to solve common problems [55]. Here, the key focus for research is
on collaborative XR, which can be seen as one of the future drivers for XR technology.

Learning and training can be more efficient with multimodal feedback, as the richer
experiences are more memorable, making the training more realistic and thus faster to learn,
and can even enable new features [174]. Training [223,224] can become more immersive
and transfer knowledge from simulations to real life so that trainees can recall the correct
procedures in real situations. With haptic feedback and better tracking of users’ movements,
benefits of embodied learning and training can be realized (e.g., [129,176]) and combined
with other benefits of XR in training [225], like safe learning of hazardous tasks in VR and
context-specific learning with AR [22,30].

Rehabilitation can also benefit from multimodal feedback for many of the same
reasons [31,226]. Exercises to regain motor capabilities have utilized haptics in many
research prototypes (e.g., [227]) and with developing solutions this could become more
efficient and more widely available.

New interaction solutions can also support visually challenged people in new ways.
Automatic processing of a camera-based image stream from the environment can further
improve this. Examples include user-controlled or semiautomatic enlarging of the relevant
part of the scenery to support those with limited visual acuity and using other modalities
to present color information for people with color blindness.

For people with motor impairments, haptic feedback may be used to ease physical
actions in a virtual environment, enabling XR interaction via BCI and replacing some motor
actions with audio-based solutions. Cross-modal presentation of information can be used
to support people with limitations with one or more senses [162].

The more fluent use of XR can make tasks more efficient. This can be accomplished
with more natural interactions and by enabling alternative ways to do and especially
perceive things [223]. This rich HCI can improve also XR-mediated collaboration and
human-human communication and can make XR use safer when information for different
senses can help users to maintain awareness.

Finally, multimodal solutions can increase the level of immersion [228,229] and some-
times also task performance [229,230]. This enables more immersive entertainment, and
the abovementioned other uses can provide richer experiences leading to many of the
mentioned benefits.

The technologies must also be fit for human perception and cognition. As stated
by Gardony et al. [87]: “When done poorly, MR experiences frustrate users both mentally and
physically leading to cognitive load, divided attention, ocular fatigue, and even nausea. It is easy to
blame poor or immature technology but often a general lack of understanding of human perception,
human-computer interaction, design principles, and the needs of real users underlie poor MR
experiences. ..., if the perceptual and cognitive capacities of the human user are not fully considered
then technological advancement alone will not ensure MR technologies proliferate across society”.
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In addition to various multimodal technologies, other issues will also have an impact
on future XR technology, usage, and applications—directly or indirectly. Social trends,
cultural issues, economy, business, politics, geopolitics, demographics, pandemics, etc.
will alter sentiment, prosperity, innovation, and many other things, and these will have
an indirect impact on the development and usage of XR. As with any technology, market
penetration of XR depends on a wide range of issues such as revenue, marketing, con-
sumer needs and acceptance, IPR, backward compatibility, price, manufacturability, timing,
luck, etc.

6. Conclusions

Multimodal interaction can revolutionize the usability of XR, but interaction methods
developed for the PC desktop context are not usually effective in XR. New concepts,
paradigms, and metaphors are needed for advanced interaction.

Most of the multimodal interaction technologies are still immature for universal use.
All the current approaches for multimodal interaction have their strengths and weaknesses.
Additionally, no single approach is likely to dominate. The applied technology on a specific
use case will largely depend on the context and application. Therefore, XR devices should
support a wide range of interaction modalities from which to choose when developing
interfaces for different contexts of use.

What a typical XR system will look like 10 or 20 years from now is an open question,
but it will likely change substantially. It may not even make any sense to talk about XR
systems then anymore, in the same way as multimedia PC is an obsolete term nowadays,
as all PCs support multimedia. We may be wearing a 6G XR-capable Flex-Communicator
in our pocket, on our hand, or near our eyes, depending on the context of use. The added
value of XR lies in augmenting and assisting us in our daily routines and special moments.

There are some especially promising but underused emerging technologies and re-
search avenues for multimodal XR interaction technologies. They have significant potential
for wide use and to become standard technologies in HMDs. These include various forms
of haptic interfaces, as the sense of touch is an important element of interaction in the real
world, but it is currently underused in interaction with technology. Gaze is useful and
important for HCI, and it is already becoming a standard element in HMDs. BCI is still far
out from most practical uses, but it has tremendous potential if more effective technologies
for it are developed.

In conclusion, future XR technologies and proposed “Metaverses” may impact our
work and daily life significantly. They might also make our world more accessible (e.g.,
through telepresence), but they could also create new accessibility barriers and inequality.
Well-considered multimodal experiences, emerging technologies, and improved interaction
methods may become elements of success for next-generation XR systems.
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